Available online at www.sciencedirect.com

H H Electronic Notes in
CrossMark SC|enceDlreCt DISCRETE

MATHEMATICS

ELSEVIER

Electronic Notes in Discrete Mathematics 50 (2015) 319-324 www.elsevier.com/locate/endm

On second iterated clique graphs that are also
third iterated clique graphs

Pablo De Caria!

CONICET/ Departamento de Matemdtica
Universidad Nacional de La Plata
La Plata, Argentina

Miguel A. Pizafia >3

Departamento de Ingenieria FEléctrica
Universidad Autonoma Metropolitana-Iztapalapa
Mézxico D.F., México

Abstract

Iterated clique graphs arise when the clique operator is applied to a graph more than
once. Determining whether a graph is a clique graph or an iterated clique graph is
usually a difficult task. The fact that being a clique graph and being an iterated
clique graph are not equivalent things has been proved recently. However, it is still
unknown whether the classes of second iterated clique graphs and third iterated
clique graphs are the same. In this work we find classes of graphs, defined by means
of conditions on the clique size and the structure of the clique intersections, whose
second iterated clique graphs are also third iterated clique graphs.
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1 Introduction

Let G be a simple graph. A clique of G is a maximal set of pairwise adjacent
vertices of G. The set of cliques of G is denoted by C(G).

The clique graph of G, or K(G), is the graph whose vertices are the cliques
of G, in a way that two different cliques C' and C” of G are adjacent in K(G)
if and only if C N C” # (). Denote the class of all graphs by G. The function
K : G — G that assigns to each graph its clique graph is called the clique
operator. G is said to be a clique graph if G = K(H), for some graph H.
Thus, K(G) is the class of clique graphs.

Given n > 1, the function K" is the composition of the clique operator
with itself n times. The n-th iterated clique graph of G is the graph K"(G).
G is an n-th iterated clique graph if G = K"(H), for some graph H. Thus,
K"™(G) is the class of n-th iterated clique graphs.

Determining whether a given graph is a clique graph is usually a compli-
cated task. Actually, the clique graph recognition problem is NP-complete [1].
The complexity of recognizing iterated clique graphs has not been established
yet. Furthermore, very little is known about the relationship between the
classes K(G), K*(G), K3(G) ... and their differences.

It is now known that K(G) and K?(G) are different because the clique
graph of the octahedron is not a second iterated clique graph [2]. However,
no other example of a considerably different graph in K(G) \ K*(G) is known
and it is unknown whether K™(G) = K"(G) for n > 2.

This work is focused on comparing K*(G) and K3(G). We prove that, for
every graph G with cliques of size at most 3, K?(G) is a graph in K3(G). The
proof of this result involves line graphs. Afterwards, we identify some patterns
in the proof to attain a more general result that allows cliques of size larger
than 3 in the graphs that we consider. As a result of this work, we get a wide
variety of graphs in K%(G) N K3(G), in a good starting point for proving that
K?(G) = K3(G), in case that this is really true. If false, it could help in the
refinement of the search for a graph in K*(G) \ K3(G), since many possible
counterexamples are discarded.

2 Results

As it was said in the Introduction, it is known that K(G) # K?(G) because the
clique graph of the octahedron is a graph in K(G)\ K?(G) [2]. The octahedron
and its clique graph are members of a special class of graphs, called octahedral
graphs.
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For n > 3, define the n-th octahedral graph, or O,,, as the graph with vertex
set {1,2,...,n,1",2',...,n'}, where the only missing edges are those of the form
7', with 1 <4 < n. Thus, the octahedron is equivalent to the graph O3, and
K(O3) = O4. More generally, it holds that K(O,) = Ogn-1 for every n > 3

Once it was proved that Oy is a graph in K(G) \ K?(G), it was thought
that K?(03), i.e., Og, was a natural candidate for a graph in K*(G) \ K3(G).
What is more, it was conjectured by one of the authors [2] that K"(O3) is in
K™(G) \ K"(G) for every n > 1. However, this conjecture turned out to be
short-lived.

Recall that the line graph of a graph G, or L(G), is the graph whose
vertices are the edges of GG, two of them being adjacent if and only if they
have a common endpoint (see Figure 1 for an example). It turns out that
K?(03) = K*(L(03)). Therefore, the statement K"(0O3) € K™(G) \ K""(G)
is false for every n > 2.

A review of the operations that allow us to verify that K2(O3) = K3(L(O3))
reveals that the fact that all the cliques of O3 have size 3 is useful. Actually,
line graphs allow to prove that every graph G with all its cliques of size 3 has

K2(G) in K*(G).

Theorem 2.1 Let G be a graph such that every clique of G has size 3. Then
K*(G) = K*(L(@)).

Outline of the proof. Set G’ = K(L(G)). Let V' be the set of nonsimplicial
vertices of G. It is not difficult to prove that G’ is equal (isomorphic) to the
graph with vertex set V' U C(G), where two vertices in V' are adjacent in G’
if and only they are adjacent in G; two cliques of G are adjacent in G’ if and
only if they share two vertices; and v € V' and T' € C(G) are adjacent in G’
if and only if v € T'.

Consider the graph G” with vertex set V(G)UC(G), such that the rules of
adjacency in G” are the same as in G’. It can be proved that K?(G’) = K%(G").

G" has two types of cliques, namely, those of the form C'U{C'}, where C is
a clique of G and those of the form {u,v} U{C € C(G) : {u,v} C C}, where
uv is an edge of G contained in at least two of its cliques.

It also holds that two cliques of G” have nonempty intersection if and only
if the intersection has a vertex of G. Let G" be the graph obtained from G
by adding, for each clique C' of G” containing exactly two vertices of GG, the
vertex C' and making it adjacent to the vertices of V(G) N C. By the first
sentence of this paragraph and the characterization of the cliques of G”, we
have that K%(G") = K?*(G").
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G is a subgraph of G” and C(G) C C(G"). Let f : V(K*@G)) —
V(K?*(G")) be a function that assigns to each H € V(K?(G)) an element
I € V(K?*(G")) such that H C I. Tt can be proved that f is a graph isomor-
phism between K?(G) and K?(G"). Therefore, K*(G) = K*(G).

(]

As a corollary of Theorem 2.1, we have that K?(G) is in K3(G) for every
graph G whose cliques have size at most 3.

Corollary 2.2 Let G be a graph such that every clique of G has size at most
3. Then there exists a graph G' such that G € K(G) and K*(G') = K*(G).

Proof. If every clique of GG has size 3, then we can directly apply the previ-
ous theorem. Otherwise, for every clique C' of G with size less than 3, add
simplicial vertices to C' until its size becomes 3, to obtain a graph G*. It is
clear that K(G) = K(G*) and that every clique of G* has size 3. Thus we
can apply the previous theorem to G* to obtain the desired graph G'. O

An equality like that of Theorem 2.1 becomes false when the graph G has
a clique of size larger than 3. What is more, K?(G) and K?(L(G)) might be
very different graphs. To illustrate this, set G equal to the complete graph
K. Tt is easy to check that L(K4) = O3 (see Figure 1). Thus, K*(G) is the
graph consisting of a single vertex, whereas K3(L(G)) = Ojas.

1

Fig. 1. The line graph of K} is equal to the octahedron.

However, we can try to identify more graphs whose second iterated clique
graphs are also third iterated clique graphs through a generalization of the
constructions in the proof of Theorem 2.1, without the need of referring to
line graphs.
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Recall that the graph G” in the proof of Theorem 2.1 can be viewed as the
graph whose vertex set is GUC(G), such that two vertices of G are adjacent in
G" if and only if they are adjacent in G; v € V(G) and C € C(G) are adjacent
in G” if and only if v € C and C4,Cy € C(G) are adjacent in G” if and only if
|Cl N Cg| > 1.

In the general case, we suggest using that type of construction to obtain
a new graph H such that H is a clique graph and K?(G) = K?(H). These
conditions would imply that K?*(G) is in K3(G).

However, this type of construction also fails for small graphs. Consider
for example the graph G; in Figure 2. It has cliques C; = {1,2,3}, Cy =
{2,3,5,6} and C3 = {5,6,7}. Thus, the vertices of K*(G;) are {C},Cs} and
{Cy, C3}. If we apply the construction recently described to G, we obtain the
lower graph of Figure 2. This graph, unlike 1, has a second iterated clique
graph with three vertices, namely, {{1,2,3,C1},{2,3,5,6,C5},{2,3,C1,C2}},
{{5,6,7,C3},{2,3,5,6,C5},{5,6,Cy,C3}} and {{2,3,5,6,C>},{2,3,C1,Cs},
{5,6,C5,C3}}. Similarly, the construction fails when applied to Go. Now we
show that some restrictions can be added to make the construction work.

Fig. 2.

Theorem 2.3 Let G be a Gy and Go free graph (see Figure 2) such that
|C1 N Cy| < 2 for every C1,Cy € C(G) with Cy # Cy. Let G’ be the graph
such that V(G') = V(G)UC(G) and E(G') = E(G)U{vC : veV(G), C €
C(G), ve CtU{CC : C,C"eC(G), |CNC'| =2} Then G' € K(G) and
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K2(G) = K2(GY).

Outline of the proof. The proof shares several ideas with the proof of The-
orem 2.1. It is first necessary to prove that every clique of G’ is of the form
C'U{C}, for some clique C of G or of the form {u, v} U{C € C(G) : {u,v} C
C'}, where uv is an edge of G contained in more than one clique.

Then it can be proved that two cliques of G’ have nonempty intersection
if and only if the intersection contains a vertex of G. Let G” be the graph
obtained from GG by adding, for each edge e contained in at least two cliques of
G, a vertex v, that is made adjacent to the endpoints of e. As a consequence
of the first paragraph and the description of the cliques of G’, we have that
K?*(G") = K*(G").

G is clearly a subgraph of G” and C(G) C C(G"). Let f : C(K(G)) —
C(K(G")) be a function such that, for every A € C(K(G)), f(A) is a clique
of K(G") such that A C f(A). It can be proved that f is an isomorphism
between K?(G) and K?(G"). This implies that K?(G) = K*(G).

Finally, it is necessary to prove that G’ is indeed a clique graph. Assume
that G’ is connected. Then G’ can be seen as the two section graph of the
family {{u,v} U{C € C(G): {u,v} C C}}uwer) - By the characterization of
clique graphs by Roberts and Spencer [4], it suffices to show that this family is
Helly. A simple way to prove the Helly property in this case is considering any
set T of three pairwise adjacent vertices of G' and proving that the subfamily
F of {{u,v} U{C € C(GQ) : {u,v} C C}}uver() with all the members that
have at least two elements of 7" is such that the intersection of all its elements
is nonempty.

O
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