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Abstract

For an edge-colored graphG, the minimum color degree ofG means the minimum number of colors on edges
which are adjacent to each vertex ofG. We prove that ifG is an edge-colored graph with minimum color degree
at least 5 thenV(G) can be partitioned into two parts such that each part induces a subgraph with minimum color
degree at least 2. We show this theorem by proving a much stronger form. Moreover, we point out an important
relationship between our theorem and Bermond-Thomassen’sconjecture in digraphs.

Keywords: Bermond-Thomassen’s conjecture; edge-colored graph; vertex partition

1 Introduction

When we try to solve a problem in dense graphs, decomposing a graph into two dense parts sometimes plays an
important role in the proof argument. This is because one canapply an induction hypothesis to one of the parts so
as to obtain a partial configuration, and then use the other part to obtain a desired configuration. Motivated by this
natural strategy, many work has been done along this line, and now we have a variety of results in this partition
problem. To name a few, Stiebitz [8] showed a nice theorem, which states that every graph with minimum degree
at leasta+ b+ 1 can be decomposed into two partsA andB such thatA has minimum degree at leasta andB has
minimum degree at leastb. We see that the bounda+ b+ 1 is best possible by considering the complete graph of
ordera+ b+ 1. By the same example, Thomassen [12, 13] conjectured that every (a+ b+ 1)-connected graph can
be decomposed into two partsA andB in such a way thatA is a-connected andB is b-connected. It was shown
by Thomassen himself [10] that ifb ≤ 2, then the conjecture is true. However, rather surprisingly, even for the
caseb = 3 this conjecture is widely open until now. Likewise, there are some other partition problems to find the
partitionV(G) = A ∪ B so that bothA andB have a certain property, respectively. The digraph versionof this
problem was proposed at the Prague Midsummer CombinatorialWorkshop in 1995: For a digraphD, let δ+(D) be
the minimum out degree ofD. For integerssandt, does there exists a smallest valuef (s, t) such that each digraph
D with δ+(D) ≥ f (s, t) admits a vertex partition (D1,D2) satisfyingδ+(D1) ≥ s andδ+(D2) ≥ t? In [1, 2] Alon
posed the problem: Is there a constantc such thatf (1, 2) ≤ c?We only know thatf (1, 1) = 3 holds by a result of
Thomassen [11]. No much progress has been made for this problem. Recently Stiebitz [9] propose this problem
again when he deals with the coloring number of graphs. As observed from the above known results, it seems that
these partition problems are very difficult even if we restrict our consideration to a very specific case.
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In this paper, we would like to consider a similar problem in edge-colored graphs. To state our results, we
introduce some notation and definitions. Throughout this paper, all graphs are finite and simple. LetG be an
edge-colored graph. For an edgee ∈ E(G), we usecolG(e) to denote the color ofe. For a vertexv ∈ V(G), let dc

G(v)
be the color degree ofv in G, that is, the number of colors on edges which are adjacent tov. The minimum color
degree ofG is denoted byδc(G)(:= min{dc

G(v) : v ∈ V(G)}). For a subgraphH of G with E(H) , ∅, let colG(H) be
the set of colors appeared inE(H). Also, for a pair of vertex-disjoint subgraphsM,N in G, letcolG(M,N) be the set
of colors on edges betweenM andN in G. For a vertexv of G, let Nc

G(v) = colG(v,NG(v)). By definition, note that
dc

G(v) = |Nc
G(v)|. When there is no ambiguity, we often writecol(e) for colG(e), col(H) for colG(H), col(M,N) for

colG(M,N) anddc(v) for dc
G(v). A graph is called aproperly coloredgraph (briefly,PC graph) if no two adjacent

edges have the same color. Leta andb be integers witha ≥ b ≥ 1. A pair (A, B) is called(a,b)-feasibleif A and
B are disjoint, non-empty subsets ofV(G) such thatδc(G[A]) ≥ a andδc(G[B]) ≥ b; in particular, ifG contains an
(a, b)-feasible pair (A, B) with V(G) = A∪ B then we say thatG has an(a, b)-feasible partition.

Again, motivated by the same complete graph having mutuallydistinct colored edges (that is, the rainbow
Ka+b+1), we propose the following conjecture.

Conjecture 1.1. Let a, b be integers with a≥ b ≥ 2, and G be an edge-colored graph withδc(G) ≥ a + b + 1.
Then G has an(a, b)-feasible partition.

The main purpose of our paper is to give the solution of this conjecture for the casea = b = 2.

Theorem 1.1. Conjecture 1.1 is true for a= b = 2.

To consider our problem, utilizing the structure of minimalsubgraphsH with δc(H) ≥ 2 will be very important.
An edge-colored graphG is 2-colored if δc(G) ≥ 2. Specifically, we say a graphG is minimally 2-colored if
δc(G) ≥ 2 holds but any proper subgraphH of G has minimum color degree less than 2 inH. By definition, note
that, every PC cycle is a minimally 2-colored graph. An edge-colored graph obtained from two disjoint cycles by
joining a path isa generalized bowtie(more briefly, call itg-bowtie). We allow the case where the path joining two
cycles is empty. In that case, the g-bowtie becomes a graph obtained from two disjoint cycles by identifying one
vertex in each cycle. Note also thatK1 + 2K2 (that is, a graph obtained from two disjoint triangles by identifying
one vertex of each triangle) is a g-bowtie with minimum order.

We have the following characterization of minimally 2-colored graphs, which will be used to prove our main
result.

Theorem 1.2. If an edge-colored graph G is minimally2-colored, then G is either a PC cycle or a 2-colored
g-bowtie without containing PC cycles.

In fact Theorem 1.1 will be given by proving a much stronger result. We generalize the concept of (a, b)-
feasible partitions as follows. Fork ≥ 2 if V(G) can be partitioned intok partsA1,A2, . . . ,Ak such thatδc(G[Ai]) ≥
ai holds for each 1≤ i ≤ k then we say thatG has an(a1, a2, . . . , ak)-feasible partition. In this paper, we will
mainly focus on the case where (a1, a2, . . . , ak) = (2, 2, . . . , 2). For simplicity, let us call 2k-feasible partitionin
this special case (thus, (2, 2)-feasible partitions are equivalent to 22-feasible partitions). To state our result, we
shall introduce the following theorem, which is on the existence of vertex-disjoint directed cycles in digraphs.

Theorem 1.3 (Thomassen [11]). For each natural number k there exists a (smallest) number f(k) such that every
digraph D withδ+(D) ≥ f (k) contains k vertex-disjoint directed cycles.

Bermond and Thomassen [3] conjectured thatf (k) = 2k− 1 and Alon [1] showed thatf (k) ≤ 64k.

As above, fork ≥ 1 let f (k) be a function such that every directed graphD satisfyingδ+(D) ≥ f (k) containsk
disjoint directed cycles. Define a functiong(k) as follows.

g(k) =















2, k = 1;

max{ f (k) + 1, g(k− 1)+ 3}, k ≥ 2.

Our main result is following.

2



Theorem 1.4. Let G be an edge-colored graph withδc(G) ≥ g(k). Then G has a2k-feasible partition.

We then focus on the caseb = 2 in Conjecture 1.1. We obtained the following partial result.

Theorem 1.5. Let a be an integer with a≥ 2, and let Kn be an edge-colored complete graph of order n with
δc(Kn) ≥ a+ 3. Then Kn has an(a, 2)-feasible partition.

Also, in [4], it is shown that any edge-colored complete bipartite graphKm,n with δc(Km,n) ≥ 3 contains a PC
C4. This yields the following.

Theorem 1.6. If an edge-colored complete bipartite graph Km,n satisfiesδc(Km,n) ≥ a + 2, then Km,n admits an
(a, 2)-feasible partition.

Regarding Conjecture 1.1 in the general case, by using the probabilistic method, we get the following result.

Theorem 1.7. Let a, b be integers with a≥ b ≥ 1. If G is an edge-colored graph with|V(G)| = n andδc(G) ≥
2lnn+ 4(a− 1), then G has an(a, b)-feasible partition.

Although our results might look a bit modest, proving Conjecture 1.1 even for the caseb = 2 seems quite hard.
This is because we could give a big improvement on the Alon’s bound “64k” if it is true.

Theorem 1.8. If Conjecture 1.1 is true for b= 2, then f(k) ≤ 3k− 1.

In view of Theorem 1.8, it tells us that solving Conjecture 1.1 completely seems a very difficult problem.

This paper is organized as follows. In Sections 2, 3 and 4, we give the proofs of Theorems 1.2, 1.4 and 1.7,
respectively. In Section 5, we prove Theorems 1.5 and 1.8. Inparticular, Theorem 1.8 is obtained by a much
stronger result (see Proposition 4 in Section 5).

2 Proof of Theorem 1.2

In order to prove this theorem, we first introduce a structural theorem characterizing edge-colored graphs without
containing PC cycles.

Theorem 2.1 (Grossman and Häggkist [6], Yeo [14]). Let G be an edge-colored graph containing no PC cycles.
Then there is a vertex z∈ V(G) such that no component of G− z is joint to z with edges of more than one color.

Proof of Theorem 1.2.

Let G be a minimally 2-colored graph. IfG contains a subgraphH which is a PC cycle or a 2-colored g-
bowtie without containing PC cycles, thenG = H (otherwise, by deleting vertices inV(G) \ V(H) or edges in
E(G) \ E(H), we obtain a smaller 2-colored graph). Hence, it is sufficient to prove that ifG contains no PC cycle,
thenG contains a 2-colored g-bowtie. Apply Theorem 2.1 toG. SinceG is minimally 2-colored, we may assume
thatG is connected and there is a vertexz ∈ V(G) such thatG− zconsists of two componentsH1 andH2 with all
the edges betweenzandHi has colori for i = 1, 2.

Let zx1x2 · · · xp andzy1y2 · · · yq, respectively, be longest PC paths inG\H2 andG\H1 starting fromz. Set
x0 = z andy0 = z. Sincedc

G\H2
(x) ≥ 2 anddc

G\H1
(y) ≥ 2 for arbitrary verticesx ∈ V(H1) andy ∈ V(H2),

we havep, q ≥ 2 and there exist verticesxi andy j for somei, j with 0 ≤ i ≤ p− 2 and 0≤ j ≤ q− 2 such that
col(xpxi) , col(xp−1xp) andcol(yqy j) , col(yq−1yq). SinceG contains no PC cycle, we havecol(xpxi) = col(xi xi+1)
andcol(yqy j) = col(y jy j+1). Together, the pathxi xi−1 · · · x1zy1y2 · · · y j and cyclesxi xi+1 · · · xpxi andy jy j+1 · · · yqy j

form a 2-colored g-bowtie.

The proof is complete. �
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3 Proof of Theorem 1.4

First we prove the following proposition.

Proposition 1. Let G be an edge-colored graph withδc(G) ≥ a+ b− 1. If G contains an(a, b)-feasible pair, then
there exists an(a, b)-feasible partition of G.

Proof. Let (A, B) be an (a, b)-feasible pair such thatA∪ B is maximal. If (A, B) is not an (a, b)-feasible partition,
thenA∪ B = V(G)\S with S , ∅. Since (A, B) is maximal, (A, B∪ S) is not a feasible pair. Hence there exists a
vertexx in S such thatdc

G[B∪S](x) ≤ b− 1. Recall thatdc
G(x) ≥ a+ b− 1. Sodc

G[A∪x] (x) ≥ a. Thus (A∪ x, B) is
a feasible pair, which is a contradiction with the maximality of (A, B). This proves that (A, B) is an (a, b)-feasible
partition ofG. �

It is easy to check that the following proposition is also true.

Proposition 2. Let G be an edge-colored graph withδc(G) ≥
∑k

i=1(ai − 1)+ 1. If G contains k disjoint subgraphs
H1,H2, . . . ,Hk such thatδc(Hi) ≥ ai for i = 1, 2, . . . , k, then G admits an(a1, a2, . . . , ak)-feasible partition.

In what follows, we will keep the above propositions in mind and use these facts as a matter of course.

Proof of Theorem 1.4.

We prove the theorem by contradiction. LetG be a counterexample such thatG is chosen according to the
following order of preferences.

(i) k is minimum; (ii) |G| is minimum; (iii) |E(G)| is minimum; (iv) |col(G)| is maximum.

By the choice ofG, we know thatδc(G) = g(k), k ≥ 2 andG contains no rainbow triangles. LetSv = {u :
dc

G−v(u) = dc
G(u) − 1}. Then the following two claims obviously hold:

Claim 1. Sv , ∅ for all v ∈ V(G).

Claim 2. For each edge uv ∈ E(G), either u∈ Sv or v ∈ Su.

Now we prove the following claims.

Claim 3. For each color i∈ col(G), the subgraph Gi induced by edges colored by i is a star.

Proof. By the choice ofG, we know thatG contains no monochromatic triangles or monochromaticP3’s. Thus
for every colori ∈ col(G), each component ofGi is a star. IfGi contains more than one component, then color
one of the components with a color not incol(G). Thus, we get a counterexample with more colors thanG, which
contradicts to the choice ofG. �

Claim 4. For u, v ∈ V(G), if u ∈ Sv andv < Su, then Su ∩ NG(v) , ∅.

Proof. Suppose to the contrary that there exist verticesu, v ∈ V(G) satisfyingu ∈ Sv, v < Su andSu ∩ NG(v) = ∅.
Thencol(vu) appears only once atu and more than once atv. By Claim 3, the colorcol(vu) can only appear
at {v} ∪ Sv, particularly, not atSu. Now we construct a colored graphG′ by deleting the vertexu and adding
edges{vx : x ∈ Su} to G with all of them colored bycol(vu) (sinceSu ∩ NG(v) = ∅, this is possible without
resulting multi-edges). For each vertexx ∈ V(G′)\Su, we havedc

G′ (x) = dc
G(x). For each vertexy ∈ Su, we have

Nc
G′ (y) ⊆ (Nc

G(y)\col(uy)) ∪ col(vu). Since the colorcol(vu) does not appear atSu, we havedc
G′ (y) = |N

c
G′ (y)| =

|Nc
G(y)| = dc

G(y). This implies thatδc(G′) ≥ δc(G) = g(k). Note that|G′| = |G| − 1. By the assumption ofG, we
know thatG′ must admit a 2k-feasible partition. By Theorem 1.2,G′ containsk disjoint subgraphsH1,H2, . . . ,Hk

such thatHi is either a PC cycle or a minimally 2-colored g-bowtie without containing PC cycles fori = 1, 2, . . . , k.
If

⋃k
i=1 E(Hi) ⊆ E(G), then we can find a 2k-partition ofG as desired, a contradiction. If

⋃k
i=1 E(Hi) * E(G), then

all the edges inT = (
⋃k

i=1 E(Hi)) \ E(G) form a monochromatic star with the vertexv as a center. Thus, without
loss of generality, assume thatT ⊆ E(H1).

4
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(a) |T | = 1

y
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y

x

u v

(b) |T | = 2

Fig. 1: Cases of|T |

SinceH1 is either a PC cycle or a minimally 2-colored g-bowtie without containing PC cycles, for each vertex
a ∈ H1 and each colorj ∈ col(H1), the color j appears at most 2 times ata in H1. Thus we have 1≤ |T | ≤ 2.

If |T | = 1, then letxv be the unique edge inT. Replacexv in H1 with the pathxuv (see Figure 3(a)). We obtain
a colored graphH′1 in G with δc(H′1) ≥ 2. ThusH′1,H2, . . . ,Hk implies a 2k-feasible partition ofG, a contradiction.

If |T | = 2, then letT = {vx, vy}. Sincecol(vx) = col(vy), we know thatH1 is a minimally 2-colored g-bowtie
with v being an end vertex of the connecting path inH1. Delete the edgesvx, vy and add vertexu and edges
uv, ux, uy in H1 (see Figure 3(b)). We obtain a g-bowtieH′1 in G with δc(H′1) ≥ 2. ThusH′1,H2, . . . ,Hk implies a
2k-feasible partition ofG, a contradiction. �

Claim 5. There exists an edge xy ∈ E(G) such that x∈ Sy andy ∈ Sx.

Proof. Suppose not. Then by Claim 2 , we can construct an oriented graph D by orienting each edgee = uv ∈
E(G) from u to v if and only if v ∈ Su. Thend+D(v) ≥ 2 for each vertexv ∈ V(D). Let Ti(v) = {u : col(uv) = i}.

Subclaim 1. For each vertexv ∈ V(G) and colorsi, j ∈ col(G) with i , j, if |Ti(v)| ≥ 2 and|T j(v)| ≥ 2, then the
following statements hold:
(a) Ti(v) ∩ T j(v) = ∅ andE(Ti(v),T j(v)) = ∅.
(b) G[Ti(v)] contains at least one edge.

Proof. (a) By the definition, we know thatTi(v) ∩ T j(v) = ∅. Since|Ti(v)| ≥ 2 and|T j(v)| ≥ 2, we know that
Ti(v) ∪ T j(v) ⊆ Sv. Let ui ∈ Ti(v) andu j ∈ T j(v). Then colorsi and j appears only once atui andu j , respectively.
If uiu j ∈ E(G), thenvuiu jv is a rainbow triangle, a contradiction. So we haveE(Ti(v),T j(v)) = ∅.

(b) Suppose thatG[Ti(v)] is empty for some colori with |Ti(v)| ≥ 2. Then chooseu ∈ Ti(v). We haveu ∈ Sv
andv < Su. Apply Claim 4 tou andv, we obtainSu ∩ NG(v) , ∅. For each colori′ ∈ col(G) with |Ti′(v)| ≥ 2, by
Subclaim 1(a) and the assumption thatG[Ti(v)] is empty, we haveE(u,Ti′(v)) = ∅. Note that

N+D(v) =
⋃

|Ti′ (v)|≥2,i′∈col(G)

Ti′(v).

We haveNG(u)∩N+D(v) = ∅. Recall thatSu∩NG(v) , ∅ andSu ⊆ NG(u). There must exist a vertexx ∈ Su∩N−D(v).
It is easy to check thatC = xuvx is a rainbow triangle inG, a contradiction. �

Subclaim 2. For each vertexv ∈ V(G), there is exactly one colori ∈ col(G) such that|Ti(v)| ≥ 2.

Proof. Given a vertexv, by Claim 1, we can find a vertexu ∈ Sv. By the assumption ofG, we havev < Su. Let
i = col(uv). Then|Ti(v)| ≥ 2. This implies that for each vertexv ∈ V(G), there is at least one colori ∈ col(G)
such that|Ti(v)| ≥ 2. Now, suppose to the contrary that there exists a vertexv ∈ V(G) and colorsi, j ∈ col(G)
with i , j satisfying|Ti(v)| ≥ 2 and|T j(v)| ≥ 2. By Subclaim 1, we can choose edgesuiwi from G[Ti(v)] andu jw j

from G[T j(v)]. Let F = G[v, ui, wi, u j , w j]. Thenδc(F) ≥ 2. Now we will discuss on the minimum color degree of
G− F.

If δc(G−F) ≥ g(k−1), then by the assumption ofG, G−F has a 2k−1-feasible partition. Together withG[V(F)],
we obtain a 2k-feasible partition ofG, a contradiction. So we haveδc(G − F) < g(k− 1). Let x ∈ V(G − F) be a
vertex satisfyingdc

G−F (x) = δc(G− F). Sinceδc(G) ≥ g(k) ≥ g(k− 1)+ 3 and|F | = 5, we have

4 ≤ |col(x, F)| ≤ 5.
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For verticesa ∈ {ui , wi} andb ∈ {u j , w j}, if |col(x, {a, b, v})| ≥ 3, then it is easy to check that eitherxavx or xbvx
is a rainbow triangle, a contradiction. So we have|col(x, {a, b, v})| ≤ 2. Note that|col(x, F)| ≥ 4. This forces that
vx < E(G) and |col(x, {ui, wi , u j, w j})| = 4. ThusC = xuivu j x is a rainbow cycle of length 4. Suppose that there
exists a vertexy ∈ V(G −C) such thatdc

G−C(y) < g(k− 1). Then|col(y,C)| ≥ 4. Note thatui , u j ∈ Sv. Thus either
yuivy or yu jvy is a rainbow triangle, a contradiction. Hence we haveδc(G − C) ≥ g(k − 1). By the assumption
of G, the graphG −C has a 2k−1-feasible partition. Together withG[V(C)], we get a 2k-feasible partition ofG, a
contradiction. �

Subclaim 2 implies that there are at leastg(k) − 1 colors appear only once atv for each vertexv ∈ V(G). Thus,
we haveδ−(D) ≥ g(k) − 1 ≥ f (k). SoD containsk disjoint directed cycles, which correspond tok disjoint PC
cycles inG, a contradiction. �

Claim 6. For each edge xy ∈ E(G) satisfying x∈ Sy andy ∈ Sx, we have
(a) |Nc

G(x) ∪ Nc
G(y) − col(xy)| ≤ g(k) − 1, and

(b) NG(x) − y = NG(y) − x = {vi : 1 ≤ i ≤ g(k) − 1}, where col(xvi) = col(yvi) and col(xvi) , col(xv j) for
i, j ∈ [1, g(k) − 1] with i , j.

Proof. (a) SinceG contains no rainbow triangles andcol(xy) appears only once atx andy, respectively. we have
col(xu) = col(yu) for all u ∈ NG(x) ∩ NG(y). Now letG′ = G/xy. ThenG′ is well defined anddc

G′ (v) = dc
G(v) for

all vertices inV(G)\{x, y}. Let zbe the new vertex resulted by contracting the edgexy.

Suppose that|Nc
G(x) ∪ Nc

G(y) − col(xy)| ≥ g(k), thendc
G′ (z) ≥ g(k). Thus we haveδc(G′) ≥ g(k). By the choice

of G, we know thatG′ must admit a 2k-feasible partition. By Theorem 1.2,G′ containsk disjoint subgraphs
H1,H2, . . . ,Hk such thatHi (i = 1, 2, . . . , k) is either a PC cycle or a minimally 2-colored g-bowtie without
containing PC cycles.

If z <
⋃k

i=1 V(Hi), thenH1,H2, . . . ,Hk arek-disjoint subgraphs ofG. This implies a 2k-feasible partition ofG,
a contradiction. So we can assume thatz ∈ V(H1). Apparently, 2≤ dH1(z) ≤ 4.

If dH1(z) = 2, then letNH1(z) = {u, v} (see Figure 2). Ifu, v ∈ NG(x), then replacez with x. If u ∈ NG(x) and
v < NG(x), then replace the pathuzv with uxyv. In all cases, we can transformH1 into a graphH′1 ⊆ G such that
δc(H′1) ≥ 2 andV(H′1) ∩ V(Hi) = ∅ for i = 2, 3 . . . , k. ThusH′1,H2, . . . ,Hk imply the existence of a 2k-feasible
partition ofG, a contradiction.

u v

z

u v

x

u

x y

v

u, v
∈ NG

(x)

u ∈ N
G(x),v 6∈ N

G(x)

Fig. 2: dH1(z) = 2

If dH1(z) = 3, thenH1 must be a minimally 2-colored g-bowtie withz being an end-vertex of the connecting
path. LetNH1(z) = {u, v, w} with u, v on a same cycle inH1 (see Figure 3). If{u, v, w} ⊆ NG(x), then replacezwith
x. If {u, v} ⊆ NG(x) andw < NG(x), then replacezw with xyw. If {u, w} ⊆ NG(x) andv < NG(x), then replacezv
with xyv. Constructions of the remaining cases are similar. Finally, in all cases, we can transformH1 into a graph
H′1 ⊆ G such thatδc(H′1) ≥ 2 andV(H′1) ∩ V(Hi) = ∅ for i = 2, 3 . . . , k. ThusH′1,H2, . . . ,Hk implies a 2k-feasible
partition ofG, a contradiction.

If dH1(z) = 4, thenH1 is a minimally 2-colored g-bowtie with two cycles overlapped on the vertexz. Let
NH1(z) = {u, v, u

′, v′} with u, v on one cycle andu′, v′ on the other cycle (see Figure 4). If{u, v, u′, v′} ⊆ NG(x),
then replacez with x. If {u, v, u′} ⊆ Nc(x) andv′ < Nc(x), then replace the pathzv′ with xyv′. If {u, v} ⊆ Nc(x) and
{u′, v′} ∩ Nc(x) = ∅, then splitz into the edgexy such that the resulting graph is still a g-bowtie. If{u, u′} ⊆ Nc(x)
and{v, v′} ∩ Nc(x) = ∅, then splitz into the edgexy in an orthogonal direction such that the resulting graph is a
cycle with one chordxy. Constructions of the remaining cases are similar. Finally, in all cases, we can transform
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x w
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u, v
, w

∈ NG
(x)

u, v ∈ NG(x), w 6∈ NG(x)

u,w ∈ N
G(x), v 6∈ N

G(x)

Fig. 3: dH1(z) = 3
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v
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x
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(x)
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, v
, u

′

∈
N
G
(x
)

v
′

6∈
N
G
(x
)

u
, v

∈
N

G
(x)

u
′
, v
′
6∈
N

G
(x)

u, u ′

∈
N

G(x)
v, v ′

6∈
N

G(x)

Fig. 4: dH1(z) = 4

H1 into a graphH′1 ⊆ G such thatδc(H′1) ≥ 2 andV(H′1) ∩ V(Hi) = ∅ for i = 2, 3 . . . , k. ThusH′1,H2, . . . ,Hk

implies a 2k-feasible partition ofG, a contradiction.

(b) By Claim 6(a) and the fact thatdc
G(x), dc

G(y) ≥ g(k), we haveNc
G(x) = Nc

G(y) anddc
G(x) = dc

G(y) = g(k). For
each colorj ∈ Nc

G(x) and j , col(xy), sinceG j is a star and the colorj appears atx andy, we know thatx, ymust
be leaf vertices ofG j . Let v j be the center ofG j . The proof is complete. �

Now let {x, y} ∪ {vi : 1 ≤ i ≤ g(k) − 1} be the set of vertices described in Claim 6. Without loss of generality,
let col(xvi) = i for i ∈ [1, g(k) − 1]. Let H be the subgraph ofG induced by{x, y} ∪ {vi : 1 ≤ i ≤ g(k) − 1} and
R= G− H.

Claim 7. For 1 ≤ i ≤ g(k) − 1, col(vi,Svi ) = {i}.

Proof. Suppose to the contrary that there exists a vertexu ∈ Svi such thatcol(uvi) , i. If u = v j for some j with
1 ≤ j ≤ g(k) − 1 and j , i, thencol(uvi) = j (sincexviv j x is not a rainbow triangle). Since the colorj appears at
least 2 times atv j(= u), we know thatu < Svi , a contradiction. Now the vertexu must belong toV(R). Since each
G j (1 ≤ j ≤ g(k) − 1) is a star andcol(uvi) , i, we havecol(uvi) < [1, g(k) − 1]. If vi ∈ Su, then by applying Claim
6 to the edgeuvi , we haveNG(u) − vi = NG(vi) − u. Sincex ∈ NG(vi), we havex ∈ NG(u), namely,u ∈ NG(x),
a contradiction. So we havevi < Su. Applying Claim 4 touvi, we obtain a vertexv ∈ Su ∩ NG(vi). Note that
col(uvi) < [1, g(k) − 1] andG contains no rainbow triangle, we havev ∈ R− u. Let F = G[x, y, vi, u, v]. It is easy
to check thatδc(F) ≥ 2.

We will show that for each vertexz ∈ G−F, |col(z, F)| ≤ 3. Forz ∈ R∩ (G−F), the assertion holds sincezhas
no neighbor tox or y. Thus we may assume thatz = v j for somej with 1 ≤ j ≤ g(k) − 1 and j , i. If zvi < E(G)
or col(zvi) = j, then we have the desired conclusion. So we may assume thatz is adjacent tovi andcol(zvi) = i
(otherwise,zxviz is a rainbow triangle). Since there is no rainbow triangle and Gi is a star, we can easily check
thatzu< E(G). Sozsatisfies the desired property.
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Now, δc(G − F) ≥ g(k) − 3 ≥ g(k− 1). SoG − F admits a 2k−1-feasible partition. Together withG[V(F)], we
obtain a 2k-feasible partition ofG, a contradiction. �

Claim 8. There exists a vertexvi with 1 ≤ i ≤ g(k) − 1 such that Svi = {x, y}.

Proof. Suppose not. Then there exists a vertexui ∈ Svi\{x, y} for all i with 1 ≤ i ≤ g(k) − 1. By Claim 7,
col(uivi) = i for 1 ≤ i ≤ g(k) − 1. LetG′ = G − {x, y}. Thenδc(G′) ≥ δc(G) ≥ g(k). By the choice ofG, the graph
G′ must admit a 2k-feasible partition, which implies thatG has a 2k-feasible partition, a contradiction. �

We are now in a position to prove the theorem. Letvi be the vertex in Claim 8. Sincedc
H(vi) ≤ g(k) − 1 and

dc
G(vi) ≥ g(k), there is a vertexu ∈ R∩ NG(vi). Note thatu < Svi . By Claim 2, we havevi ∈ Su. Now apply Claim

4 to the edgeuvi , we haveSvi ∩ NG(u) , ∅. This implies that eitherx ∈ NG(u) or y ∈ NG(u), a contradiction.

This completes the proof of Theorem 1.4. �

4 Proof of Theorem 1.7

Lemma 1. Let k, x1, x2, . . . , xk be positive integers and x0 a non-negative integer with0 ≤ x0 ≤
k
2. Let {v j

i : 1 ≤

i ≤ k, 1 ≤ j ≤ xi} be a set of
∑k

i=1 xi vertices such that each vertexv j
i is colored by i. Divide these vertices into

two sets S and T, randomly and independently, with Pr(v j
i ∈ S) = Pr(v j

i ∈ T) = 1
2. Let PS(x0, x1, . . . , xk) be the

probability of the event that there are at most x0 (0 ≤ x0 ≤
k
2) differently colored vertices in S . Then

PS(x0, x1, . . . , xk) ≤
x0
∑

j=0

(

k
j

)

(
1
2

)k. (4.1)

Proof. For convenience, we say a vector−→x = (x0, x1, x2, . . . , xk) is goodif k, x1, x2, . . . , xk are positive integers
andx0 is a non-negative integer with 0≤ x0 ≤

k
2. Proving Lemma 1 is equivalent to verify Inequation (4.1) for all

good vectors. For good vectors−→x = (x0, x1, . . . , xk) and−→y = (y0, y1, · · · , yk′), we say−→x < −→y if (a) or (b) holds.
(a) k < k′.
(b) k = k′ and there existst ∈ [1, k] such thatxt < yt andxi = yi for all i with 0 ≤ i < t.
Now we will prove Inequation (4.1) for every good vector−→x = (x0, x1, . . . , xk).

By induction. First, it is easy to check that Inequation (4.1) holds in the following three cases: (1)x0 = 0; (2)
k = 1; (3) xi = 1 for all i with 1 ≤ i ≤ k. Now assume thatx0 ≥ 1, k ≥ 2, xi ≥ 2 for somei with 1 ≤ i ≤ k, and
each good vector−→y with −→y < −→x satisfies Inequation (4.1). Consider the vertexv1i . We have

PS(−→x) = Pr(v1i ∈ T)PS(x0, x1, . . . , xi−1, xi − 1, xi+1, . . . , xk) + Pr(v1i ∈ S)PS(x0 − 1, x1, . . . , xi−1, xi+1, . . . , xk).

Let−→y = (x0, x1, . . . , xi−1, xi −1, xi+1, . . . , xk) and−→z = (x0−1, x1, . . . , xi−1, xi+1, . . . , xk). It is easy to see that−→y and
−→z are good vectors with−→y ,−→z < −→x . By induction hypothesis, we have

PS(−→y ) ≤
x0
∑

j=0

(

k
j

)

(
1
2

)k

and

PS(−→z ) ≤
x0−1
∑

j=0

(

k− 1
j

)

(
1
2

)k−1.
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Thus, we have

PS(−→x ) ≤
1
2

x0
∑

j=0

(

k
j

)

(
1
2

)k +
1
2

x0−1
∑

j=0

(

k− 1
j

)

(
1
2

)k−1

=
1
2

x0
∑

j=0

(

k
j

)

(
1
2

)k +

x0
∑

j=1

(

k− 1
j − 1

)

(
1
2

)k

=
1
2

x0
∑

j=0

(

k
j

)

(
1
2

)k +

x0
∑

j=1

j
k

(

k
j

)

(
1
2

)k

≤
1
2

x0
∑

j=0

(

k
j

)

(
1
2

)k +
x0

k

x0
∑

j=1

(

k
j

)

(
1
2

)k

< (
1
2
+

x0

k
)

x0
∑

j=0

(

k
j

)

(
1
2

)k

≤

x0
∑

j=0

(

k
j

)

(
1
2

)k

The proof is complete. �

Proof of Theorem 1.7.

Proof. AssumeV(G) = {1, 2, · · · , n}. We divideV(G) into two disjoint partsA, B randomly withPr(i ∈ A) =
Pr(i ∈ B) = 1

2 for each vertexi ∈ V(G). For each vertexi ∈ A, the bad eventAi means that for vertexi,
{dc

G[A] (i) ≤ a− 1}. By Lemma 1, we have

Pr(Ai) ≤
a−1
∑

j=0

(

dc
G(i)
j

)

(
1
2

)dc
G(i) =

dc
G(i)
∑

j=dc
G(i)−a+1

(

dc
G(i)
j

)

(
1
2

)dc
G(i) = Pr(X ≥ dc

G(i) − a+ 1),

whereX ∼ B(dc
G(i), 1

2).

Recall that Chernoff’s bound:Pr[X − E(X) ≥ nǫ] < e−2nǫ2, whereX ∼ B(n, 1
2). We get

Pr(X ≥ dc
G(i) − a+ 1) = Pr(X −

dc
G(i)

2
≥

dc
G(i)

2
− a+ 1) < e−2(

dc
G(i)

2 −a+1)2/dc
G(i).

Sincedc
G(i) ≥ δc(G) > 2(a− 1), we have

Pr(Ai) < e−2(
dc
G(i)

2 −a+1)2/dc
G(i) ≤ e−2( δ

c(G)
2 −a+1)2/δc(G).

Similarly, for each vertexj ∈ B, the bad eventB j means that{dc
G[B]( j) ≤ b− 1} andPr(B j) < e−2( δ

c(G)
2 −b+1)2/δc(G) ≤

e−2( δ
c(G)
2 −a+1)2/δc(G). So

Pr((
⋃

i∈A

Ai) ∪ (
⋃

j∈B

B j)) ≤
∑

i∈A

Pr(Ai) +
∑

j∈B

Pr(B j) < ne−2( δ
c(G)
2 −a+1)2/δc(G).

If ne−2(δ
c(G)
2 −a+1)2/δc(G) ≤ 1, which means 1− Pr[(

⋃

i∈A
Ai) ∪ (

⋃

i∈B
Bi)] > 0, thenδ

c(G)
2 − 2(a− 1)+ 2(a−1)2

δc(G) ≥ lnn. The

last inequality holds by the condition thatδc(G) ≥ 2lnn+ 4(a− 1). Thus there exists a partition such that neither
eventAi nor Bi happens. So we have an (a, b)-feasible partition. �
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5 From (a, 2)-feasible partitions to Bermond-Thomassen’s conjecture

Firstly, we give the proof of Thorem 1.5.

Proof of Theorem 1.5.

In order to prove the theorem, we use the following fact.

Lemma 2. [5] In any rainbow triangle-free coloring of a complete graph, there exists a vertex partition(V1,V2 . . . ,Vt)
of V(Kn) with t ≥ 2 such that between the parts, there are a total of at most two colors and, between every pair of
parts Vi ,V j with i , j, there is only one color on the edges.

If Kn contains a rainbow triangleC, then letA = C andB = Kn −C. It follows thatδc(A) ≥ 2 andδc(B) ≥ a.
So (A, B) is an (a, 2)-feasible partition. Now we assume thatKn contains no rainbow triangle. Utilizing Lemma 2,
we can easily find an (a, 2)-feasible partition. Thus Theorem 1.5 holds. �

In this section, we will point out a relationship between (a, 2)-feasible partitions in edge-colored graphs and
Bermond-Thomassen’s conjecture in digraphs. In fact, Bermond-Thomassen’s conjecture has not even been con-
firmed in multi-partite tournaments. Recently, Li et al. [7]revealed a relationship between PC cycles in edge-
colored complete graphs and Bermond-Thomassen’s conjecture on multi-partite tournaments.

We prove the following proposition.

Proposition 3. For k ≥ 1 let d1, . . . , dk be positive integers, and let f(d1, d2, . . . , dk), g(d1, d2, . . . , dk) and h(d1, d2, . . . , dk)
be the minimum values which make the following three statements true:

(1)Every oriented graph D withδ+(D) ≥ f (d1, d2, . . . , dk) has a vertex-partition(V1,V2, . . . ,Vk) with δ+(D[Vi]) ≥
di for i = 1, 2, . . . , k.

(2) Every edge-colored graph G withδc(G) ≥ g(d1, d2, . . . , dk) has a(d1, d2, . . . , dk)-feasible partition.

(3) Every edge-colored complete graph K withδc(K) ≥ h(d1, d2, . . . , dk) has a(d1, d2, . . . , dk)-feasible partition.

Then we have

f (d1 − 1, d2 − 1, . . . , dk − 1) ≤ g(d1, d2, . . . , dk) ≤ h(d1 + 1, d2 + 1, . . . , dk + 1).

Proof. Given an oriented graphD, we construct an edge-colored graphG with V(G) = V(D), E(G) = {uv :
uv ∈ A(D) or vu ∈ A(D)} and colG(uv) = v if and only if uv ∈ A(D). If δ+(D) ≥ g(d1, d2, · · · , dk), then by
the construction, we know thatδc(G) ≥ g(d1, d2, · · · , dk). Thus,G admits a partitionV1,V2, . . . ,Vk such that
δc(G[Vi]) ≥ di for i = 1, 2, . . . , k. In turn, by the construction, we haveδ+(D[Vi ]) ≥ di −1 for i = 1, 2, . . . , k. Recall
the definition of functionf . We know that

f (d1 − 1, d2 − 1, . . . , dk − 1) ≤ g(d1, d2, . . . , dk).

Given an edge-colored graphG, we construct an edge-colored complete graphK with V(K) = V(G), colK(e) =
colG(e) for all e ∈ E(G), colK(e) = c0 for all e ∈ E(K)\E(G) andc0 < col(G). If δc(G) ≥ h(d1+1, d2+1, . . . , dk+1),
thenδc(K) ≥ h(d1+1, d2+1, . . . , dk+1). By the definition ofh, we know that there exists a partitionV1,V2, . . . ,Vk

of K such thatδc(K[Vi]) ≥ di + 1 for i = 1, 2, . . . , k. By the construction ofK, we haveδc(G[Vi]) ≥ di for
i = 1, 2, . . . , k. Recall the definition ofg. We know that

g(d1, d2, . . . , dk) ≤ h(d1 + 1, d2 + 1, . . . , dk + 1).

�

Remark1. The existence off (d1, d2, . . . , dk) for di ≥ 2 (i = 1, 2, . . . , k) andk ≥ 2 is still unknown according
to [1]. Proposition 3 implies that we could show the existence of f (d1, d2, . . . , dk) by proving the existence of
g(d1 + 1, d2 + 1, . . . , dk + 1) orh(d1 + 2, d2 + 2, . . . , dk + 2).
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Whend1 = d2 = · · · = dk = d, for simplicity, we write f (d, d, · · · , d)k instead off (d1, d2, · · · , dk). This also
applies to functionsg andh.

The following result provides us the direct consequence of Theorem 1.8.

Proposition 4. If g(a, 2) ≤ a+ t for an integer t and all a∈ N, then

f (1, 1, . . . , 1)k ≤ g(2, 2, . . . , 2)k ≤ tk− t + 2.

Proof. According to Proposition 3, we only need to prove thatg(2, 2, . . . , 2)k ≤ tk − t + 2. By induction onk.
Sinceg(a, 2) ≤ a+ t for all a ∈ N. We haveg(2, 2) ≤ t + 2. Assume thatg(2, 2, . . . , 2)k−1 ≤ (k − 2)t + 2. and let
x = g(2, 2, . . . , 2)k−1. Then

g(2, 2, . . . , 2)k ≤ g(x, 2) ≤ x+ t ≤ (k− 1)t + 2 = tk− t + 2.

Sog(2, 2, . . . , 2)k ≤ tk− t + 2 for all k ≥ 2.

The proof is complete. �

Remark2. Bermond and Thomassen [3] conjectured thatf (1, 1, . . . , 1)k = 2k − 1 (the conjecture is proposed for
simple directed graphs and it is sufficient to prove it in oriented graphs). Recall that the best known upper bound
of f (1, 1, . . . , 1)k is 64k (by Alon [1]). In view of Proposition 4, we suggest that considering (a, 2)-feasible par-
titions in edge-colored graphs could be a reasonable approach for improving Alon’s result concerning Bermond-
Thomassen’s conjecture in digraphs.
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