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Abstract

Predicting stock price tendencies is considered to be one of the most challeng-

ing tasks in stock market mining. A number of factors influence stock market

performance, such as political events, general economic conditions and trader ex-

pectations. Market traders rely heavily on di↵erent types of intelligent systems

to help them to make decisions and to deal with stocks and futures [1]. However,

up to date these available systems have limited ability and capability. However,

to date these available systems have had limited ability and capability. More-

over, financial experts also find it di�cult to make accurate predictions, due to

the uncertainties involved and the characteristics of market trends. Generally,

among market experts there is no consensus on the e↵ectiveness of predicting a

financial time series.

Keywords: Wavelet Transform, Naive-Bayes, Stock Market, Neural Networks,

Support Vector Machine, Genetic Algorithm

1. Introduction

In the literature, many prediction techniques have been developed and in-

troduced to predict stock trends. Traditional regression models were one of the

earliest models used to predict stock trends. However, these models do not per-

form satisfactorily, as stock data are categorised as non-stationary, non-linear

time series data. Therefore, new models from di↵erent domains, which have the
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ability to understand and learn from non-linear data sets, have been introduced

to predict stock direction movements. ANN, SVM, and Nave Bayes are three

machine learning algorithms, and other techniques from the signal processing

domain, such as Wavelet Transformation (WT), are most widely used for pre-

dicting stock and stock price movements. Wavelet analysis is considered to be

a relatively new field in signal processing [2]. It can be defined as a mathemat-

ical function that decomposes data into di↵erent frequency components, where

studying each component is considered in order to match it to its resolution

scale, where the scale denotes a time horizon [3]. Generally, wavelet filtering

is relatively close to the volatile and time-varying characteristics of real-world

time series and therefore it is not limited by any assumptions such as being

stationary [4]. The process of decomposing the data set into di↵erent scales by

wavelet transformation makes the data after decomposition more useful for dis-

tinguishing seasonality, revealing structural breaks and volatility clusters, and

identifying local and global dynamic properties of a process at specific time-

scales [5]. Experimental results have shown that wavelets algorithms are useful,

particularly for analysing, modelling and predicting the behaviour of any diverse

data set such as financial instruments (stocks, exchange rates) [6] [7]. There-

fore, this paper adopts WT using the Haar wavelet to decompose the time

series, in order to tackle any problems associated with data redundancy and be-

ing non-stationery. Thus, numerous practical problems are related to the quite

large number of input variables, which are quite large. In addition, these input

variables are characteristically redundant. As a results of such characteristic,

eliminating the redundant variables could lead to enhancing the performance of

prediction models. Moreover, by reducing the data dimensionality and elimi-

nating the redundant variables, the interpret-ability of predictive model can be

enhanced [8].

Technical analysis is a study of the market itself where market action such

as price (open, high, low, trading volume and close) can tell everything and is

su�cient for prediction tasks. In technical analysis there are three main as-

sumptions: 1. price and volume (market action) reflect everything; 2. prices
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move in trends; 3. history repeats itself. Technical analysis and EMH have

a similar assumption, however each assumption has a totally di↵erent conclu-

sion(s). New information, and whether it is fully and immediately reflected in

the market. Technical analysts thus believe that in response to new information,

stock prices move slowly. Hence, the driving forces hardly change in the market,

and recurrent and predictable trends are shown in the prices. In other words,

technical analysis, known as chartist, was based on studying the charts that de-

pict historical market data, and from these a pattern will be derived to predict

the market behaviour [9] [10] [11]. Finding any kind of pattern in the data is

the main goal of technical analysis, so such findings can be used by analysts to

make a prediction of stock or market movements. Despite its lack of popularity

and the fact that it has not been accepted among analysts or academics in pre-

vious years, the use of technical analysis in recent years has increased [12] [13]

[14] [15] [16] [17]. Linear Discriminant Analysis (LDA), Quadratic Discriminant

Analysis (QDA), K-nearest neighbour classification, Nave Bayes based on ker-

nel estimation, Logit model, Tree-based classification, neural networks, Bayesian

classification with Gaussian process, Support Vector Machine (SVM) and Least

Squares Support Vector Machine (LS-SVM) were included in the approaches

in [18]. SVM and LS-SVM prediction results outperformed the other proposed

approaches. SVM was used in Kim’s [19] model to predict the direction of the

daily stock price change of the Korean composite stock price index (KOSPI). 12

technical indicators were selected as initial attributes; stochastic K%, stochas-

tic D%, stochastic slow D%, momentum, ROC, Williams%R, A/D oscillator,

disparity5, disparity10, OSCP, CCI and RSI. The movement directions of S&P

CNX NIFTY indices were predicted by [20] using SVM and random forest, and

they were compared with the result of traditional and logit models and ANN.

The same technical indicators that were used by [19] have been used in this

study. The SVM prediction result outperformed random forest, neural network

and traditional models. NIKKEI225 index predictability was investigated with

SVM. Thus, linear discriminant analysis, quadratic discriminant analysis and

Elman backpropagation neural networks were compared with SVM. However,
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the experiment result showed that SVM outperformed the other classification

methods. The usefulness of ARIMA, ANN, SVM and random forest regression

models were investigated by [21] to predict the S&P CNX NIFTY index. Statis-

tical and financial measurements were used via a trading experiment to assess

the performance of the three non-linear models and the linear model. In their

study, the SVM model outperformed the other model as the empirical results

suggested. Hus et al.(2009) [22] developed a stock price prediction model by

integrating two stage architectures, a self-organisation map and a support vec-

tor regression to examine seven major stock indices. The empirical result of

the proposed two-stage architectural model indicated an alternative promising

stock price prediction model. There has been a failure to utilise single artifi-

cial techniques to capture the non-stationary property and accurately describe

the moving tendencies that exist in financial time series. This is due to its

fluctuation and the dynamic changes in the relationship between independent

and dependent variables. Such fluctuation and structural changes, which are

often caused by political events, economic conditions, traders expectations and

other environmental factors, are important characteristics of financial time se-

ries. Therefore, utilising a hybrid model or combining several models has become

a common practice in order to improve the prediction accuracy. According to

M-competition, combining more than one model often leads to enhancing the

prediction performance [23].

Various models and theories have been implemented by researchers in order

to improve the prediction performance. Di↵erent techniques have been incorpo-

rated into single machine learning algorithms. Zhang and Wu (2009) [24] inte-

grated a back propagation neural network (BPNN) with an improved Bacterial

Chemotaxis Optimization (IBCO). Another method was proposed combining

data preprocessing methods, genetic algorithms and the Levenberg-Marquardt

(LM) algorithm in learning BPNN by [25]. In their studies, data transforma-

tion and the selection of input variables was used under data preprocessing in

order to improve the models prediction performance. Moreover, the obtained

result has proved that the model is capable of dealing with data fluctuations as
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well as yielding a better prediction performance. In addition, a hybrid artificial

intelligence model was proposed by [26], combining genetic algorithms with a

feed forward neural network to predict the stock exchange index. The latest

research indicates that, especially in the short term, prediction models based on

artificial intelligence techniques outperform traditional statistical based models

[27]. However, and also as a result of the dramatic move in stock indices in

response to many complex factors, there is plenty of room for enhancing intel-

ligent prediction models. Therefore, researchers have introduced and tried to

combine and optimise di↵erent algorithms, and they have taken the initiative

to build new hybrids models in order to increase prediction speed and accuracy.

There are many example of these attempts. Armano et al.[28] optimised GA

with ANN to predict stock indices; SVM were also combined with PSO in order

to carry out the prediction of the stock index by Shen and Zhang [29]. Kazem’s

(2013) [30] prediction model, chaotic mapping, firefly algorithm and support

vector regression (SVR) was proposed to predict stock market prices. In their

study, the SVR-CFA model was introduced for the first time and the results were

compared with SVR-GA (Genetic Algorithm), SVR-CGA (Chaotic Genetic Al-

gorithm), SVR-FA (Firefly Algorithm) and the ANN and ANFIS model, whereas

the new adopted model (SVR-CFA) outperformed the other compared models.

The Seasonal Support Vector Regression (SSVR) model was developed by [31]

to predict seasonal time series data. In order to determine their parameters,

a hybrid genetic algorithm and tabu search (GA,TS) algorithms were imple-

mented. And also on the same data sets, Sessional Auto-regressive Integrated

Moving Average (SARIMA) and SVR were used for prediction, however the em-

pirical results based on prediction accuracy indicated that the proposed model

SSVR outperformed both SVR and SARIMA. A novel hybrid model to predict

future evolutions of various stock indices was developed by integrating a genetic

algorithm based on optimal time scale feature extractions with support vector

machines. Neural networks, pure SVMs and traditional GARCH models were

used as a benchmark and prediction performances were compared. The pro-

posed hybrid prediction performance models were the best. Root mean squared
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error (RMSE) is one of the main utilised prediction models for performance

measurement, however the reduction in this standard statistical measurement

was significantly high. According to [32] using ensemble learning algorithms to

predict financial time series can powerfully improve the prediction performance

of the base learner.

Generally, the financial time series prediction process, and precisely stock

market prediction, is considered to be a challenging task since the nature of the

stock market is essentially dynamic, non-linear, complicated, non-parametric

and chaotic [1]. In financial time series prediction modelling, SVM and ANN

have been used successfully. However, many studies have indicated that such

tools had some limitations in learning the patterns as a result of stock market

datas tremendous characteristics, such as noise, dimensional complexity and

being non-stationary. Consequently, on such data characteristics, ANN often

exhibited an inconsistent and unpredictable performance. Therefore, it is quite

di�cult to predict stock price movements directions [19] [33] [20]. Moreover, this

study used a back propagation neural network and case-based reasoning (CBR)

to exam the feasibility of the proposed model for financial prediction, whereas

the experimental result indicated that SVM showed a promising alternative for

prediction and outperformed BPNN and CBR.

Various prediction models to predict index direction movement were exam-

ined by [34] based on multivariate classification techniques, where parametric

and non-parametric models were used and compared. In their study, classifi-

cation models (discriminant analysis, logit, probit and probabilistic neural net-

works) outperformed the level estimation models (adaptive exponential smooth-

ing, vector auto-regression with Kalman filter up-dating, multivariate transfer

function and multi-layered feed forward neural network) as suggested by empir-

ical experimentation for predicting the stock market movement direction and

maximising investment return. The Taiwan stock exchange index was predicted

by [35]. To predict the index direction, a probabilistic neural network (PNN)

was used. Generalised methods of moments (GMM) with a Kalman filter and

random walk were compared with PNNs statistical performance. The PNN
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empirical result indicated a stronger prediction power than the rest of the com-

pared methods. Another input for prediction of the stock ISE100 index price

movement used technical indicators such as MA, momentum, RSI, stochastics

K%, and moving average convergence-divergence (MACD) [36]. In this study a

model neural network was used and it achieved a 60.81% prediction rate for the

ISE100 index.

Charts, technical indicators, the Dow theory, Gann lines and Elliot waves

are the technical analysis tools used to exploit recurring patterns [37]. Self-

destruction is considered to be a big problem in technical techniques. Thus, the

profitable opportunity will disappear quickly as the news of a better strategy

becomes well-known and all the traders make the same decisions. As a result, a

successful strategy should not be revealed. A successful trading strategy must

be dynamic and self-adaptive, due to the regime shifting character of the market

[38]. Generally, the ability to predict the direction of future prices has attracted

the attention of researchers, and led to a focus on technical analysis in order to

improve the return of investment [39] [40] [41] [42] [43]. Thus, price and volume

are assumed to be the two most relevant factors in determining the direction

and behaviour of a particular stock or market by technical analysis methods

[44] [45] [46]. There are three main premises that technical analysis is based

on. First, market action discounts everything. In another words, price changes

are included in all the market price determining factors, such as macroecon-

omy, government interference, and investor psychology. Second, prices move in

trends; this illustrates the main purpose of technical analysis which is to find

the early stage of the trend and then the technicians will follow the trend until it

reaches the end. Third, history might repeat itself. Evidently, by studying the

past markets, data di↵erent chart patterns can be identified and categorised,

which can lead to an early identification of a certain market trend. As these

trends have occurred several times in the past, the assumption of the same

trends happening again can be possible [47]. Technical indicators are the main

technical analysis tool that has the ability to predict future price fluctuation

and also to guide investors on whether to sell or buy a particular stock at the
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right time. Technical indicators come from mathematical formula, which are

based on stock price and volume [45].

Technical indicators such as moving average, RSI, CCI, MACD, etc. were

used to predict the movement direction of the Tehran exchange price index. In

this study, the e↵ectiveness of employing technical indicators for prediction of

the movement of the index price was evaluated [48]. SVM was used in Kim’s

(2003)[19] model to predict the direction of the daily stock price change of the

Korean composite stock price index (KOSPI). 12 technical indicators were se-

lected as initial attributes; stochastic K%, stochastic D%, stochastic slow D%,

momentum, ROC, Williams%R, A/D oscillator, disparity5, disparity10, OSCP,

CCI and RSI. The movement directions of S&P CNX NIFTY indices were pre-

dicted by [20] using SVM and random forest, and they were compared with

the result of traditional and logit models and ANN. The same technical indi-

cators that were used by [19] have been used in this study. The SVM predic-

tion result outperformed random forest, neural network and traditional mod-

els. NIKKEI225 index predictability was investigated with SVM. Thus, linear

discriminant analysis, quadratic discriminant analysis and Elman backpropa-

gation neural networks were compared with SVM. However, the experiment

result showed that SVM outperformed the other classification methods. The

usefulness of ARIMA, ANN, SVM and random forest regression models were

investigated by [21] to predict the S&P CNX NIFTY index. Statistical and

financial measurements were used via a trading experiment to assess the perfor-

mance of the three non-linear models and the linear model. In their study, the

SVM model outperformed the other model as the empirical results suggested.

Through time, several techniques have been employed and developed to pre-

dict stock trends. Classical regression methods were used initially. However, as

a result, stock data has been categorised as a non-stationary time series data,

and other non-linear machine learning techniques have been introduced. The

hybridisation of soft computing techniques to predict stock market and trend

analysis was introduced by [49]. In their study, the NASDAQ-100 index of the

NASDAQ stock market was predicted for one day a head by a neural network
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and a neuro-fuzzy system. The trend prediction results of the proposed hybrid

model were promising. The training ensemble model, therefore, represents a

single hypothesis. It is not necessary in this approach to be contained within

the approaches space of the models from which it is built. Such an approach has

shown a flexibility in the functions it can represent. Therefore, the flexibility of

the theory enabled them to over fit the training data more than a single model.

However, in practice, other ensemble techniques, especially bagging, tend to

reduce over-fitting problems of the training data. Prediction performance was

investigated by [50] utilising ensemble methods to analyse stock. Two methods

were considered in their study: majority voting and bagging. Additionally, the

performances were compared of two types of classifier ensemble and a single

classifier (neural network, decision trees, and logistic regression). The experi-

ment result, based on prediction accuracy, indicated that the multiple classifier

outperformed the single classifier. A new financial distress prediction (EDP)

method was proposed by [51] using an SVM ensemble. The SVM ensemble

outperformed the individual SVM classifier. Di↵erent methods from the signal

processing area were combined with AI techniques and the results were promis-

ing. Wavelet Transformation (WT) was combined with a back propagation

neural network by [52]. In their study, the experiment result indicated that the

proposed method outperformed the other used method.

This paper proposed a new stock movement prediction approach which in-

tegrates Wavelet Transform, SVM, RNN and Naive Bayes to enhance the pre-

diction capability. Moreover, a hybrid model is proposed to combine the output

of the WT-SVM, WT-RNN and WT-Naive Bayes as the weights of these pro-

posed methods are determined by the GA. The paper is organised as follows:

Section 4.2 describes the prediction procedure of the hybrid model. Subsection

3.4 introduces the WT method. The hybrid combination steps are illustrated in

Subsection 4.3. Section 4.4 presents the results based on real data sets. Finally

Section 5 concludes this paper.
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2. Technical Indicators

Technical indicators are derived from technical analysis. In this chapter, the

technical indicators are presented in order to be used as an input to test the

proposed models of this thesis. Technical analysis in stock markets falls under

the e�cient market hypothesis (EMH), which asserts that free market informa-

tion is e�cient and states that stock prices are ultimately made freely. This can

lead to the construction of an ambidextrous instrument to be used to predict the

stock trends by studying the past trading data which is concerned with price and

volume, rather than other external drivers such as financial statements, news

and economic factors [53]. Thus, hidden relevant information on a relationship

between past prices and trading volume can be reflected directly by technical

analysis, and also a complicated price-based mechanism tends to repeat itself

as a result of the assumption that investors collectively tend to engage in a

patterned and recognisable behaviour. Therefore, the focus of the technicians

is to identify patterns and trends in associated past prices and trading volume

information, and thus analyse statistics that are generated from various mar-

keting activities through various methods, in order to evaluate the performance

of the stock indices [50]. Moreover, exploring the markets internal information

and assuming that all of the necessary factors are hidden in the stock exchange

information, are the main findings when utilising technical analysis [54]. In the

light of these considerations, academics and practitioners have used technical

analysis to predict the direction of stock prices based on historical stock index

data.

Technical analysis, compared with fundamental analysis, is one of the most

popular methods of future stock index price prediction [55]. Murphy sum-

marised the three premises of technical analysis as follows [40]:

• Everything is discounted by market actions: the e↵ect of supply and de-

mand, which is the basis for all economic and fundamental analysis, can

be reflected in the price and also every change in the market is ultimately

reflected in the market price itself. The main concern of technical analysis
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in not studying the reasons for price action, it is focusing on the study of

the price action instead.

• In the market, prices move in trends: this point is considered as a foun-

dation of almost all technical systems attempts to analysis trends and

trading in the direction of the trend. The trend in motion is more likely

to continue than to reverse the underlying premise.

• The probability that history repeats itself: such assumptions have derived

from the study of human psychology, which does not tend to change over

time. However, such a view could lead to the identification of chart pat-

terns, which are observed to recur over time, revealing traits of a bullish

or bearish market psychology.

Technical analysis is intended to identify regularities in the form of time series of

price and volume under the above principles by extracting non-linear patterns

from trading noisy data [11]. Moreover, many attempts have been made by

technicians to identify price patterns and market trends through by a number

of techniques and tools that are based on price and volume transformations in

the stock market, and to study those patterns, in which are included specifically

technical indicators. Technical analysts believe in the assumption of collective

repetition, whereby investors repeat the behaviour of the investors who preceded

them.

Subjective judgements are used by some technical analysts in order to de-

termine the optimal pattern, particularly that instrument which reflects a given

time and what the interpretation of the pattern should be; Restated, or other

which are employed strictly mechanical or systematic approaches such through

technical in order to pattern identification and interpretation. Therefore, in

technical analysis, the selection of technical indicators has become an interest-

ing and important issue. Technical indicators have been widely used in pre-

diction stock index price direction, however in order to select such indicators,

di↵erent criteria should be followed, upon which prediction systems are highly

dependent. These criteria can be summarised as the following points [46]:
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• Availability: data should be easily obtained.

• The historical data base must be su�cient: in order to process the data,

there must be enough samples for the testing system and machine learning.

• Indicators must be correlated to the price: in other words, the data should

be somehow related and relevant to the price of the security (whether it

is lagging, leading coincidental, or noise).

• Data must be in a periodic order: the availability of the data in a pre-

dictable frequency (daily, weekly, monthly, and annually) is a must in the

data.

• Data must be reliable: as a result of globalisation, the fast changing pace

of financial environments and the dramatic increase in financial market

volatility, obtaining the right and reliable data is a very di�cult pro-

cess. Furthermore, enhanced and developed technical tools have been

introduced with emphasis on computer-assisted techniques and specially

designed computer software.

Table 1: Technical indicators used as input variables [56]

Technical indicators Explanation
Stochastic oscillator (%K,%D) Stochastic oscillator is a momentum indicator that uses support and

resistance level. The term stochastic refers to the location of current
price in relation to its price range over a period of time.

Momentum (MOME) Momentum is the empirically observed tendency for rising asset prices
to rise further, and falling prices to keep falling prices to keep falling.

Relative strength index (RSI) It is intend to chart the current and historical strength or weakness of
a stock or market based on the closing price of a recent trading period.

Williams %R (%R) Williams %R is usually plotted using negative values. For the purpose
of analysis and discussion, simply ignore the negative symbols.
It is best to wait for the securitys price to change direction
before placing your trades.

Moving average convergence MACD shows the di↵erence between a fast and slow exponential moving
and divergence (MACD) average (EMA) of closing price. Fast means a short period average, and

slow means a long period one.
Moving average (MA) Moving averages are used to emphasize the direction of trend and smooth

out price, volume fluctuations that can confuse interpretation.
Exponential Moving average EMA gives more weight to recent price and the longer the period of EMA
(EMA) the less total weight.The ability of picking up the changes on price is the.

main advantage of EMA.
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The above given criteria selections are the reasons that computer-assisted

methods are selected and used by technical indicators, which are normally for-

mulated to be applied to stock price prediction [57].In this chapter, technical

indicators are used to predict the direction. Furthermore, the selection of the

eight technical indicators as feature subsets was based on the related review of

domain experts and prior researchers [54] [58] [59] [28] [36] [60] [33] [20] [61] [62]

[63]. The utilised technical indicators are formed and illustrated in Table 1 and

Table 2. Thus, in order to obtain these technical indicators, the daily closing,

high and low price of three datasets are utilised. Therefore, after implement-

ing the formulas in Table 2, the technical indicators are generated. The first

data set is the daily closing price of the FTSE 100 index used to demonstrate

the predictability of the single approach model. The first 7788 observations

(03/01/1984 - 29/10/2013) are used as the in-sample data set (training set).

The last 250 observations (30/10/2013- 30/10/2014) are used as the out-sample

set (testing set).

The second data set is the daily closing price of the S&P 500 index, and

it is also used to demonstrate and validate the predictability of the proposed

approached method. The first 16230 observations (03/01/1950 - 02/07/2014)

are used as the in-sample data set (training set). The last 250 observations

(03/07/2014 - 30/06/2015) are used as the out-sample set (testing set).

The third data set is the daily closing price of Nikkie 225 index utilised to

demonstrate the predictability of the proposed single approached methods. The

first 7508 observations (04/01/1984 - 04/07/2014) are used as the in-sample data

set (training set). The last 250 observations (07/07/2014 - 30/06/2015) are used

as the out-sample set (testing set). Therefore, it is considered a necessary step to

divide each data set into 2 subsets as explained previously, where the in-sample

training set is the largest set and it is used by the proposed methods to learn

the pattern presented in the data. Thus, in order to discover a robust model it

is highly recommended to have a long training duration and large sample [64].

A statistical summary of the eight technical indicators was calculated and is

presented in Table 3
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Table 2: Technical indicators formulas [63]

Technical indicators Formulas

Stochastic %K Ct � Ln/Hn � Ln ⇥ 100

Stochastic%D
n�1X

i=0

%Kt�i/n

Momentum (MOME) Ct � Ct�4

Relative strength index 100� 100/1 +
n�1X

i=0

UPt�i |n|
n�1X

i=0

Dwt�i/n

(RSI)

Moving average (MA5) MA (m)t =

 
nX

i=n

xi

!
/m,m = 5

Exponential moving average EMA(m)i = (1/m)⇥
nX

i=t

DIi,m = 5

(EMA(5))
William %R Hn � Ct/Hn � Ln ⇥ 100

Moving average convergence MACD (5)i =
1

5

iX

t=i�5

(EMA(5)t � EMA(5)t),

and divergence (MACD)

C is the closing price, L the low price, H the high price, Up the upward price change, Dw the
downward price change.

Eight technical indicators are considered as input variables to predict the

future daily trend in the stock price index. Thus, these variables are a results

of implementing a di↵erent statistical methods. Thus, the matlab codes for

obtaining the inputs are as follows: macd, willpctr, kperiods, dperiods, rsindex,

tsmom and tsmovavg. In accordance to traditional time series regression setting,

the t-th output value yt is presented in Equation 1. However the inputs are the

eight attribute which are the technical indicators and the target is �y.

X =

2

6664

y1 y2 ... yp

y2 y3 ... yp+1

yt�p yt�p+1 ... yt�1

3

7775
=

������������

xp+1

xp+2

:

xt

������������

(1)
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Table 3: Summary statistics for the selected indicators

Index name Indicators name Max Min Mean Standard deviation

FTSE100

Stochastic %K 100 0.02 56.97 31.04
Stochastic %D 100 0.057 56.66 28.93
Momentum (MOME) 603.20 -1264.90 7.34 147.79
RSI 100 6.90 53.54 16.72
Moving average (MA5) 6886.60 993.48 4168.82 1754.73
EMA(5) 6892.23 996.60 4168.82 1754.51
William %R -0.032 -100 -42.88 30.79
MACD 144.52 -318.28 4.76 47.78

S&P500

Stochastic %K 100 0.009 58.62 30.69
Stochastic %D 100 0.087 57.60 29.27
Momentum (MOME) 160.65 -309.96 1.39 22.56
RSI 100 2.32 54.40 18.05
Moving average (MA5) 2127.95 16.77 471.96 541.59
EMA(5) 2125.65 16.79 471.96 541.57
William %R -0.01 -100 -42.87 30.54
MACD 34.79 -77.20 0.88 7.46

Nikkei225

Stochastic %K 100 0.0056 55.51 32.25
Stochastic %D 100 0.18 55.00 30.22
Momentum (MOME) 3735 -4853 14.93 749.16
RSI 100 4.73 -45.23 32.08
Moving average (MA5) 38797.80 7177.69 16447.47 6315.76
EMA(5) 38743.92 7171.75 16447.47 6314.15
William %R 100 4.73 -45.23 32.08
MACD 795.75 -1697.12 9.17 269.65

3. Prediction models

3.1. Support Vector Machine

The SVM theory was developed by Vladimir Vapnik in 1995. It is considered

as one of the most important breakthroughs in machine learning field and can

be applied in classification and regression [65]. In modelling the SVM, the main

goal is to select the optimal hyperplane in high dimensional space, ensuring

that the upper bound of the generalisation error is minimal. SVM can only

directly deal with linear samples but mapping the original space into a higher

dimensional space can make the analysis of a non-linear sample possible [66] [67].

For example, if the data point (xi, yi) was given randomly and independently

generated from an unknown function, the approximate function form by SVM

is as follow:

g (x) = wØ(x)+b.Ø(x) Is the feature and non-linear mapped from the input
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space x. w and b are both coe�cients and can be estimated by minimising the

regularised risk equation.

R (C) = C
1

N

NX

i=1

L (di, yi)
1

2
+ ||w||2 (2)

L (d, y) =

8
<

:
|d� y|� " |d� y| � "

0 other,

(3)

C and " in Equation 2 and 3 are prescribed parameters. C is called the regular-

isation constant while " is referred to as the regularisation constant. L (d, y) Is

the intensive loss function and the term C
1
N

P
N

i=1 L (di, yi) is the empirical error

while the 1
2 + ||w||2 indicates the flatness of the function. The trade-o↵ between

the empirical risk and flatness of the model is measured by C. Since introducing

positive slack variables ⇣ and ⇣⇤ equation 3 transformed to the following:

R (w, ⇣, ⇣⇤) =
1

2
ww

T + C ⇥
 

NX

i=1

(⇣, ⇣⇤)

!
(4)

Subject to:

w� (xi) + bi � di  "+ ⇣i⇤ (5)

di � w� (xi)� bi  "+ ⇣i (6)

⇣i, ⇣i⇤ � 0 (7)

The decision equation (kernel function) comes up finally after the Lagrange

multipliers are introduced and optimality constraints exploited. Equation 8 is

the form of kernel Equation:

f (x) =
lX

i

(↵i � ↵i
0)K (xi, xj) + b (8)

16



Where ↵i
0 and ↵i are called Lagrange multipliers in equation 8. They satisfy

the equalities, ↵i ⇥ ↵i
0 = 0,↵i � 0,↵i

0 � 0. The kernel value is the same with

the inner product of two vectors xi and xj in the feature space � (xi) and � (xj).

The most popular kernel function is Radial Basis Function (RBF) it is form in

Equation 9.

K (xi, xj) = exp
�
��||xi � xj ||2

�
(9)

Theoretical background, geometric interpretation, unique solutions and mathe-

matical tractability are the main advantages which have made SVM attractive

to researchers and investors alike, and it can be applied to many applications

in di↵erent fields such as predicting financial time series [68].

3.2. Naive Bayes

In accordance with the Nave Bayes classifier, classes are conditionally inde-

pendent. Predicting the probability of data belonging to a particular class is

the main process of the Bayesian classifier. Therefore, the concept of the Bayes

theorem is used for probability prediction. Thus, the Bayes theorem is useful

in that process, as it provides a way of calculating the posterior probability:

P (C|X), from P (C), P (C|X) and P (X). It is stated by Byes’ theorem that

P (C|X) =
P (X|C)P (C)

P (X)
(10)

The posterior probability P (C|X) gives the probability of hypothesis C being

true given that event X has occurred. C is the hypothesis in this research, which

is the probability of belonging to class price direction movement �Pricet+1 and

X is the test data sets. The occurrence condition probability P (X|C) of the

event X given hypothesis C is true. However, it can be estimated from the

training data. A summary of how naive Bayesian classifier, or simple Bayesian

classifier working is as follows:

In assumption of m classes C1, C2, ...Cm the occurrence event of test data

X is given. In this the test data will be classified into highest probability by

Bayesian classifies. The Bayes theorem Equation 10 illustrates how the data is
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classified.

P (Ci|X) =
P (X|Ci)P (Ci)

P (X)
(11)

Having many attributes in the given data sets A1, A2, ...An, can reflect on

the computational time to compute P (X|Ci). Therefore, the solution to re-

ducing computation when evaluating P (X|Ci) can be through making a class

conditional independence using the nave assumption. In other words, presuming

that the attributes values are conditionally independent of one another, given

the class label of the tuple which means that there are no dependent relation-

ships between attributes.

lP (X|Ci) =
nY

k=1

P (xk|Ci) = P (x1|Ci)⇥ P (x2|Ci)⇥ ....⇥ P (xn|Ci) (12)

xk in Equation 12 presents the value of attribute Ak. Thus, whether it is

categorical or continuous, the computation of P (xk|Ci) depends on. P (xk|Ci)

is the number of observations of class Ci in the training data set, if Ak happened

to be categorical, where, xk value of Ak is divided by the number of observations

of class Ci in the training data set. When a Gaussian distribution is fitted to the

data, if Ak is continuous, the P (xk|Ci) value will be calculated as illustrated in

Equation 13:

f (x, µ,�) =
1

�
p
2⇡

e
�(x�µ)2\2�

2

(13)

so,

P (xk|Ci) = f (xk, µci ,�ci) (14)

µci and �ci in Equation 14 respectively are the mean and standard deviation

of the Ak attribute value for training tuples of class Ci. In order to estimate

P (xk|Ci), µci and �ci value should be plugged in Equation 13, 14 together with

xk. To predict the label class X, P (X|Ci)P (Ci) must be evaluated for each

class Ci. However, if and only if Equation 15 happened, then the class label of
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observation X can be predicted as class Ci.

P (X|Ci)P (Ci) > P (X|Ci)P (Cj) for1  j  m; j 6= i. (15)

There are many other proposals that utilise Bayesian classifiers, such as

a theoretical justification for other classifiers, especially the ones that do not

explicitly use Bayes theorem. As an example, for some algorithms, such as

neural networks, curve fitting and nave Bayesian, under specific assumptions

it can be demonstrated that these algorithms output the maximum posteriori

hypothesis [63].

3.3. Recurrent Neural Network

Recurrent Neural Network (RNN) is considered as an enhanced ANN archi-

tecture, and thus a variant of Elman’s network [69]. The ability to form more

complex computations than the static feed forward network is the reason behind

adopting the RNN algorithm. Furthermore, the capability of learning temporal

pattern sequences which are context- or time-dependent is also an advantage

of utilising such a method. Embodying a short-term memory by activating a

feedback network is also one of the main features of a simple Recurrent Neural

Network (RNN). According to Tenti [70], requiring more substantial memory

and connections in simulations, in comparison with a back propagation network,

is one of the main disadvantages of RNN, and therefore this increase leads to high

computational timing. However, utilising RNN can yield better results. Figure1

demonstrates the RNN architecture, where x
[n]
t

(n = 1, 2, ...k + 1) , u[1]
t
, u

[2]
t

are

the inputs for the RNN model at time t including bias node. The output of

RNN model is y̌t and d
[f ]
t

(f = 1, 2), w[n]
t

(n = 1, 2, ...k + 1) are presenting the

weights of the network. The output of the hidden nodes is U
[f ]
t

, f = (1, 2) at

time t. The activation function in this model is sigmoid F :K (x) = 1
1+e�x and

S in the Figure above presents the linear function: J (x) =
P

i
xi.Function 16
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Figure 1: Architecture of Recurrent Neural Network.

illustrates the way in which the error is minimised.

E (dt, wt) =
1

T

TX

t=1

(yt � ŷt (dt, wt))
2 (16)

3.4. Wavelet Transform (WT)

The capability of revealing certain aspects of data is one of the main advan-

tages of wavelet transformation which is missing in other signal analysis tech-

niques. Such aspects can be trend, breakdown points, discontinuities in higher

derivatives and self-similarity. Therefore, such an advantage makes wavelet

transformation suitable for the analysis of non-linear and non-stationary finan-

cial time series. In addition, the ability to decompose a time series into multiple

resolution constituent time series by wavelet transformation is also a main reason

for using it in time series data analysis. According to Gencay et al.[71], insights

into the dynamics of financial time series are provided by wavelet methods, in

a way that is beyond what other standard time series methodologies could pro-

vide. Moreover, Jin et al.[72] argue that, in practice, local characteristics of a
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non-stationary time series can be indicated by the obtained wavelet coe�cients

at a time scale space in order to identify the state of the system, which often

extracts features.

According to Ramsey [6], analysing economic and financial data using the

wavelet approach has many benefits such as flexibility in handling very irregular

data series, time scale decomposition of data and non-parametric representation

of each individual time series, as well as determining whether a time series can

be predicted at the corresponding prediction horizon. Therefore, as a result of

such benefits, researchers have introduced this prediction approach using wavelet

transformation. Early studies in the use of wavelet transformation are discussed

in [73], [74], [75], [76], [77] and [78]. Thus, decomposing the signal into time

scale components by wavelet transformation is the main reason for utilising

such an approach, and then treating each approximation at each time scale

as a separate series. Although the wavelet transformation approach has shown

significant results in predicting financial time series, decomposition with wavelet

transformation has a major disadvantage, which is that the cumulative error

from predicting each resolution level could be greater than those from predicting

the original time series directly. Therefore, in order to tackle such drawbacks,

an investigation is necessary to find out under which situations a decomposition

method with wavelet transformation outperforms single resolution approaches.

In this chapter, the Haar wavelet is applied as a main wavelet transformation

tool. Thus, the wavelets role is not just decomposing the data into terms of

times and frequency, but it also has another important role, which is reducing

the processing time significantly. In this chapter n denotes the size of time

series, and then the used wavelet decomposition can be determined in O(n)

time [79]. The wavelet theory is based on Fourier analysis, where any function

is represented as the sum of the sine and cosine functions. Equation 17 illustrates

the wavelet admissibility condition, where the wavelet  (t) is simply a function
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of time t that obeys a basic rule [80].

C =

Z 1

0

 (f)

f
df < 1 (17)

In Equation 17 the Fourier transform and frequency f function of  (t) is C .

Wavelet transform (WT) can be defined as that mathematical tool which can be

implemented to solve numerous applications problems such as signal processing

and image analysis. Thus, the first implementation of WT was to solve the

problem associated with the Fourier transformations as they occur. As a result

of the data characteristics, such as being non-stationary or the fact that the

data are localised in time, space, or frequency, the occurrence could take place.

Within the given function /family there are two types of wavelets, depending on

the rule of normalisation. The first type is the father wavelet where the smooth

and low-frequencies are described. The second type of wavelet is the mother

wavelet where the high-frequency components details are described. The father

wavelet is represented in Equation 18 and the mother wavelet also is represented

in Equation 19, in both equations j = 1, ..J where J is the wavelet decomposition

level [81].

�j,k = 2�j/2
�
�
t� 2jk/2j

�
(18)

 j,k = 2�j/2
 
�
t� 2jk/2j

�
(19)

In Equations 18 and 19 which represent the two wavelet types (father and

mother), the maximum scale sustainable by the number of data is denoted

by J and satisfies:

Z
� (t) dt = 1and

Z
 (t) dt = 0 (20)

For example a time series data function f(t) considered as an input by

wavelet analysis, where a sequence of projections can be built up onto father

and mother wavelets which is indexed by both {k} , k = {0, 1, 2, ....} and by
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{s} = 2j {j = 1, 2.J}. Thus in order to analysis real discrete sample data,

a lattice for making calculations is required. Therefore, from a mathematical

perspective it is convenient to use a dyadic expansion as Equation 20 illustrates.

The projections which can give expansion coe�cients are illustrated in Equation

21:

sJ,k =
R
�J,kf (t) dt

dJ,k =
R
 J,k (t) dt (j = 1, 2, ..J)

(21)

Equation 22 defines the orthogonal wavelet series approximation to f(t):

f (t) =
P

k
sJ,k (t) +

P
k
dJ,k J,k (t) +

P
k
dJ�1,k J�1,k (t)

+......+
P

k
d1,k 1,k (t)

(22)

Briefly it can be also represented in another form as Equation shows:

f (t) = sJ (t) +DJ (t) +DJ�1 (t) + ...+D1 (t)

SJ (t) =
P

k
sJ,k�J,k (t)

DJ (t) =
P

k
sJ,k J,k (t)

(23)

Equation 22 illustrates how WT is used to calculate the coe�cient of the wavelet

series with finite extent for a discrete signal f1, f2, .....fn. Mapping the vectors

f = f1, f2, .....fn to a vector of n wavelet coe�cient w = w1, w2, .....wn by WT,

where both the smoothing coe�cient SJ,k and detail coe�cient dJ,k, j = 1, 2, ..J

are contained. The SJ,k denotes the underlying smooth behaviour of signal at

scale coarse 2J , whereas, dj,k can be described as a coarse scale deviation from

the smooth behaviour, and thus dj�1,k, ..d1,k provides the progressively finer

scale deviations from the smooth behaviour [82].

In the case of n is divisible by 2J , d1,k, which contains n/2 observations at

the finest scale 21 = 2, and n/4 observations in d2,k at the second finest scale

21 = 2. Therefore, dj,k and sj,k each contain n/2J observations. Equation 24

illustrates this case where:

n = n/2 + n/4 + ...+ n/2J�1 + n/2J (24)
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Thus f(t) represents the original data, S1 denotes the approximation signal,

where D1 is a detailed signal. In this Chapter the multi-resolution decom-

position is defined for the signal by specifying that the coarsest scale is SJ

and SJ�1 = SJ + DJ .In addition, Sj�1 = Sj + Dj which{SJ , SJ�1, ..S1} and

thus with ever increasing refinement, the sequence of multi-resolution approx-

imations of the function f(t). {SJ , DJ , DJ�1, ....Dj , ..., D1} is given the cor-

responding multi-resolution decomposition of f(t). A set of orthogonal signal

components are represented in the sequence of terms SJ , DJ , DJ�1, ....Dj , ..., D1

which represents the signal at resolutions 1 to J . Thus each DJ�k is provid-

ing the orthogonal increment to the representation of function f(t) at the scale

2J�k. Therefore, in the case of the data pattern being very rough, the wavelet

process is repeatedly applied. Generally the main aim of preprocessing the data

is to minimise the error between the signal before and after the transformation.

Thus, in this process the noise in the data can be removed. One of the main

reasons for preprocessing the data is to reduce the adaptive noise in the training

pattern which will tackle any risk problem related to over-fitting in the training

phase [83]. Thus, WT is adopted for preprocessing the data in this chapter

three times.

3.5. Benchmark Prediction Model

In this paper a traditional prediction model, the Simple Auto-regressive

model (AR) is used, in order to benchmark the performance e�ciency of the

utilised models. Moreover, the simple average in this thesis is used as a bench-

mark combination method.

3.5.1. Simple Auto-regressive Model

The Auto-regressive (AR) model in this paper is used as a benchmark model

to evaluate the prediction power between the utilised models based on the rel-

ative improvements i root mean square error.

�yt = a1y
Sk (t) + a2y

SD(t) + a3y
MO(t) + a4y

RSI(t)

+a5y
MA(t) + a6y

EMA(t) + a7y
R(t) + a8y

MACD (t)
(25)
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To predict next day direction closing price of stock index, equation 25 is em-

ployed. �y is the target direction price at the time t and the inputs are y
Sk=

Stochastic %K, ySD= Stochastic %D, yMO= Momentum, yRSI= RSI, yMA=

Moving Average, yEMA= Exponential Moving Average,yR= William %R and

y
MACD=Moving Average Convergence and Divergence . The model coe�cients

were determined by using the Implemented regress function in the MATLAB.

3.5.2. Prediction Combination Techniques

Combining di↵erent prediction techniques has been investigated widely in

the literature. In short-term predictions, combining the various techniques is

more useful according to [24], [84]. Timmermann [85] stated in his study that

using the simple average may work as well as more sophisticated approaches. In

this paper, the simple average is used a benchmark combination model. Equa-

tion 26 illustrates the calculation of the combination prediction method at time

t [86].

f
t

SM
=
�
f
t

M1 + f
t

M2 + f
t

M3

�
÷ 3 (26)

4. Experimental results

4.1. Single approached model

Single prediction approach is illustrated in Figure 2. Here, nth is the pre-

diction task of day a head of time t. In this approach, and as explained earlier,

eight technical indicators are used as an inputs describing t
th day, which are

summarised in section 2, while (n+ t)th is the output days direction of the clos-

ing price. SVM, RNN and Naive Bayes are the employed prediction models.

The below tables illustrate the results of the single approached model. Thus,

the next day closing prices of the FTSE 100, S&P 500 and Nikkei 255 are pre-

dicted using the RNN, SVM, AR, Naive Bayes and SA models. Eight technical

indicators were used as an input in the prediction models. Moreover, models
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Figure 2: Single stage approach for predicting n day a head of time.

parameters were also determined and obtained by the analytic approach men-

tioned in subsection ?? for the BNN model, and subsection ?? for the SVM

model. The testing results of the utilised models are summarised in Table 4 for

the training data sets and Table 5 for the testing data sets.

The FTSE 100, Nikkei 225 and S&P 500 direction closing price predicted

results using AR, SVM, RNN, Naive Bayes and SA are computed and listed in

Table 4.

From Table 4, it can be found that MSE, RMSE and MAE of the Nive

Bayes model are respectively 1409.31, 37.54 and 21.46. It can be observed that

these values are smaller than the values of the rest of the models for FTSE

100 direction closing price. In addition, it indicates that there is a smaller

deviation between the models prediction error. For the prediction of the S&P

500 closing price direction, the prediction error results indicate that the Nave

Bayes model has outperformed the rest of the models. It can also be observed

from Table 4 that when predicting the Nikkei stock index direction price, Nave

Bayes obtained the smallest error. Thus, it can be concluded that the Nave

Bayes model provides better prediction results than the AR, SVM, RNN and
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Table 4: The Trend prediction result of training data sets for FTSE 100, S&P 500 and Nikkei
225 using SVM,RNN,AR, Naive Bayes and SA.

Index name Models MSE RMSE MAE R SD

FTSE100

AR 2434.81 49.34 31.87 2.06 ——
SVM 2431.22 49.30 31.82 0.18 1.85
RNN 2416.34 49.15 31.85 0.02 2.23
Naive Bayes 1409.31 37.54 21.46 0.73 2.92
SA 2086.33 45.6 27.26 0.63 ——

S&P500

AR 58.35 7.63 3.44 0.01 ——
SVM 58.46 7.64 3.42 0.06 2.082
RNN 56.22 7.49 3.45 0.16 2.17
Naive Bayes 9.38 3.06 0.97 0.92 2.57
SA 42.02 6.48 3.28 0.56 ——

Nikkei225

AR 55945.01 236.52 159.93 0.05 ——
SVM 53706.66 231.74 157.43 0.20 1.73
RNN 53024.89 230.21 158.41 0.20 5.40
Naive Bayes 36068.98 189.91 87.93 0.72 2.74
SA 36779.62 191.78 140.69 0.64 ——

SA in terms of prediction error.

The prediction results for the testing data sets of FTSE 100, S&P 500 and

Nikkei 225 are illustrated in Table 5. It can be observed from Table 5 that none

of the utilised models provide good prediction results. The predicted values of

the testing data sets of FTSE 100, S&P 500 and Nikkei 225 are very poor and

there is a huge deviation between the actual and predicted values, as the results

of R of each model show.

Thus, it can be concluded that the single model approach has failed to per-

formed su�ciently and a more complex approach is needed in order to enhance

the prediction results and improve the quality of the prediction process.

4.2. Hybrid Modelling and Prediction Procedures

The proposed approach in this paper consists of three steps. The first step

utilises wavelet transformation in order to decompose the predictor variable

under di↵erent basic functions and decomposition stages to generate the sub-

series. In the second step, the obtained sub-series from the first step is applied

in SVM, RNN and Naive Bayes as a new input variable to build a prediction

model. Finally, in the third step, the SVM, RNN and Naive Bayes are combined,
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Table 5: The Trend prediction result of testing data sets for FTSE 100, S&P 500 and Nikkei
225 using SVM,RNN,AR, Naive Bayes and SA.

Index name Models MSE RMSE MAE R SD

FTSE100

AR 1789.25 42.29 31.68 0.01 ——
SVM 1768.34 42.05 31.95 0.12 2.26
RNN 1794.85 42.36 31.97 0.10 1.58
Naive Bayes 5074 71.23 56.64 0.09 2.17
SA 2043.15 45.20 35.14 0.09 ——

S&P500

AR 237 15.40 11.66 0.02 ——
SVM 245.91 15.65 11.84 0.09 1.72
RNN 230.56 15.15 11.36 0.01 1.92
Naive Bayes 328.72 18.13 13.80 0.10 1.05
SA 257.63 16.05 121.15 0.03 ——

Nikkei225

AR 34292.98 185.18 133.48 0.06 ——
SVM 34054.72 184.53 132.97 0.02 2.05
RNN 34796.2 186.52 135.69 0.08 1.92
Naive Bayes 82789 287.7319 230.47 0.06 3.74
SA 37179.01 192.81 143.23 0.08 ——

and the weights of these three models are determined by the GA. Moreover,

the purpose of the proposed method in this paper is to predict stock index

price movement. Figure 3 shows the main procedures of the proposed model

approach. The following points illustrate the implementation steps of the new

hybrid model:

Figure 3: The overall process of WT based SVM, Naive Bayes and RNN hybrid methodology.
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• Step one: selecting technical indicators as feature subsets. Subsection

2 explained and summarised the selected technical indicators and how

they were selected. The proposed WT is applied for preprocessing the

input data. As mentioned earlier, three levels of wavelet preprocessing

are implemented and RMSE is used to measure the performance of WT.

Subsection 3.4 illustrates the WT process. The purpose of this step is to

remove the noise in the original data.

• In the second step, after the data has been decomposed by WT, the Naive

Bayes, RNN and SVM models are used to predict the new input variables.

• Step three; the weighted average combination function was utilised to

combine the di↵erent WT-RNN, WT-BPNN and WT-SVR methods. An

optimiser genetic algorithm is used to determine the weight of the com-

biner; more details on this step are available in Subsection 4.3.

4.3. Hybrid Combination Model WT-GA-WA

In the literature, di↵erent combination methods of prediction techniques

have been widely investigated. In short-range predictions, combining various

techniques is more useful according to [24], [84]. According to the Timmer-

mann study, using the simple average may work as well as more sophisticated

approaches. However, using one model can produce more accurate predictions

than any other methods. Therefore, simple averages would not be su�cient in

such cases [85]. Compared with di↵erent prediction models, the hybrid pre-

diction method is based on a certain linear combination. The assumption for

the actual value in period t by model i is fit (i = 1, 2, ...m), the correspond-

ing prediction error will be eit = yt � fit. And also the weight vector will

be W = [w1, w2, ....wm]T .. Then in the hybrid model the predicted value is

computed as follow [87] [88]:

ŷt =
mX

i=1

wifit (t = 1, 2, ....n) (27)
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mX

i=1

wi = 1 (28)

Equation 27 can be expressed in another from, such as:

ŷ = FW

where ŷ = [ŷ1, ŷ2, ....ŷn]
T
, F = [fit]n⇥m

(29)

The error for the prediction model can be formed as Equation 30 illustrated.

et = yt � ŷt =
P

m

i=1 wiyt �
P

m

i=1 wifit =
P

m

i=1 w1wi (yt � fit) =
P

m

i=1 wieit

(30)

This paper proposes a hybrid model combining WT-SVM, WT-Naive Bayes and

WT-RNN.

Ŷcombinedt =
w1ŶWT�SVM + w2ŶWT�NaiveBayes + w3ŶWT�RNN

(w1 + w2 + w3)
(31)

The prediction values in period t are Ŷcombinedt , ŶWT�SVM , ŶWT�NaiveBayes

and ŶWT�RNN for the hybrid, WT-SVM, WT-Naive Bayes and WT-RNN mod-

els, where the assigned weights are w1, w2, w3 respectively, with
P3

i=1 wi = 1.0 

wi  1.

The most important step in developing a hybrid prediction model is to deter-

mine the perfect weight for each individual model. Setting w1 = w2 = w3 = 1/3

in Equation 31 is the simplest combination method for the three prediction

models. Nevertheless, in many cases equal weights cannot achieve the best pre-

diction result. Therefore, this paper adopts a hybrid approach utilising GA as

an optimiser to determine the optimal weight for each prediction model. Figure

4 illustrates the architecture of the WT-GA-WA hybrid model.
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Figure 4: The flow chart of the WT-GA-WA hybrid model.

4.3.1. Genetic Algorithm

The GA is a well-known tool in computational methods modelled on a Dar-

winian selection mechanism. GA principles were proposed by Holland [89], and

developed by Goldbreg [90] and Koza [91]. Thus, the main purpose of using

such an algorithm is to solve optimisation problems such as determining the

optimal weights for the proposed hybrid model in this research. In comparison

with other conventional optimisation methods, GA has many di↵erences, which

contribute in making GA more e�cient in searching for the optimal solution.

The following points exhibit those di↵erences [92].

• Computing the strings in GA algorithms is done by encoding and decoding

discrete points than using the original parameter values. Thus, GAs tackle

problems associated with discontinuity or non-di↵erentiability functions,

where traditional calculus methods have failed to work. Therefore, due

to the adaptation of the binary strings, such characteristics allow GAs to
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better compute logic operations.

• The prior information is not important, and thus there is no need for such

information as the primary population is randomly generated. GA uses a

fitness function in order to evaluate the suggested solution.

• Initialisation, selection and reproduction, whether crossover or mutation,

are what GA depends on in the searching process, which involves random

factors. As a result, the searching process in GAs for every single execu-

tion will be stand-alone, even the ones under identical parameter settings,

which perhaps may a↵ect the results.

4.4. Discussions

The new hybrid model in this paper is based on the WT, SVM, RNN, Nave

Bayes and WT-GA-WA hybrid models. These are constructed to predict the

direction of the closing prices of the FTSE 100, S&P 500 and Nikkei 225 indices.

To the best of the researchers knowledge this paper adopts a new prediction

method to predict the exact changes in the closing price of stock indices. To

demonstrate the validity of the new adopted methods, this section compares the

results of the single approach from Subsection 4.1 with the results of the new

hybrid model. As explained earlier in Section 4.2 the proposed approach consists

of three steps. Thus, the selection criteria of the input variable is explained in

Section 2. The first step is to decompose the input variable by WT. The second

step is to predict those decomposed variables by SVM, RNN and Naive Bayes.

The third step is to combine the predicted results by the proposed hybrid model

as explained in Section 4.3.

Table 6 shows the predicted results of the direction movement of the closing

price for the FTSE 100 training data set using the WT-SVM, WT-RNN, WT-

Naive Bayes, WT-SA and WT-GA-WA models. It can be found from Table

6 that the MSE, RMSE and MAE of the WT-GA-WA model for the FTSE

100 predicted values are, respectively, 23.82, 4.88 and 3.37. Thus, it can be

observed that these results are the smallest among the rest of the proposed
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models. Therefore, it indicates that there is smaller deviation between the ac-

tual and predicted values utilising the suggested model WT-GA-WA. Moreover,

compared to the obtained predicted results form single approach in Table 4,

the WT-GA-WA model has the lowest MSE, RMSE and MAE. The cross cor-

relation coe�cient R results for all prediction models of FTSE 100 indicates

that the prediction values and the actual values are not deviating too much. In

addition, each methods were run twenty times and the standard deviation was

calculated. Thus, it can be observed that the results of SD for all models are

relatively small, which implies that the models are not running randomly.

Table 6: The Trend prediction result of training data sets for FTSE 100, S&P 500 and Nikkei
225 using WT-SVM, WT-RNN, WT-SA, WT-Naive Bayes and WT-GA-WA hybrid model.

Index name Models MSE RMSE MAE R SD

FTSE100

WT-SVM 86.42 9.29 6.09 0.80 1.36
WT-RNN 44.11 6.64 4.59 0.90 1.25
WT-Naive Bayes 40.28 6.34 4.02 0.99 1.07
WT-SA 39.56 6.28 3.94 0.95 ——
WT-GA-WA 23.82 4.88 3.37 0.99 1.49

S&P500

WT-SVM 8.16 1.51 2.85 0.78 1.94
WT-RNN 5.42 2.32 1.22 0.85 1.32
WT-Naive Bayes 5.5 2.34 1.11 0.96 0.87
WT-SA 6.36 2.52 1.35 0.93 ——
WT-GA-WA 0.005 0.07 0.009 0.99 1.71

Nikkei225

WT-SVM 1574.11 39.67 28.40 0.87 1.74
WT-RNN 725.20 26.92 20.55 0.94 1.18
WT-Naive Bayes 0.41 0.64 0.02 0.99 2.40
WT-SA 409.93 20.24 15.18 0.91 ——
WT-GA-WA 0.40 0.63 0.02 0.96 1.95

The S&P 500 predicted values of direction movement of closing price for

the training data set are illustrated in Table 6. From the Table 6, it can be

found that the MSE, RMSE and MAE are respectively, 0.005, 0.07 and 0.009

of WT-GA-WA. Thus, it can be observed that these results are the smallest

error between the all utilised models. This indicates that there is smaller de-

viation between the predicted and actual values utilising the proposed model

WT-GA-WA. In comparison with the obtained results from the single approach

in Table 4, the WT-GA-WA results have the lowest error, which implies that

the proposed model in this chapter outperformed the single approach. Table 6
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exhibits the cross-correlation coe�cient R results for the S&P 500. It can be

observed that the prediction values and the actual values do not deviate too

much. However, SD results are relatively small, which implies that the models

are not running randomly.

The computed predicted results for the Nikkei 225 direction movement of

the closing price for the training data sets are presented in 6. The table shows

that the WT-GA-WA model results have the lowest error among all the utilised

models, which indicates that there is a smaller deviation between the actual and

the predicted values using WT-GA-WA. In addition, compared to the single

approach results in Table 4, WT-GA-WA performed much better and achieved

the lowest error. Moreover, the results of the cross-correlation coe�cient R for

the Nikkei 225 indicate that the deviation between the actual and the predicted

values are not that much. Thus, SD results are relatively small, which implies

that the models are not running randomly.

Table 7: The Trend prediction result of testing data sets for FTSE 100, S&P 500 and Nikkei
225 using WT-SVM, WT-RNN, WT-SA, WT-Naive Bayes and WT-GA-WA hybrid model.

Index name Models MSE RMSE MAE R SD

FTSE100

WT-SVM 47.50 6.89 5.63 0.93 1.52
WT-RNN 106.75 10.33 8.00 0.83 1.42
WT-Naive Bayes 199.97 14.14 11.63 0.48 1.29
WT-SA 74.53 8.63 6.55 0.84 ——
WT-GA-WA 35.95 5.95 4.34 0.94 1.17

S&P500

WT-SVM 46.20 6.79 2.633 0.88 1.03
WT-RNN 55.57 7.45 2.70 0.55 0.92
WT-Naive Bayes 54.58 7.38 3.05 0.89 0.94
WT-SA 51.98 7.20 5.14 0.83 ——
WT-GA-WA 42.43 6.51 2.56 0.89 1.50

Nikkei225

WT-SVM 1344.27 36.66 26.16 0.81 2.34
WT-RNN 2544.99 50.44 33.56 0.76 1.91
WT-Naive Bayes 6010.71 77.52 58.31 0.54 2.34
WT-SA 2261.00 47.55 34.90 0.78 ——
WT-GA-WA 1318.03 36.30 25.18 0.88 1.04

Table 7 presents the predicted results of the direction movement of the FTSE

100, S&P500 and Nikkei 225 closing prices for the testing data set using the

proposed models. It can be found from Table 7 that the MSE, RMSE and MAE

values of the WT-GA- WA model are significantly smaller than the rest of the
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models, which indicates that there is a smaller deviation between the actual and

predicated values utilising WT-GA-WA. In addition, comparing the obtained

results of the proposed models with the obtained results of single approaches

in Table 5, the WT-GA-WA, WT-SVM, WT-RNN, WT-Nave Bayes and WT-

SA models have the lowest MSE, RMSE and MAE. Thus, it can be concluded

that integrating WT into the utilised AI techniques to predict the trends of the

FTSE 100, S&P 500 and Nikkei 225 indices has enhanced the prediction results

and minimised the prediction errors.

5. Conclusion

This paper presented a new hybrid prediction model to predict the exact

change in the closing prices of the FTSE 100, Nikkei 225 and S&P500 indices.

To the best of the researchers knowledge the proposed model is introduced for

the first time in this paper. Thus, the aim of the proposed method is to build an

integrated hybrid system, WT-GA-WA, to predict the stock closing price direc-

tion movement. The hybrid system involves three steps: 1) preprocessing the

data using Wavelet Transform (WT) this step implements WT to decompose

the data in order to eliminate the noise; 2) application of SVM, RNN and Naive

Bayes is used to predict the decomposed data; 3) the use of the WT-GA-WA

hybrid model to combine the predicted data. The proposed approach is com-

pared with the single approach models and the benchmark model. Thus, the

results from implementing the new models greatly outperform the other single

approach models. Moreover, in order to create more comparative benchmark

problems and also to provide su�cient evidence that the proposed models are

robust, other data sets were utilised. The results show that the proposed models

are applicable. Therefore, it can be concluded that the proposed model WT-

GA-WA greatly outperforms the WT-SVM, WT-RNN, WT-Naive Bayes and

WT-SA models.

35



References

[1] Y. S. Abu-Mostafa, A. F. Atiya, Introduction to financial forecasting, Ap-

plied Intelligence 6 (3) (1996) 205–213.

[2] A. Cohen, I. Daubechies, P. Vial, Wavelets on the interval and fast wavelet

transforms, Applied and Computational Harmonic Analysis 1 (1) (1993)

54–81.

[3] J. B. Ramsey, Z. Zhang, The analysis of foreign exchange data using wave-

form dictionaries, Journal of Empirical Finance 4 (4) (1997) 341–372.

[4] A. Popoola, K. Ahmad, Testing the suitability of wavelet preprocessing for

tsk fuzzy models, in: Fuzzy Systems, 2006 IEEE International Conference

on, IEEE, 2006, pp. 1305–1309.
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