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Abstract

This paper studies optimization problems over multi-agent systems, in which

all agents cooperatively minimize a global objective function expressed as a

sum of local cost functions. Each agent in the systems uses only local compu-

tation and communication in the overall process without leaking their private

information. Based on the Barzilai-Borwein (BB) method and multi-consensus

inner loops, a distributed algorithm with the availability of larger step-sizes and

accelerated convergence, namely ADBB, is proposed. Moreover, owing to em-

ploying only row-stochastic weight matrices, ADBB can resolve the optimization

problems over unbalanced directed networks without requiring the knowledge of

neighbors’ out-degree for each agent. Via establishing contraction relationships

between the consensus error, the optimality gap, and the gradient tracking er-

ror, ADBB is theoretically proved to converge linearly to the globally optimal

solution. A real-world data set is used in simulations to validate the correctness

of the theoretical analysis.
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1. Introduction

Distributed optimization is a promising paradigm that finds many practical

applications such as signal processing [1], machine learning [2, 3, 4], coordinated

control [5, 6], resource allocation [7], deep learning [8, 9], and Internet of Things

[10]. Clearly, distributed optimization is robust than traditional centralized

optimization in terms of communication networks and various practical prob-

lems can be modeled as distributed optimization, where m agents cooperatively

resolve the following optimization problem

min
x̃∈Rn

f (x̃) =
1

m

m∑
i=1

fi (x̃), (1)

where each agent in the system has the knowledge of only one local objective

function, fi : Rn → R. Furthermore, each agent can only receive information

from its in-neighbors and transmit information to its out-neighbors. The mutual

goal of all agents in the network is to seek the optimal solution, x̃∗, of problem

(1) through communicating with its neighbors with no leak of their private

information.

1.1. Literature Review

There is a large amount of outstanding works concerning with distributed

optimization methods, including the distributed (sub)gradient method [11], the

distributed primal-dual (sub)gradient method [12], the distributed augmented

Lagrangian method [13], and the Newton method [14]. All distributed opti-

mization methods can be summarized into two categories. One is Lagrangian

dual variables based methods, including distributed dual decomposition [15],

distributed alternating direction method of multipliers (ADMM) [16, 17, 18].

These algorithms have the superiority of achieving exact globally optimal solu-

tion while suffering from more computational complexity than primal methods.

Especially, [17, 18] are proved to converge linearly to the globally optimal solu-

tion under the conditions that the objective functions are strongly convex and

have Lipschitz gradients. Some other existing methods like, DIGing [19] and
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EXTRA [20], can reach the globally optimal solution by using a sufficiently

small constant step-size with no dual variables updating explicitly, which can

be considered as an augmented Lagrangian primal-dual methods with a single

gradient step in primal space. Another category is first-order primal methods,

which are well developed in recent years owing to its simplicity and high effi-

ciency. Some early notable methods include (sub)gradient descent (DGD) based

methods [21, 22]. In these algorithms, each agent in the system updates its local

estimate according to a combination of a predefined consensus step and a local

gradient descent step.

However, the common drawback of the above methods is the requirement of

constructing various doubly stochastic weight matrices, which demands undi-

rected or balanced directed networks between agents. This requirement may

significantly restrict the applicability of these methods in practical applications

because all agents in the network may broadcast at diverse power levels which in-

dicates the communication capability in one direction while not in the other [23].

Therefore, some researchers are devoted to studying the algorithms over unbal-

anced directed networks. Based on distributed (sub)gradient descent (DGD)

[21, 22], Xi et al. in [11, 24] leverage a so-called surplus-based method to realize

exact convergence. Then, the (sub)gradient-push algorithm [25] that can be ap-

plied to unbalanced directed networks constructs only column-stochastic weight

matrices to achieve the globally optimal solution via incorporating a push-sum

technique [26] into DGD-based methods [21, 22]. However, the method [25]

shows relatively slow convergence rate due to the use of diminishing step-sizes.

So as to accelerate the convergence, DEXTRA [27] combines the push-sum

technique with EXTRA [20] to achieve linear convergence under the standard

strong convexity assumption with the step-size lying in some non-trivial in-

terval. The restriction on step-size is relaxed by the follow-up works ADD-

OPT/Push-DIGing [26, 19], AB [28], and ABm [29], where AB simultaneously

utilizes both row- and column-stochastic weight matrices to gain an accelerated

convergence rate. Based on AB, ABm first introduces distributed heavy-ball

type acceleration into distributed optimization. Notice that these algorithms
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[24, 26, 28, 30, 31] can better protect from using the doubly stochastic weight

matrices and can be applied into unbalanced directed networks. However, all

these methods may be impractical to some realistic environment that all agents

in the networks adhere to a broadcast-based communication protocol, i.e, the

agents in the network only get the knowledge of its in-degree while do not know

its out-degree. Therefore, Xi et al. in [23] propose an elegant method which is

based on a gradient tracking technique [22] and uses only row-stochastic weight

matrices to achieve exact convergence. FROST [30] and [32] extend [23] by

employing uncoordinated step-sizes, which further relax the restriction on step-

sizes. Theoretically, the step-sizes of FROST with linear convergence rate in the

strongly convex case do not exceed (1/mLf ) where m is the number of agents

and Lf is the Lipschitz continuous constant. Notice that the upper bound

(1/mLf ) on step-sizes may be very small, which may limit the convergence rate

of FROST. Thus, an useful method named Barzilai Borwein (BB) method is

introduced into distributed optimization over undirected networks by DGM-

BB-C [33]. In [33], Gao et al. conduct multi-consensus inner loops to ensure

both larger step-sizes and a network-independent range of step-sizes, which not

only attains faster convergence than most existing works, but gives a relatively

simple way of choosing the step-sizes. However, DGM-BB-C [33] can only be

applied into undirected or balanced directed networks due to doubly stochastic

weight matrices, which may be impractical in practice.

1.2. Motivations

In recent literature [23, 26, 24, 28, 29, 30], the notion of sufficiently small

step-sizes needs to be added in theoretical results for which the agents can work

in a fully distributed manner. However, researchers can always set relatively

larger step-sizes in simulations, which are not in line with the theoretical results.

This paper aims to remove the notion of sufficiently small step-sizes over unbal-

anced directed networks and develops a distributed algorithm that converges to

the globally optimal solution with fewer computational costs, communication

costs and accelerated convergence.
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1.3. Contributions

The main contributions of this paper can be summarized as follows:

(1) A novel accelerated distributed algorithm over unbalanced directed net-

works constructing only row-stochastic weight matrices and using BB step-sizes,

termed as ADBB, is developed to solve convex optimization problems. More sig-

nificantly, ADBB is based on adapt-then-combine variation of [23] and FROST

[30], and uses multi-consensus inner loops to simultaneously ensure larger step-

sizes and accelerated convergence. Additionally, ADBB is theoretically demon-

strated to converge to the globally optimal solution when the local objective

functions are smooth and strongly convex.

(2) Compared with some recent well-known works [20, 23, 26, 27, 28, 29, 31,

30], ADBB further eliminates the restriction on step-sizes via using BB method

which witnesses many successful applications in the fields of non-negative matrix

factorization[34], non-smooth optimization [35], and machine learning [36, 37].

Especially, ADBB allows all agents in the network to independently automati-

cally compute their step-sizes according to its local information, which not only

relaxes the selection range of the step-sizes but also prevents from the hetero-

geneity problems [30] existing in [31, 38, 39].

(3) Unlike the research [11, 20, 24, 33, 40], we consider more realistic sit-

uations, i.e., the communication networks between agents are unbalanced di-

rected, and particularly agents exchange information in a broadcast-based di-

rected communication network. ADBB achieves the globally optimal solution

by constructing only row-stochastic weight matrices which are much easier to

implement in a distributed fashion as each agent can locally decide the weights

[23, 41].

(4) In fact, some well-known algorithms, for example, ADD-OPT/PUSH-

DIGing [26, 19], FROST [30], and [23, 32] converge under the requirement of the

largest step-sizes no exceeding 1/mLf (possibly smaller) while ADBB increases

the upper bound on the largest step-size to 1/mµ. Intuitively, ADBB has more

communication at each iterations. However, owing to the use of BB step-sizes

and multi-consensus inner loops, ADBB converges to the globally optimal so-
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lution with the smaller number of iterations, fewer gradient-computation costs,

and fewer rounds of communication than most existing works [24, 26, 28, 29, 30],

which is shown in Section 5.

1.4. Organization

The following organization of this paper is presented in this section. Prelim-

inaries are presented in Section 2. Section 3 gives the development of ADBB.

The convergence of ADBB is analyzed in Section 4. Section 5 conducts numer-

ical experiments to resolve machine learning problems to verify the theoretical

analysis. Finally, we draw a conclusion and state our future work in Section 6.

1.5. Basic Notations

In this section, we present some basic notations which are useful throughout

this paper. Notice that all vectors in this paper are recognized as column vectors

if no otherwise specified. The detailed definitions are given in Table 1. Based

on Table 1, we further introduce the Perron-vector-weighted Euclidean norm

and its induced matrix norm as follows: for arbitary x̃ ∈ Rm and X ∈ Rm×m

∥x̃∥π :=

√
[π]1([x̃]1)

2
+ [π]2([x̃]2)

2
+ · · ·+ [π]m([x̃]m)

2
=

∥∥diag{√π
}
x̃
∥∥
2
,

∥X∥π :=
∥∥∥diag{√π

}
X
(
diag

{√
π
})−1

∥∥∥
2
,

which means ∥x̃∥π ≤ π̄0.5∥x̃∥2 and ∥x̃∥2 ≤ π−0.5∥x̃∥π (see [42] for details).

Denote ϑ := π̄/π > 1.

2. Preliminaries

2.1. Communication Network Model

Consider m agents exchanging information with each other over an unbal-

anced directed network, G = (V, E), where V = {1, 2, . . . ,m} is the set of agents

and E ⊆ V × V is the collected ordered pairs. The weighted matrix associated

with the unbalanced directed network G is denoted by non-negative matrix,
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A = [aij ] ∈ Rm×m such that aij > 0 if (j, i) ∈ E and aij = 0 otherwise, where

the weights aij satisfy conditions as follows:

aij =

 > 0, j ∈ N in
i

0, otherwise
,

m∑
j=1

aij = 1,∀i ∈ V. (2)

Specifically, for arbitrary two agents, i, j ∈ V, if (j, i) ∈ E , then agent j can

transmit information to agent i. The in-neighbors of agent i is denoted as

N in
i , i.e., the set of agents can transmit messages to agent i. Correspondingly,

the out-neighbors of agent i is denoted as N out
i , i.e., the set of agents can

receive information from agent i. The network G is considered to be balanced

if
∑

j∈N out
i

aji =
∑

j∈N in
i
aij , i ∈ V, and unbalanced otherwise. Both N in

i and

N out
i include agent i.

Assumption 1. ([23, Assumption 1]) The unbalanced directed network, G, is

strongly connected and each agent in the network has a unique identifier i =

1, . . . ,m.

Remark 1. Notice that Assumption 1 is standard in recent literature [23, 30,

32, 43]. The strongly-connected assumption on unbalanced directed networks

guarantees the state averaging of the whole multi-agent system and avoids the

presence of the isolated agents.

2.2. Problem Reformulation

In this section, an equivalent form of problem (1) is given to help conducting

the following convergence analysis.

min
x∈Rmn

f(x) =
1

m

m∑
i=1

fi(x
i),

s.t. xi = xj , (i, j) ∈ E ,

(3)

Assumption 2. (Smoothness): Each differentiable local objective function, fi,

has Lipschitz continuous gradients, i.e., for arbitrary x, y ∈ Rn, it holds that

∥∇fi (x)−∇fi (y)∥2 ≤ Lf ∥x− y∥2 , (4)

where Lf > 0.
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Symbols Definitions

In the n× n identity matrix

1m an m-dimensional column vector of all ones

ei an n-dimensional vector of all 0’s except 1 at the i-th entry

π the left Perron eigenvector of primitive row-stochastic matrix

A

x⊤ transpose of vector x

A⊤ transpose of matrix A

Aij the (i, j)-th element of matrix A

[x]i the i-th element of vector x

diag {x} A diagonal matrix with all the elements of vector x laying

on its main diagonal

X ≤ Y each element in Y −X is non-negative, where X and Y are

two vectors or matrices

X ⊗ Y the Kronecker product of matrices X and Y

ρ(X) the spectral radius for matrix X

∥·∥2 the Euclidean norm for vectors and the spectral norm for

matrices

Table 1: Basic notations.
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Assumption 3. (Strong convexity): Each local objective function, fi, is strongly

convex, i.e., for arbitrary x, y ∈ Rn, it holds that

fi (x)− fi (y) ≥ ⟨∇fi (y) , x− y⟩+ µ

2
∥x− y∥22, (5)

where µ > 0.

Remark 2. Note that constants Lf , µ in Assumptions 2-3 satisfy 0 < µ ≤ Lf

(see [44]). Clearly, under Assumptions 3, original problem (1) has a unique

optimal solution which is denoted as x̃∗ ∈ Rn. Therefore, the globally optimal

solution denoted as x∗ = 1m⊗x̃∗ to transformed problem (3) also exists uniquely.

We emphasize that Assumptions 2-3 are standard in recent literature [11, 23,

26, 28, 29, 30, 32, 39, 41, 43]. For some specific examples, we refer the readers

to [29, Section V] and [24, Section VI].

3. ADBB Development

3.1. The Barzilai-Borwein Step-Sizes

The original form of BB method solving problem (1) updates as follows:

x̃k+1 = x̃k − αk∇f (x̃k) , (6)

where αk can be calculated by αk =
(
s̃⊤k s̃k

)
/
(
s̃⊤k z̃k

)
or αk =

(
s̃⊤k z̃k

)
/
(
z̃⊤k z̃k

)
in [36]. Therein s̃k = x̃k − x̃k−1 and z̃k = ∇f (x̃k)−∇f (x̃k−1) for k ≥ 1. The

BB method has the superiority of simplicity and flexibility. In this paper, we

set the distributed BB step-sizes as follows:

αi
k =

1

m

(
sik
)⊤

sik(
sik
)⊤

vik

, (7)

αi
k =

1

m

(
sik
)⊤

vik(
vik
)⊤

vik

, (8)

where sik = xi
k −xi

k−1 and vik = ∇fi
(
xi
k

)
−∇fi

(
xi
k−1

)
. One may be aware that

the denominators of Eqs. 7-8 are tending to zero, which in fact does not affect

the bounds on αi
k and we give the bounds in Lemma 1.
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Remark 3. Compared with the BB step-sizes employed in DGM-BB-C [33],

ADBB employs a relatively smaller step-size given in Lemma 1 (1/m that of in

DGM-BB-C [33]) to guarantee the convergence. In fact, the division of m is

exactly caused by the unbalanced directed network. That is, when the unbalanced

directed network degrades to undirected or balanced directed, the row-stochastic

weight matrix reduces to doubly stochastic weight matrix and thus ADBB reduces

to DGM-BB-C which attains larger step-sizes and a network-independent range

of step-sizes.

3.2. Distributed Optimization Using Only Row-Stochastic Weight Matrices

Distributed optimization algorithms using row-stochastic matrices are based

on the method proposed in [23], for instance, FROST [30] and [32] extends [23]

by employing uncoordinated step-sizes. The distributed form of FROST [30]

updates as follows:

xi
k+1 =

m∑
j=1

aijx
j
k − αiz

i
k, (9a)

yik+1 =

m∑
j=1

aijy
j
k, (9b)

zik+1 =

m∑
j=1

aijz
j
k +

∇fi
(
xi
k+1

)[
yik+1

]
i

−
∇fi

(
xi
k

)[
yik
]
i

, (9c)

where each agent i maintains three variables: xi
k, z

i
k ∈ Rn and yik ∈ Rm, and αi

is the uncoordinated step-size locally selected by agent i, i ∈ V. Note that aij

in (9) is the weight assigned by agent i to the information from agent j. The

row-stochastic weights, Aij = {aij}, are aligned with (2).

Remark 4. The methods [19, 26, 24] constructing only column-stochastic weight

matrices B = [bij ] ∈ Rm×m, where bij =

> 0, i ∈ N out
j

0, otherwise
,

m∑
i=1

bij = 1, ∀j ∈ V,

require all agents to know their out-degrees and thus are not practical to broadcast-

based communication protocol. Therefore, distributed optimization using only

row-stochastic weight matrices is the state-of-the-art method, which has signif-

icant contributions than doubly or column-stochastic distributed optimization
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(see [23, 30, 43] for details). Inspired by [23, 30], this paper extends [33] to

unbalanced directed networks.

3.3. ADBB for Distributed Optimization

Based on the above analysis, we develop ADBB for distributed optimization

over unbalanced directed networks in Algorithm 1.

Remark 5. We emphasize that the initialization of auxiliary variables yi0 = ei,

i ∈ V requires each agent in the system has a unique identifier which is satisfied

under Assumption 1. The initial values of step-sizes αi
0, i ∈ V should be positive

and Section 5 numerically demonstrates that ADBB is not sensitive to the initial

values of αi
0.

4. Convergence Analysis

Algorithm 1 ADBB for each agent i ∈ V
Initialization: For each agent i ∈ V, xi

0 ∈ Rn is arbitrary; yi0 = ei ∈ Rm;

zi0 = ∇fi
(
xi
0

)
∈ Rn; αi

0 > 0; Choose aij with
∑

j∈N in
i
aij = 1, for ∀i, j ∈ V;

h = 1, 2, . . . ,H.

For k = 0, 1, . . . do

Each agent i ∈ V computes: xi
k+1 (0) = xi

k − αi
kz

i
k

Each agent i ∈ V communicates: xi
k+1 (h) =

∑
j∈N in

i ∪{i}
aijx

j
k+1 (h− 1)

where αi
k is computed by (7) or (8), and set xi

k+1 = xi
k+1 (H).

Each agent i ∈ V computes: yik+1 (0) = yik

Each agent i ∈ V communicates: yik+1 (h) =
∑

j∈N in
i ∪{i}

aijy
j
k+1 (h− 1)

setting yik+1 = yik+1 (H),

Each agent i ∈ V computes: zik+1 (0) = zik +
∇fi(xi

k+1)
[yi

k+1]i
− ∇fi(xi

k)
[yi

k]i
Each agent i ∈ V communicates: zik+1 (h) =

∑
j∈N in

i ∪{i}
aijz

j
k+1 (h− 1)

and set zik+1 = zik+1 (H).

End
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In this section, the convergence analysis of ADBB is presented. For simpli-

fying the analysis, we first make definitions as follows:

xk :=
[(
x1
k

)⊤
,
(
x2
k

)⊤
, . . . , (xm

k )
⊤
]⊤

,

ỹk :=
[
y1k, y

2
k, . . . , y

m
k

]⊤
,

zk :=
[(
z1k
)⊤

,
(
z2k
)⊤

, . . . , (zmk )
⊤
]⊤

,

yk :=ỹk ⊗ In,

ŷk :=diag {yk} ,

αk :=
[
α1
k, α

2
k, . . . , α

m
k

]⊤
,

Dα
k :=diag {αk} ⊗ In,

A :=A⊗ In ∈ Rmn×mn,

∇F (xk) :=
[
∇f1

(
x1
k

)⊤
,∇f2

(
x2
k

)⊤
, . . . ,∇fm(xm

k )
⊤
]⊤

,

∇F (x∗) :=
[
∇f1(x

∗)
⊤
,∇f2(x

∗)
⊤
, . . . ,∇fm(x∗)

⊤
]⊤

,

where xk, ỹk, zk, αk,∇F (xk) ,∇F (x∗), simultaneously collect their local vari-

ables. Then, based on the above definitions, we give the compact form of ADBB

as follows:

xk+1 =AH (xk −Dα
k zk) , (10a)

ỹk+1 =AH ỹk, (10b)

zk+1 =AH
(
zk + ŷ−1

k+1∇F (xk+1)− ŷ−1
k ∇F (xk)

)
, (10c)

where ỹ0 = Im, z0 = ∇f (x0) and x0 is arbitrary. This paper extends one

dimension in [23] to n dimensions. To proceed, we continue to define

y∞ := lim
k→∞

yk,

ŷ∞ :=diag {y∞} ,

Y := sup
k≥0

∥∥ŷ−1
k

∥∥
2
,

Ŷ := sup
k≥0

∥yk∥2 ,

p1 :=
∥∥Imn −AH

∥∥
2
,
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αmax :=max
k≥0

{
αi
k

}
,

ᾱmax :=max
k≥0

{
1

m

m∑
i=1

αi
k

}
,

where y∞, Y, Ŷ exist due to the primitive row-stochastic matrix A.

4.1. Auxiliary Relations

Lemma 1. Supposing that Assumptions 2-3 hold, for ∀k ≥ 0, the BB step-size

αi
k, i ∈ V computed by (7) or (8) in ADBB satisfies

1

mLf
≤ αi

k ≤ 1

mµ
. (11)

Proof 1. To begin with, we derive bounds on the BB step-size αi
k following (7).

According to the strong convexity of local objective function fi, it holds that(
xi
k − xi

k−1

)⊤ (
∇fi

(
xi
k

)
−∇fi

(
xi
k−1

))
≥ µ

∥∥xi
k − xi

k−1

∥∥2
2
. (12)

Then, the upper bound for each BB step-size αi
k is derived as follows:

αi
k =

1

m

(
xi
k − xi

k−1

)⊤ (
xi
k − xi

k−1

)(
xi
k − xi

k−1

)⊤ (
∇fi

(
xi
k

)
−∇fi

(
xi
k−1

))
≤ 1

m

∥∥xi
k − xi

k−1

∥∥2
2

µ
∥∥xi

k − xi
k−1

∥∥2
2

=
1

mµ
,

(13)

and according to Lipschitz continuity and Cauchy inequality, the lower bound

for each BB step-size αi
k is derived as follows:

αi
k =

1

m

(
xi
k − xi

k−1

)⊤ (
xi
k − xi

k−1

)(
xi
k − xi

k−1

)⊤ (
∇fi

(
xi
k

)
−∇fi

(
xi
k−1

))
≥ 1

m

∥∥xi
k − xi

k−1

∥∥2
2

Lf

∥∥xi
k − xi

k−1

∥∥2
2

.

=
1

mLf
.

(14)

Next, we derive the bounds on BB step-size αi
k following (8). According to

Lipschitz continuity, it holds that

Lf

(
xi
k − xi

k−1

)⊤ (
∇fi

(
xi
k

)
−∇fi

(
xi
k−1

))
≥

∥∥∇fi
(
xi
k

)
−∇fi

(
xi
k−1

)∥∥2
2
. (15)
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Then, step-size αi
k is lower bounded by 1/(mLf ). Clearly, the upper bound on

step-size αi
k is no greater than 1/(mµ). The above proofs show that the range of

step-size αi
k computed by (7) is longer than the range of step-size αi

k computed

by (8). Recalling the definitions of αmax and ᾱmax, we can directly obtain that

1

mLf
≤ αmax, ᾱmax ≤ 1

mµ
. (16)

The proof is completed.

Remark 6. It is worth mentioning that owing to the availability of larger step-

sizes, ADBB is competitive than the state-of-art algorithms [19, 23, 26, 28, 29,

30, 32, 41, 43] that can be applied into unbalanced directed networks. Especially,

the largest step-sizes employed by [23, 24, 26, 30] do not exceed 1/(mLf ) which

is exactly the lower bound of the step-size employed in ADBB.

Lemma 2. Supposing that Assumption 1 holds, recalling the definitions of aug-

mented weight matrix A = A⊗ In and y∞, for ∀x ∈ Rmn, there holds

∥∥AHx− y∞x
∥∥
π
≤ σH ∥x− y∞x∥π , (17)

where 0 < σ := ∥A − y∞∥π < 1 serves as the mixing rate of the directed network.

Proof 2. Since A is primitive and row-stochastic, it holds that y∞ =
(
1mπ⊤)⊗

In from Perron-Frobenius theorem [30]. Then, in terms of (10b), we get that

AHy∞ = y∞ and y∞y∞ = y∞, which yields that

AHx− y∞x =
(
AH − y∞

)
(x− y∞x) . (18)

We know that ρ (A− y∞) < 1 and

AH − y∞ =
(
AH−1 − y∞

)
(A− y∞)

=(A− y∞)
H
.

(19)

Then, it is easy to obtain that
∥∥AH − y∞

∥∥
π
< 1. The proof follows via setting

σ = ∥A − y∞∥π.
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Lemma 3. Suppose that Assumption 1 holds. Recalling the definitions of yk

and y∞, it holds

∥yk − y∞∥2 ≤ σkH ,∀k ≥ 0, (20)

where 0 < σH < 1 is a constant.

Proof 3. In terms of (10b), we obtain that yk = AkH ⊗ In = AkH . Similar

with the proof in Lemma 2, it holds that

∥yk − y∞∥2 =
∥∥∥(AH − y∞

)k∥∥∥
2
≤ σkH ,∀k ≥ 0. (21)

The proof is completed.

Lemma 4. Suppose that Assumption 1 holds. For ∀k ≥ 0, the following in-

equalities hold ∥∥ŷ−1
k − ŷ−1

∞
∥∥
2
≤

√
mσkHY 2, (22)∥∥ŷ−1

k+1 − ŷ−1
k

∥∥
2
≤ 2

√
mσkHY 2. (23)

Proof 4. We first give the proof of (22) as follows:∥∥ŷ−1
k − ŷ−1

∞
∥∥
2
=
∥∥ŷ−1

k (ŷ∞ − ŷk) ŷ
−1
∞

∥∥
2

≤
∥∥ŷ−1

k

∥∥
2
∥diag {yk − y∞}∥2

∥∥ŷ−1
∞

∥∥
2

≤
√
mσkHY 2.

(24)

The proof of (23) directly follows from the proof of (22), i.e.,∥∥ŷ−1
k+1 − ŷ−1

k

∥∥
2
=
∥∥ŷ−1

k+1 − ŷ−1
∞ + ŷ−1

∞ − ŷ−1
k

∥∥
2

≤
∥∥ŷ−1

k+1 − ŷ−1
∞

∥∥
2
+

∥∥ŷ−1
∞ − ŷ−1

k

∥∥
2

≤2
√
mσkHY 2,

(25)

where the first inequality utilizes the triangle inequality.

Lemma 5. Suppose that Assumption 1 holds. For ∀k ≥ 0, the following equa-

tion holds

y∞zk = y∞ŷ−1
k ∇F (xk) . (26)
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Proof 5. Recalling that y∞AH = y∞, from (10c), we recursively update

y∞zk =y∞zk−1 + y∞ŷ−1
k ∇F (xk)− y∞ŷ−1

k−1∇F (xk−1)

=y∞zk−2 + y∞ŷ−1
k−1∇F (xk−1)− y∞ŷ−1

k−2∇F (xk−2)

+ y∞ŷ−1
k ∇F (xk)− y∞ŷ−1

k−1∇F (xk−1)

=y∞ŷ−1
k ∇F (xk) ,

(27)

where the last equality follows from the initial conditions that ŷ0 = Imn and

z0 = ∇F (x0).

Lemma 6. ([44]) Let the global objective function f (x) be µ-strongly convex

and Lf -Lipschitz continuous, where 0 < µ ≤ Lf . Then, for ∀x ∈ Rm and 0 <

θ < 2
Lf

, we have

∥x− θ∇f (x)− x∗∥2 ≤ η ∥x− x∗∥2 , (28)

where η = max {|1− θµ| , |1− θLf |}.

Lemma 7. Suppose that Assumption 1 holds. For ∀k ≥ 0, the following in-

equality holds

∥zk∥2 ≤π̄0.5mLf ∥xk − y∞xk∥π +mLf ∥y∞xk − 1m ⊗ x̃∗∥2

+ π−0.5 ∥zk − y∞zk∥π +
√
mŶ Y 2σkH ∥∇F (xk)∥2 .

(29)

Proof 6. Recalling y∞ŷ−1
∞ =

(
1m1⊤m

)
⊗ In and y∞zk = y∞ŷ−1

k ∇F (xk) from

Lemma 5, we obtain that

∥zk∥2 ≤∥zk − y∞zk∥2 + ∥y∞zk∥2

≤π−0.5 ∥zk − y∞zk∥π +
∥∥y∞ŷ−1

k ∇F (xk)− y∞ŷ−1
∞ ∇F (xk)

∥∥
2

+
∥∥y∞ŷ−1

∞ ∇F (xk)−
(
1m1⊤m

)
⊗ In∇F (x∗)

∥∥
2
,

≤π−0.5 ∥zk − y∞zk∥π +
∥∥y∞ŷ−1

k − y∞ŷ−1
∞

∥∥
2
∥∇F (xk)∥2

+m∥∇F (xk)−∇F (x∗)∥2,

where the second inequality utilizes the fact that
(
1⊤m ⊗ In

)
∇F (x∗) = 0. Apply-

ing Lipschitz continuity and (22) completes the proof.
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To proceed, the contraction relationship of ADBB is established by deriving

upper bounds on the sequel quantities: i) the consensus error: ∥xk+1 − y∞xk+1∥π;

ii) the optimality gap: ∥y∞xk+1 − 1m ⊗ x̃∗∥2; iii) the gradient tracking error:

∥zk+1 − y∞zk+1∥π.

4.2. Contraction Relationship

Lemma 8. Suppose that Assumption 1 holds. For ∀k ≥ 0, the following in-

equality holds

∥xk+1 − y∞xk+1∥π

≤ (1 + αmaxπ̄mLf )σ
H∥xk − y∞xk∥π + αmaxπ̄

0.5mLfσ
H∥y∞xk − 1m ⊗ x̃∗∥2

+ αmaxϑ
0.5σH∥zk − y∞zk∥π + αmax

√
mπ̄Ŷ Y 2σ(k+1)H∥∇F (xk)∥2.

(30)

Proof 7. According to (10a) and y∞AH = y∞, it holds that

∥xk+1 − y∞xk+1∥π

=
∥∥AH (xk −Dα

k zk)− y∞ (xk −Dα
k zk)

∥∥
π

=
∥∥(AH − y∞

)
(xk − y∞xk) +

(
AH − y∞

)
Dα

k zk
∥∥
π

≤σH ∥xk − y∞xk∥π + αmaxπ̄
0.5σH ∥zk∥2 ,

(31)

where the second equality follows the relationship
(
AH − y∞

)
y∞ = 0 and the

inequality applies Lemma 2. The proof is finished through substituting (29) into

(31).

Lemma 9. Suppose that Assumptions 1-3 hold. If π⊤αk < 2/ (mLf ), for ∀k ≥

0, then the following inequality holds

∥y∞xk+1 − 1m ⊗ x̃∗∥2

≤αmaxπ
−0.5mLf ∥xk − y∞xk∥π + λ ∥y∞xk − 1m ⊗ x̃∗∥2

+ αmaxπ
−0.5Ŷ ∥zk − y∞zk∥π + αmax

√
mŶ Y 2σkH ∥∇F (xk)∥2 ,

(32)

where λ = max
{∣∣1−mπ⊤αkµ

∣∣ , ∣∣1−mπ⊤αkLf

∣∣}.
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Proof 8. Recalling y∞AH = y∞, we obtain that

∥y∞xk+1 − 1m ⊗ x̃∗∥2

=
∥∥y∞ (

AH (xk −Dα
k zk) + (Dα

k −Dα
k ) y∞zk

)
− 1m ⊗ x̃∗∥∥

2

≤∥y∞xk − y∞Dα
k y∞zk − 1m ⊗ x̃∗∥2 + αmaxŶ ∥zk − y∞zk∥2

≤∥y∞xk − y∞Dα
k y∞zk − 1m ⊗ x̃∗∥2 + αmaxŶ π−0.5 ∥zk − y∞zk∥π .

(33)

We know that

y∞Dα
k y∞ =

((
1mπ⊤)⊗ In

)
(diag {αk} ⊗ In)

((
1mπ⊤)⊗ In

)
=
(
π⊤αk

)
y∞.

(34)

We continue to bound ∥y∞xk − y∞Dα
k y∞zk − 1m ⊗ x̃∗∥2 as follows:

∥y∞xk − y∞Dα
k y∞zk − 1m ⊗ x̃∗∥2

≤
√
m

∥∥(π⊤ ⊗ In
)
xk − x̃∗ −m

(
π⊤αk

)
∇f

((
π⊤ ⊗ In

)
xk

)∥∥
2

+
∥∥m (

π⊤αk

)
(1m ⊗ In)∇f

((
π⊤ ⊗ In

)
xk

)
−
(
π⊤αk

)
y∞zk

∥∥
2

=∆1 +∆2.

(35)

If π⊤αk < 2/ (mLf ), then using Lemma 6, it holds that

∆1 ≤ λ ∥y∞xk − 1m ⊗ x̃∗∥2 , (36)

where λ = max
{∣∣1−mπ⊤αkµ

∣∣ , ∣∣1−mπ⊤αkLf

∣∣}. Next, we aim to bound ∆2.

∆2 =
(
π⊤αk

)
∥m(1m ⊗ In)∇f

((
π⊤ ⊗ In

)
xk

)
− y∞zk∥2

≤αmax∥m(1m ⊗ In)∇f
((
π⊤ ⊗ In

)
xk

)
− (1m ⊗ In)

(
1⊤m ⊗ In

)
∇F (xk)∥2

+ αmax∥(1m ⊗ In)
(
1⊤m ⊗ In

)
∇F (xk)− y∞ŷ−1

k ∇F (xk)∥2

≤αmaxmLf ∥xk − y∞xk∥2 + αmax

√
mŶ Y 2σkH ∥∇F (xk)∥2

≤αmaxπ
−0.5mLf ∥xk − y∞xk∥π + αmax

√
mŶ Y 2σkH ∥∇F (xk)∥2 ,

(37)

where the first inequality uses Lemma 5 and the last inequality applies Lipschitz

continuity and (22). Plugging (36) and (37) into (35) yields

∥y∞xk − y∞Dα
k y∞zk − 1m ⊗ x̃∗∥2

≤αmaxπ
−0.5mLf ∥xk − y∞xk∥π + λ ∥y∞xk − 1m ⊗ x̃∗∥2

+ αmax

√
mŶ Y 2σkH ∥∇F (xk)∥2 .

(38)
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The proof is completed by substituting (38) into (33).

Lemma 10. Suppose that Assumptions 1-2 hold. For ∀k ≥ 0, the following

inequality holds

∥zk+1 − y∞zk+1∥π ≤
(
ϑ0.5Y Lfp1 + αmaxπ̄

0.5mY Ŷ L2
f

)
σH∥xk − y∞xk∥π

+ αmaxmY Ŷ L2
fσ

H∥y∞xk − 1m ⊗ x̃∗∥2

+
(
1 + αmaxπ

−0.5Y Ŷ Lf

)
σH∥zk − y∞zk∥π

+
(
2
√
mπ−1 + αmax

√
mLfY Ŷ 2

)
Y 2σ(k+1)H∥∇F (xk)∥2

(39)

Proof 9. According to Lemma 2 and (10c), we obtain that

∥zk+1 − y∞zk+1∥π

=
∥∥AH

(
zk + ŷ−1

k+1∇F (xk+1)− ŷ−1
k ∇F (xk)

)
− y∞zk+1

∥∥
π

≤
∥∥AH

(
y−1
k+1∇F (xk+1)− ŷ−1

k ∇F (xk)
)
− (y∞zk+1 − y∞zk)

∥∥
π

+ σH ∥zk − y∞zk∥π .

(40)

Recall that y∞zk = y∞ŷ−1
k ∇F (xk) from Lemma 5. Therefore∥∥AH

(
y−1
k+1∇F (xk+1)− ŷ−1

k ∇F (xk)
)
− (y∞zk+1 − y∞zk)

∥∥
π

=
∥∥(AH − y∞

) (
y−1
k+1∇F (xk+1)− ŷ−1

k ∇F (xk)
)∥∥

π

≤σH
∥∥y−1

k+1∇F (xk+1)− y−1
k+1∇F (xk)

∥∥
π
+ σH

∥∥y−1
k+1∇F (xk)− ŷ−1

k ∇F (xk)
∥∥
π

≤π−0.5Y Lfσ
H ∥xk+1 − xk∥2 + 2π−0.5

√
mY 2σ(k+1)H ∥∇F (xk)∥2 .

(41)

We next bound ∥xk+1 − xk∥,

∥xk+1 − xk∥2

=
∥∥AH (xk −Dα

k zk)− xk

∥∥
2

≤
∥∥(Imn −AH

)
(xk − y∞xk)

∥∥
2
+ αmax

∥∥AH
∥∥
2
∥zk∥2

≤π̄0.5p1 ∥xk − y∞xk∥π + αmaxŶ ∥zk∥2 ,

(42)

where the first inequality utilizes the fact that
(
Imn −AH

)
y∞ = 0. Combining
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(41) and (42) gives∥∥AH
(
y−1
k+1∇F (xk+1)− ŷ−1

k ∇F (xk)
)
− (y∞zk+1 − y∞zk)

∥∥
π

≤ϑ0.5p1Y Lfσ
H∥xk − y∞xk∥π+2

√
mπ−1Y 2σ(k+1)H∥∇F (xk)∥2+αmaxŶ ∥zk∥2.

(43)

Substituting (29) into (40) gives

∥zk+1 − y∞zk+1∥π

≤ϑ0.5p1Y Lfσ
H∥xk − y∞xk∥π + σH ∥zk − y∞zk∥π

+ 2
√
mπ−1Y 2σ(k+1)H∥∇F (xk)∥2 + αmaxŶ ∥zk∥2.

(44)

The proof is ended via substituting (29) into (44).

Lemma 11. ([29, Lemma 4]) Let X ∈ Rn×n be a non-negative matrix and

x ∈ Rn be a positive vector. If Xx < ωx, then ρ (X) < ω.

Before presenting the main results, we make some definitions for subsequent

proofs as follows:

tk =


∥xk − y∞xk∥π

∥y∞xk − 1m ⊗ x̃∗∥2
∥zk − y∞zk∥π

 , gk =


∥∇F (xk)∥2

0

0

 ,

Mk =


σH + αmaxσ

Hw1 αmaxσ
Hw1 αmaxσ

H

αmaxw2 λ αmaxw3

σHw4 + αmaxσ
Hw5 αmaxσ

Hw5 σH + αmaxσ
Hw6

,

Gk =


αmax

√
mπ̄Ŷ Y 2σH 0 0

αmax
√
mY 2Ŷ 0 0

2
√

mπ−1Y 2σH + αmax
√
mŶ 2Y 3Lfσ

H 0 0

σkH ,

where w1 = π̄0.5mLf , w2 = π−0.5mLf , w3 = π−0.5Ŷ , w4 = ϑ0.5Y Lfp1, w5 =

mY Ŷ L2
f , w6 = π−0.5Y Ŷ Lf . Note that Gk decays linearly over k, since 0 < σ <

1.
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4.3. Main Results

Theorem 1. Suppose that Assumptions 1-3 hold. If π⊤αk < 2/ (mLf ) for

∀k ≥ 0, one can establish a linear time invariant inequality as follows:

tk+1 ≤ Mktk +Gkgk,∀k ≥ 0, (45)

where tk, gk ∈ R3, and Mk, Gk ∈ R3×3 are defined before Theorem 1. Further-

more, when the largest step-size αmax satisfies (16) with proper setting of the

multi-consensus inner loop number H, there holds that ρ (Mk) < 1.

Proof 10. Recall that λ = max
{∣∣1−mπ⊤αkµ

∣∣ , ∣∣1−mπ⊤αkLf

∣∣}. Clearly, we
can obtain that 1/mLf ≤ αmin ≤ π⊤αk from Lemma 1. If π⊤αk ≤ (2/mLf )−(
µ/mL2

f

)
, it holds that λ ≤ 1− (µ/mLf ). Hence, we get that Mk ≤ M , with

M =


σH + αmaxσ

Hw1 αmaxσ
Hw1 αmaxσ

H

αmaxw2 1− w7 αmaxw3

σHw4 + αmaxσ
Hw5 αmaxσ

Hw5 σH + αmaxσ
Hw6

 ,

where w7 = µ/Lf . Thus, ρ (Mk) ≤ ρ (M). To proceed, we derive the lower

bound on multi-consensus inner loop number H and solve for a positive vector

c = [c1, c2, c3]
⊤

from

M


c1

c2

c3

 <


c1

c2

c3

 , (46)

which is equivalent to the following inequalities
0 < αmax

(
σHw1c1 + σHw1c2 + σHc3

)
<

(
1− σH

)
c1,

0 < αmax (w2c1 + w3c3) < w7c2,

0 < αmax

(
σHw5c1 + σHw5c2 + σHw6c3

)
<

(
1− σH

)
c3 − σHw4c1.

(47)

Since the right hand side of the last inequality in (47) has to be positive, it should

hold that

0 < c1 <

(
1− σH

)
c3

σHw4
. (48)
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According to (47), we can obtain the upper bound on the largest step-size as

follows:

0<αmax<min

{ (
1−σH

)
c1

σH (w1c1+w1c2+c3)
,

w7c2
w2c1+w3c3

,

(
1−σH

)
c3−σHw4c1

σH (w5c1+w5c2+w6c3)

}
,

(49)

where c2, c3 are arbitrary positive constants and c1 is chosen from (48). Accord-

ing to (16), we need
1

mLf
≤ αmax ≤ 1

mµ
. (50)

So as to guarantee that the range of largest step-size in (49) contains the range

of the largest step-size in (50), the following inequality should hold

0<
1

mµ
<min

{ (
1−σH

)
c1

σH (w1c1+w1c2+c3)
,

w7c2
w2c1+w3c3

,

(
1−σH

)
c3−σHw4c1

σH (w5c1+w5c2+w6c3)

}
,

(51)

which yields

0<σH <min

{
mµc1

(w1+mµ) c1+w1c2+c3
,

mµc3
(w5+mµw4) c1+w5c2+(w6+mµ) c3

}
,

(52)

We define ϖ = min
{

mµc1
(w1+mµ)c1+w1c2+c3

, mµc3
(w5+mµw4)c1+w5c2+(w6+mµ)c3

}
. Then, it

follows from (52) that

H ≥
⌈
lnϖ

lnσ

⌉
+ φ

(
lnϖ

lnσ

)
, (53)

where φ (x) =

1, for x ∈ N+

0, for x /∈ N+

and N+ denotes the set of positive integers. Thus,

it holds that ρ (M) < 1. Finally, we get ρ (Mk) < 1 due to ρ (Mk) ≤ ρ (M).

The proof is completed.

Remark 7. We emphasize that the BB step-size (see, (7) and (8)) is automat-

ically computed by each agent in the system and only depends on the local infor-

mation, which does not rely on the network parameter, σ. We also acknowledge

that multi-consensus inner loop number H is lower bounded by the network pa-

rameter, σ, which cannot be computed locally. Therefore, we pick a sufficiently

large multi-consensus number, H, to simultaneously guarantee the convergence
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of ADBB and ensure that ADBB can run in a fully distributed manner. This

notion of sufficiently large only serves for the conservative theoretical analysis

while in practice we need to manually optimize the multi-consensus number, H,

which is shown in Section 5.

Lemma 12. ([23, 30, Theorem 2]) Suppose that Assumptions 1-3 hold. Recall

that ρ (Mk) < 1 according to Theorem 1 and Gk decays linearly over k since

0 < σ < 1. Then, the sequence {xk}k≥0 generated by ADBB converges linearly

to x∗ = 1m ⊗ x̃∗, i.e., for some positive constant ω > 0, it holds that

∥xk − 1m ⊗ x̃∗∥ ≤ ω
(
max

{
ρ (Mk) , σ

H
}
+ ξ

)k
,∀k ≥ 0, (54)

where ξ is an arbitrary small constant such that 0 < ξ+max
{
ρ (Mk) , σ

H
}
< 1.

5. Numerical Experiments

In order to confirm correctness of the theoretical analysis and show the

performance of ADBB. We leverage regularized logistic regression to compare

ADBB with some other well-known distributed optimization algorithms through

solving a binary classification problem. Especially, a network of m agents coop-

eratively resolve a distributed logistic regression problem as follows:

min
w̃∈Rn

f (w̃) =
1

m

m∑
i=1

fi (w̃), (55)

where w̃ ∈ Rn is the optimization variable to learn the separating hyperplane

and each local objective function fi (w̃) is expressed as

fi (w̃) =
1

qi

qi∑
j=1

log
(
1 + exp

(
−bijc

⊤
ijw̃

))
+

β

2m
∥w̃∥22, (56)

where qi is the number of local samples distributed to agent i; cij ∈ Rn is the

j-th training sample and bij ∈ {+1,−1} is the corresponding label, both of

which are only accessed by agent i; β is the regularized constant. Therefore,

the optimal solution to (55) is represented by

w̃∗ = argmin
w̃∈Rn

β

2
∥w̃∥22 +

1

m

m∑
i=1

1

qi

qi∑
j=1

log
(
1 + exp

(
−bijc

⊤
ijw̃

)) . (57)
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Fig. 1. An unbalanced directed network with

10 agents.
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Fig. 2. Performance of ADBB under different

initial step-sizes αi
0.

In the following experiments, we assume that the samples are distributed equally

among the agents, i.e., qi = N/m, i ∈ V, where N is the total number of data

and m represents the number of agents in the network. Then, we provide two

case studies, in which the residual is defined as (1/m)
∑m

i=1

∥∥wi
k − w̃∗

∥∥
2
. All

simulations are carried out in MATLAB on a Lenovo laptop with 4.10 GHz, 4

Cores 8 Threads Intel i5 - 9300HF processor and 16GB memory.

Case Study 1

In the first case, the effect of the multi-consensus inner loop number H and

initial step-sizes αi
0, on ADBB is explored. Let N (θ, ξ) to denote a normal

distribution with the mean vector θ and the covariance matrix ξ. The total

samples are N = 1000, and we set m = 10, n = 100. For each agent i, a half

of sample vectors cij are generated by independent and identically distributed

N
(
[2,−2]

⊤
, 2In

)
with label bij = +1, while the others are sample vectors cij

generated by independent and identically distributed N
(
[−2, 2]

⊤
, 2In

)
with

label bij = −1. Fig. 1 shows the unbalanced directed communication network;

Fig. 2 compares the performance of ADBB with different initial step-sizes αi
0

by plotting the residual, where the multi-consensus inner loop number H = 5;

Fig. 3 compares the performance of ADBB with different multi-consensus inner
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Fig. 3. Performance of ADBB under different

multi-consensus inner loop numbers H.

Fig. 4. An unbalanced directed network with

20 agents.
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Fig. 5. Performance comparison over gradi-

ents computation.
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Fig. 6. Performance comparison over rounds

of communication.

loop number H by plotting the residual, where the initial step-size αi
0 = 1.2.

The results in Figs. 2-3 show that ADBB is not sensitive to initial step-sizes

αi
0 and ADBB converges faster when the multi-consensus inner loop number H

increases, respectively.

Case Study 2

In the second case, ADBB and some existing algorithms are used to identify

whether a mushroom is poisonous or not according to its different features, such
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as cap-shape, cap-surface, cap-color, bruises, and so on. This case study is based

on the mushroom data set provided in UCI Machine Learning Repository [45].

We randomly choose 8124 samples from the data set, from which N = 6000
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Fig. 7. Performance comparison over itera-

tions.
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Fig. 8. Testing accuracy rate.

samples are used to train the discriminator and the rest of samples are used

for testing. Each sample has n = 112 dimensions, which represents different

features of the sample. We conduct the simulation in an unbalanced directed

communication network as depicted in Fig. 4, where m = 20; initial step-size

αi
0 = 1.2, i ∈ V; multi-consensus inner loop number H = 3. Assume label

bij = +1 when the sample cij is poisonous; Assume label bij = −1 when the

sample cij is edible. Figs. 5-7 demonstrate that ADBB is competitive than

most existing work over unbalanced directed networks in terms of gradients

computation, rounds of communication, and the number of iterations. The

testing accuracy of different algorithms is plotted in Fig. 8. Tables 2-3 provide

the confusion matrices to further clarify the testing results at iteration k = 100

and k = 1000, respectively. Notice that the total number of the testing samples

is 2124 consisting of 1596 poisonous samples and 528 edible samples.
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True values

Predictive values ADBB ABm AB ADD-OPT FROST DEXTRA

P. E. P. E. P. E. P. E. P. E. P. E.

P. 1587 9 1579 17 1563 33 1501 95 1297 299 553 1043

E. 36 492 34 494 34 494 36 492 12 516 0 528

P. is the abbreviation of poisonous and E. is the abbreviation of edible

Table 2: The confusion matrix (Testing results at iteration k = 100).

True values

Predictive values ADBB ABm AB ADD-OPT FROST DEXTRA

P. E. P. E. P. E. P. E. P. E. P. E.

P. 1589 7 1585 11 1579 17 1570 26 1564 32 1554 42

E. 28 500 30 498 30 498 32 496 32 496 30 498

The best accuracy among 20 experiments 0.98352 0.98069 0.97787 0.97928 0.97269 0.96610

The average accuracy among 20 experiments 0.98021 0.97712 0.97710 0.97628 0.97124 0.96573

The worse accuracy among 20 experiments 0.97012 0.96922 0.96975 0.96828 0.96823 0.96521

P. is the abbreviation of poisonous and E. is the abbreviation of edible

Table 3: The confusion matrix (Testing results at iteration k = 1000).

6. Conclusions and future work

In this paper, a novel accelerated distributed algorithm constructing only

row-stochastic weight matrices and using BB step-sizes, termed as ADBB, is

developed to solve distributed convex optimization problems over an unbal-

anced directed network. Owing to the use of BB step-sizes and multi-consensus

inner loops, ADBB allows each agent to automatically compute their step-sizes

according to its local information and ensures the selection of larger step-sizes

when achieving the globally optimal solution. Besides, ADBB has the fewer

computation and communication costs than most existing distributed algo-

rithms over unbalanced directed networks in simulations. To our knowledge,

some existing variance-reduced stochastic gradient methods can protect the de-

terministic gradient algorithms from evaluating the full local gradients at each

iteration and thus further reduce the computational costs. Therefore, as future

work, it would be of considerable interest to incorporate the variance-reduced

method into the proposed algorithm for distributed stochastic optimization over

unbalanced directed networks.
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