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The MESSAGE Integrated Assessment Model (IAM) developed by ITASA
has been a central tool of energy-environment-economy systems analysis in the
global scientific and policy arena. It played a major role in the Assessment
Reports of the Intergovernmental Panel on Climate Change (IPCC); it provided
marker scenarios of the Representative Concentration Pathways (RCPs) and the
Shared Socio-Economic Pathways (SSPs); and it underpinned the analysis of the
Global Energy Assessment (GEA). Alas, to provide relevant analysis for current
and future challenges, numerical models of human and earth systems need to
support higher spatial and temporal resolution, facilitate integration of data
sources and methodologies across disciplines, and become open and transparent
regarding the underlying data, methods, and the scientific workflow.

In this manuscript, we present the building blocks of a new framework
for an integrated assessment modeling platform; the “ecosystem” comprises:
i) an open-source GAMS implementation of the MESSAGE energy—+-+ system
model integrated with the MACRO economic model; ii) a Java/database back-
end for version-controlled data management, iii) interfaces for the scientific pro-
gramming languages Python & R for efficient input data and results processing
workflows; and iv) a web-browser-based user interface for model/scenario man-
agement and intuitive “drag-and-drop” visualization of results.

The framework aims to facilitate the highest level of openness for scientific
analysis, bridging the need for transparency with efficient data processing and
powerful numerical solvers. The platform is geared towards easy integration of
data sources and models across disciplines, spatial scales and temporal disaggre-
gation levels. All tools apply best-practice in collaborative software development,
and comprehensive documentation of all building blocks and scripts is generated
directly from the GAMS equations and the Java/Python/R source code.
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1 Introduction

Numerical tools for energy-economic-engineering-environment (E4) systems and ”In-
tegrated Assessment Models” (IAM) are a vital component in the analysis of energy
system transitions in the context of climate change mitigation and sustainable socio-
economic development. These tools are applied to advance scientific understanding
of the underlying dynamics, and to evaluate the various policy options to mitigate
climate change, safeguard the environment, and ensure universal access to clean and
reliable energy (e.g., [Riahi et all |2017; [Edenhofer et al., 2014; Riahi et al.| [2012).

It is an often-repeated mantra of applied research that “modeling is for insights,
not numbers” (cf. [Huntington et al.| |1982). Indeed, numerical optimization and sim-
ulation tools are well suited to illustrate the interdependencies within and between
the complex human and earth systems, highlighting interactions and feedback effects
that may seem counter-intuitive at first glance. In addition to qualitative insights, nu-
merical quantifications of pathways or storylines serve a useful role in illustrating the
underlying narrative. Even with the caveat that specific parameters are not known
with the desired level of confidence, parametrizing a model requires the researcher
to carefully and deliberately choose values that are a best estimate at the time of
conducting the analysis (Paltsev} |2017; |Weyant, [2014]).

1.1 Three paradigm shifts of systems modeling

Numerical models have long been a cornerstone of the dialogue between the scientific
community and the global policy arena. Alas, there are numerous fundamental shifts
with regard to the analysis of energy systems and the environment in a context of
sustainable development and climate change. These new requirements are driving
developments of numerical models for human and earth systems (e.g., Pfenninger et al.|
2014]).

Below, we highlight three of these shifts to illustrate how the framework introduced
in this manuscript can facilitate a more effective analysis to ensure that numerical
modeling can provide adequate answers to current and future challenges.

Increasing complexity

First, the systems that numerical tools are expected to describe are exhibiting ever
increasing complexity. This can be illustrated in the electricity sector, where variable
renewable energy sources are requiring a paradigm shift in the approach to energy
investment, planning and market design (Pietzcker et al.} [2017}; |Johnson et al., [2016;
Ueckerdt et al.| |2015)). Furthermore, the quest for a better representation of complex
interactions goes beyond the technical-engineering aspects and into the realm of social
sciences. For example, Rao et al.| (2014)) explore the interdependence between emis-
sions and poverty eradication, and [Sohail et al.|(2017)) analyze synergies and trade-offs
between energy-efficient urbanization and health. While a broad-brush approach cen-
tered on an assumption of rising incomes and associated energy demand growth may
imply ever-increasing emissions, a more focused analysis centered on human devel-
opment and decent living can identify opportunities to satisfy basic needs globally
without exceeding available resources.

Nexus issues and interaction across sectors

Second, improved awareness of nexus issues and interaction across sectors draws atten-
tion to methodological limitations and overly-constraining model boundaries. Further-
more, considerations of cross-sectoral impacts may render options or solution strategies



infeasible that seemed to be the preferred choice in a one-dimensional, narrowly fo-
cused analysis (cf. Keairns et al., 2016]).

While the first challenge can be overcome by developing models that are more
detailed with regard to spatial and temporal resolution, adequately addressing nexus
issues usually requires linking models from various disciplines including engineering,
geophysics and earth sciences, as well as economics and the social sciences. These
scientific fields usually apply different methodologies, making the consistent commu-
nication of assumptions and an effective integration between them a non-trivial matter
(Mantzos et al [2016).

A further consequence of these considerations is a paradigm shift away from mono-
lithic models towards a bifurcation of model development: on the one hand is a mod-
ular design of frameworks, which provides flexibility and facilitates updating both the
input data and the mathematical formulation or structure underpinning individual
modules of ever more complex assessment tools. The EIA’s National Energy Model-
ing System (NEMS) is a case in pointEl

The alternative to such groups of ”soft-linked” in-depth sectoral models is the
development of a deliberately stylized representation of drivers and impacts. By virtue
of nimble and computationally efficient design, such models can be run much more
often than complex modular frameworks. In this way, such stylized models can provide
valuable first-order approximations of interdependencies and trade-offs. The reduced-
complexity climate model MAGICC (Meinshausen et al [2011)) is an example of the
latter approach. It is frequently coupled with integrated assessment models to evaluate
temperature implications of energy systems transition and climate change mitigation
scenarios.

Transparency, reproducibility, and intelligibility

The third driver for a new modeling paradigm is the need for transparency, repro-
ducibility, and intelligibility of scientific analysis — both with regard to the methodol-
ogy as well as the underlying data and assumptions. TAMs in particular have come
under scrutiny for their “black-box” nature and the perceived ad-hoc approach to im-
portant aspects (Rosen and Guenther] [2015} |Pindyck, |2013}; [DeCarolis et al., [2012)).
More importantly, it is a fundamental caveat of long-term, numerical energy-economy
models that they cannot be validated against real-world results — at least not in the
sense of validation applied in climate research or other natural sciences tools based on
invariant physical principles (Wilson et al.| 2017a).

In response to increasing focus on validation and critical assessment, policymak-
ers, funding agencies and the scientific community have increased their expectations
of openness, reproducibility and standardization of model-based policy analysis
[ninger et all 2017} |Cao et all 2016). Furthermore, the development of open-source
software and tools for effective collaboration has revolutionized many fields of business
and academic analysis over the past decades. This new paradigm of openness has also
reached the energy and climate change research community, initiating numerous new
projects and initiatives (e.g., Morrison, [2018} [Pfenninger et al.l 2018).

The need for a new kind of modeling framework

To effectively tackle the issues surrounding transparency, reproducibility and intelligi-
bility, a paradigm shift is required that goes beyond implementing marginal extensions
in established modeling platforms like MESSAGE (see next section), TIMES
[and Labriet| [2008), or OSeMOSYS (Howells et all |2011). Instead, a new infrastruc-
ture is required to seamlessly integrate scientific workflows, data processing and policy

1See the documentation of NEMS at www.eia.gov/outlooks/aeo/nems/documentation!
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analysis across different disciplines and spatial scales. This modeling system must
draw on best-practice in collaborative software development and apply the best meth-
ods for different parts of the “scientific supply chain”, ranging from data collection
via pre-processing and numerical computation to a comprehensive toolbox for analysis
and evaluation of the results.

1.2 The history of the MESSAGE model

The Model for Energy Supply Systems And their General Environmental impact (MES-
SAGE) is a process-based integrated assessment model; it allows for a detailed repre-
sentation of the technical-engineering, socio-economic, and biophysical processes in
energy and land-use systems. It is a linear/mixed integer optimization model, aim-
ing to satisfy a given demand level at least cost, with optional coupling to a stylized
macro-economic model to describe the feedback of end-use prices on demand for energy
services.

The model has been developed at IIASA over the last four decades (Schratten-|
. While the first version focused on the supply-side of fossil resources and
nuclear energy, subsequent work extended the mathematical formulation and the scope
of the full energy system representation (Messner and Strubegger| [1995)). Pioneering
work on endogenizing technological change into an energy system model was done
with MESSAGE . Further, the least-cost energy system optimization
model was linked to the general-economy model MACRO to incorporate feedback from
end-use prices on energy demand and substitution between different sectors (Messner]
land Schrattenholzer], [2000). A stochastic version was developed to compare alterna-
tive approaches to risk modeling and to analyze the impact of hedging on transition
pathways (Krey and Riahil 2013; [Messner et al. [1996])

MESSAGE was frequently applied to pertinent questions at the interface between
science and policy in the context of energy system transitions and environmental ques-
tions. In the past decade alone, the MESSAGE model was used in a number of highly
visible projects: it underpinned a substantial part of the Global Energy Assessment
(GEA, [Riahi et all [2012); it contributed one of the marker scenarios for the Rep-
resentative Concentration Pathways (RCP, Riahi et all [2011); and it was used as a
marker scenario for the Shared Socio-economic Pathways (SSP, [Fricko et al.l [2017).
Scenarios developed using the MESSAGE model were also included in the analysis of
the Intergovernmental Panel on Climate Change (IPCC, [Edenhofer et al., 2014, and
earlier Assessment Reports).

Over the past years, the global version of the MESSAGE model has been extended
to include many drivers relevant for the analysis of energy supply and demand:
analyzed the role of multiple non-CO2 greenhouse gases and imple-
mented a detailed accounting of pollutants. [Sullivan et al.| (2013) and [Johnson et al.
developed methodologies to specifically represent the challenges presented by
variable renewable electricity sources on the power system. [Fricko et al.| (2017) devel-
oped an endogenous integration with the land-use model GLOBIOM (Havlik et al.,
2014) and the forestry model G4M (Kindermann et al. 2008).

|Cameron et al.|(2016) and [Ekholm et al.| (2010) extended MESSAGE to specifically
incorporate the analysis of universal access to clean energy, which is a particular
public health concern among the poor population in South East Asia. [Lehtveer et al/|
(2015) and McCollum et al.| (2013]) embedded MESSAGE in a multi-criteria assessment
framework to analyze the trade-off and synergies between different objectives including
energy security, climate change mitigation and reduction of air pollution.

All of the studies listed above are based on the global MESSAGE implementation
developed at ITASA, where the world is represented by eleven regions. The docu-
mentation of this MESSAGE version, including the integration with the GLOBIOM
and MACRO models, is available at|/data.ene.iiasa.ac.at/message-globiom/
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2016)); this documentation page will be updated regularly to incorporate new
model developments and scientific publications.

MESSAGE at the International Atomic Energy Agency

Beyond the applications of MESSAGE at ITASA working on the science-policy in-
terface, the matriz generator underpinning the MESSAGE model until now was also
distributed by the International Atomic Energy Agency (IAEA) to its member coun-
tries for strategic energy planning purposes since 2000 . It continues to
be used actively in ca. 30 countries, and numerous model applications and publica-
tions at the national level have resulted from that collaboration, for example in Brazil

(de Lucena et al. 2010} [Herreras Martinez et al.| 2015), Lithuania (Streimikiene and|
Balezentis, [2013) and Chile (Watts and Martinez, [2012).

1.3 An evaluation of the MESSAGE model

[Wilson et al.| (2017a)) define five criteria according to which numerical systems assess-
ment tools should be evaluated for their adequacy to yield policy-relevant insights:
appropriateness for the research question; interpretability of the underlying concept
and methodology as well as the results; verifiability and detailed documentation of
the model code including both the mathematics and the scientific workflow (data
management and post-processing); credibility of the derived insights and policy rec-
ommendations; and usefulness by advancing understanding of challenges and policy
options.

Similar criteria for evaluation are, for example, discussed by ,
stressing in particular that model evaluation must be treated as a continuous pro-
cess, rather than a one-off exercise. Furthermore, comprehensive documentation and
transparency are identified as paramount for any meaningful evaluation.

[Jakeman et al| (2006) make a similar case, structured around 10 iterative steps
to consider during model development, parametrization and evaluation/testing. The
authors emphasize the need to start with a clear conceptualization of the system to
be modeled and continue with a critical evaluation of the model structure and data
collection techniques. Then, gaining an understanding of parameter uncertainty are
as important as identifying criteria for verification and testing. Most importantly,
assumptions and modeling choices made early in the development process need to be
critically reviewed regularly.

Principles for the development and assessment of energy-system optimization mod-
els in particular (i.e., frameworks like MESSAGE) are presented by
(2017). They discuss in detail the many dimensions in which such models can be
extended, including endogenous learning, price-elastic demand, and uncertainty. The
authors highlight potential trade-offs between more advanced approaches and com-
putational complexity, and explicitly caution against including too much detail when
this is not pertinent for the research question at hand.

Given the extensive track record of the MESSAGE model, the framework has
built up substantial credibility and has proven to be useful in the evaluation of sys-
tems transition pathways. Most of the extensions for energy-systems models discussed
by [DeCarolis et al.| (2017) have been implemented in MESSAGE at some point, as
laid out in the previous section. Where these extensions involved substantial addi-
tional computational burden, they have been used only in stand-alone branches; other
developments were integrated into the main version. The versatility of MESSAGE
is furthermore illustrated by the many developments beyond the energy sector added
over the years, indicating that the combination of a least-cost systems optimization
approach with a general-economy model is an appropriate avenue for many pertinent
research questions at the science-policy interface.




The aspects in which the existing MESSAGE framework was lacking are related
to transparency, interpretability and verifiability. The model code (a compiled matriz
generator written in C) and the post-processor , while being contin-
uously updated and improved over the years, do not meet software development stan-
dards of today. A flexible formulation of “user-defined relations” (linear constraints to
the optimization problem) allowed to implement a broad range of mathematical fea-
tures like share-constraints or bounds on aggregate activities across technologies — but
the implementation did not always provide the required versatility or ensure straight-
forward interpretability of the model structure. Over the years, user-defined relations
were used for so many purposes in the global MESSAGE model that documentation
of constraints and parameter values became a burden.

Alas, the most significant drawback was a multi-layered, custom-built text-file
format for input data, model output and processed results. This made it relatively
cumbersome to keep track of data changes and hampered efficient data pre- and post-
processing routines or integration with scientific programming workflows.

1.4 Goals for developing a new systems modeling framework

When setting out to work on a new platform based on the existing MESSAGE model,
our aim was building on the proven track record — while developing a framework that
specifically replaced those parts of the system limiting effective modeling. In particu-
lar, the goal was to allow more efficient scientific workflows and direct integration with
external data sources and other models or tools. A second aim was providing an imple-
mentation where users could easily add new equations and parameters for specific use
cases like representation of renewables or emissions accounting, rather than resorting
to the generic “one-size-fits-all” implementation of constraints using the user-defined
relations in the previous MESSAGE framework.

Framing our ambition in terms of the three
paradigm shifts stated earlier, both the underly-
ing mathematical formulation and the data pro-
cessing environment should be optimized towards
a comprehensive representation of complex sys-
tems. In particular, this includes native handling
of spatially explicit data sets or simple develop-
ment of models that operate across different spa-
tial and temporal scales.

Regarding the integration of models across
sectors, methodologies and disciplines, the under-
lying principles of the platform anticipate that
such linkages will be of paramount importance
for any relevant analysis over the next years. The
Figure 1: Key features of framework provides well-defined interfaces to fa-

the iz modeling platform cilitate the exchange of input data and model re-

sults across disciplines and methodologies.

To this end, all components apart from the actual equations of the MESSAGE,;-
MACRO model written in GAMS (see below) are implemented in a way that the
platform can be used as a data warehouse and processing facility for any numerical
model. The database architecture, the browser-based user interface, and the interfaces
to the scientific programming languages Python and R are agnostic regarding the type
of mathematical program or data.

Last, but not least, the platform should support best-practice collaborative re-
search and facilitate transparency, interpretability, and verifiability. There are, as a
minimum, three dimensions to the quest for openness in this context (cf.
: The mathematical formulation and the implementation in a numerical

Transparency,
discoverability and
intelligibility of
scientific research



programming language must be easily accessible. Furthermore, it should be simple
to extend the structure or add model features (e.g., introduce new types of equa-
tions) even for non-expert users. Next, the underlying data and model results must
be accessible in an intelligible format. Finally, the scientific workflows used for data
pre-processing, model execution, and analysis of results must be implemented in a way
that allows scrutiny and external evaluation.

As a consequence of these considerations, the platform was structured around four
key features illustrated in Figure[I] The ultimate goal, as elaborated previously, was
to develop a framework to improve transparency and effectiveness of policy-relevant
modeling. The individual building blocks are listed below and described in detail in
the following sections.

e The MESSAGE;;-MACRO mathematical model — A least-cost systems opti-
mization program integrated with a stylized general-economy model implemented
in GAMS and published under an open-source license (Section ;

e A Java back-end linked to a powerful database architecture for scenario data
management, incorporating comprehensive version control (Section |2.3);

e Interfaces to the scientific programming languages Python and R for data pro-
cessing and implementation of workflows for model integration (Section |2.5));

e A REST API for standardized data exchange using web services (Section ;

e A user interface accessible via any web browser for model/scenario management
and data/results analysis, offering state-of-the-art features like Pivot table vi-
sualization and easy access to full data version control features including an
item-by-item change log (Section .

In line with the goal of transparency and accessibility, the GAMS equations and the
Java, Python and R interfaces are implemented with auto-documentation function-
ality: html pages are generated automatically with detailed documentation of the
mathematical formulation for MESSAGE,, and MACRO, as well as a comprehensive
manual of all functions implemented in the programming interfaces. All these docu-
mentation pages are generated directly from the model code, in line with best practice
of software development, and they can be viewed with any current web browser.

We envision that the ix modeling platform and the MESSAGE;, model will be fre-
quently upgraded to incorporate new features and support the integration with other
models. Therefore, the following sections do not provide a comprehensive documen-
tation of all features. Instead, this manuscript provides an overview of the guiding
principles and key components, and we refer to the comprehensive documentation
available at MESSAGEix.iiasa.ac.at|and the source code of the respective packages
published on GitHub for further (and up-to-date) information.

2 A platform for integrated and cross-cutting modeling

The iz modeling platform (ixmp) is a powerful and versatile data warehouse for refer-
ence data timeseries, modeling input, output from a numerical solver, and processed
results. The framework is geared towards facilitating integrated and cross-cutting anal-
ysis — hence the name iz modeling platform for the entire framework and MESSAGE,,
for the least-cost systems optimization model implemented on that platform. A de-
tailed feature overview of the platform components and their interlinkage is shown in
Figure

The platform is tailored to support scenario assessment in the sense often used
in economic or systems analysis: develop a baseline scenario using business-as-usual
assumptions or projections, and then compute the outcome under a large number of
parameter variations. In the context of integrated assessment models, these scenario
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Figure 2: Components and interlinkages of the ix modeling platform

assumptions can include emission constraints, policy measures like taxes or subsidies,
as well as different availability and characteristics of specific technologies or processes.

It is important to point out that no aspect of the platform is specific to integrated
assessment models, linear optimization, or the MESSAGE framework (see SectionE[).
The entire data warehouse infrastructure was developed for generic model definitions
and solution approaches. The platform can be used for linear optimization problems,

computable general equilibrium models (e.g., the AIM/CGE model, |[Fujimori et al.

2014

2014

, game-theoretic partial-equilibrium approaches (e.g., Huppmann and Egging}
, as well as simulation and agent-based models (e.g., LEAP, Heaps, [2016 or

COPA, Schmidt et al., 2016) — as long as they are derived from parameters and
sets/mappings to define the model structure, and generate output that can be framed
as variables and/or (marginals to) equations.

2.1

Package structure and license

The ixmp package consists of a compiled version of the Java core to connect to and
work with a database instance, as well as the open-source interfaces to the scientific
programming languages Python and R explained in more detail in the following sec-
tions. The package is distributed under an Apache License, Version ZEI

The repository includes detailed installation instructions, a list of dependencies,
as well as several tutorials and toy problems. Dantzig’s transport problem is used
to illustrate the model development and scenario analysis workflow, including the
integration of the iz modeling platform with GAMS (see Section.

2See fwww . apache . org/licenses/LICENSE-2.0 for more information.
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Class name | Role and functions

Platform Entry point or gateway for connecting to a particular
database instance and retrieving or editing data. This
class also provides functions to manage scenarios stored
in a database instance, (e.g., to access meta-data includ-
ing the last-edit user/timestamp) and add common terms
like region names or units for reporting.

TimeSeries | Reference data from one source or processed model result
from a scenario following the format of the Integrated As-
sessment Modeling Consortium (IAMC) timeseries data.
column names: model, scenario, region, variable, unit, [years]
Scenario Structured model instance input data (sets/parameters)
and model output (variables/equations). Model results can
be converted to the ITAMC timeseries format and accessed
using the functions of the TimeSeries class.

A Scenario can be initialized with a specific scheme, which
extends features of the generic class or automatically ini-
tializes a specific list of sets, parameters and variablesF]

Table 1: Main object classes of the iz modeling platform

The package can be used as a library for economic/environmental modeling or
scenario assessment as elaborated above. In line with the notion of “separation of
concerns”, the package covers the functionality and interfaces for data management;
any mathematical equations, the original input data, and the actual data pre- and
post-processing scripts should always be kept separate from the ixmp repository.

Contributions to the code base by users are encouraged. A Contributor’s License
Agreement (CLA) must be signed by all collaborators to establish a continuing open
development of features and additional tools, while removing potential conflicts of
attribution or licensing in the future.

Further information and download: github.com/iiasa/ixmp

2.2 Tools & features for effective model development and analysis

Software development and data management have become an integral part of scientific
work. While much computational work has been done on an ad-hoc basis in the past,
there is increasing awareness for the need of applying professional standards to writing
code and processing data (Heaton and Carver}, 2015)).

Given the constant pressure to publish results while they are relevant in a specific
policy discourse or in time for project deadlines, comprehensive documentation and
archiving of all pertinent data and tools are too often treated as an afterthought in
scientific work. This puts reproducibility of the research and verifiability of the derived
insights at risk. Useful overviews of “good-enough practices in scientific computing*
are given by |Wilson et al.|(2017b]) and |Sandve et al.| (2013)); recommendations include

3As an example, creating a new Scenario using the scheme MESSAGE initializes all sets and
parameters that are required by the GAMS implementation of MESSAGE;;-MACRO, see
Section El The scheme also adapts the function to_gdx(), such that additional information
including the MESSAGE;; version number are written to the GAMS gdx data file.
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breaking programming code into re-usable functions, using version control for any and
all code, and applying comprehensive data management across the entire workflow.

The ixmp package implements these practices on two levels: first, the platform
facilitates effective modeling and analysis in collaborative scientific work by providing
a simple database solution for working with scenarios. This allows modelers to focus
on the actual research question by automatically enforcing data version control and
consistency checks of model data. The standardized interfaces also makes it easier to
implement script-based workflows for scenario development and analysis, reducing the
need for “manual” (and thereby error-prone) data processing.

Secondly, the implementation of the iz modeling platform itself follows best-practice
of collaborative software engineering: the software development workflow uses GitHub
for version control and all new code is reviewed by co-developers; comprehensive doc-
umentation pages are built directly from the source code; and the software is based
on open-source packages. A number of these key features are described in more detail
below; see the online documentation and the release notes for further details.

Management of scenario and reference data The standard “block” of data
in the platform is either a TimeSeries or a Scenario object, identified by a ‘model’ and
‘scenario’ name and tagged with a version number. Each object may contain either
data from a reference source, which can be used as “raw” input data during model
development or calibration, or processed model input data and numerical results for
one scenario, projection, or pathwayEI

To illustrate the type of objects using examples from the realm of applied energy
systems modeling, an object could contain the following data:

i) reference energy system data like consumption and production quantities from a
source such as the International Energy Agency (IEA)EL fossil reserves estimates
collected by the US Geological Survey (USGSE or timeseries data from a provider
such as S&P Global Plattﬂ

ii) processed results from any model following the IAMC convention explained below,
like those submitted by modeling teams to the scenario database of the 5% As-
sessment Report of the IPCC (ARSﬂ or

iii) all pre-processed input data (sets and parameters) as well as outputs and post-
processed results for a numerical model instance.

The first two use cases are implemented by the class TimeSeries, while the third
is implemented as a Scenario (see Table |l)). The class Scenario extends (i.e., is a
sub-class) of a TimeSeries.

Standardized reference data and reporting of results Defining a common
standard for reference data and processed model results that has sufficient flexibility to
be applicable across many use cases, yet at the same time provides enough structure to
be useful, is a constant challenge. Too often, developers of new tools define yet another
comprehensive standard, only to realize limitations later. And even if that is not
the case, such reporting standards rarely become implemented across multiple tools,
models, or research groups. This limits interoperability of software and standardization
of features.

4These terms are sometimes used interchangeably: for the purpose of this manuscript,
we mean one numerical evaluation of a baseline or counterfactual trajectory to be used in
conjunction with a mathematical model.

5See www.iea.org/statistics for an overview of IEA statistics and database.

6See lenergy . usgs . gov|for an overview of datasets provided by USGS on energy and natural
resources

"See fwww.platts. com for more information.

8The AR5 scenario database is available at tntcat.iiasa.ac.at/AR5SDB/.
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To avoid a similar fate, the ixmp package implements the reporting template devel-
oped by the Integrated Assessment Modeling Consortium (IAMCﬂ This template has
proven to be useful in multiple model intercomparison projects including the Shared
Socioeconomic Pathways (SSP), the Representative Concentration Pathways (RCP),
the 5" Assessment Report of the IPCC (ARS5), and multiple rounds of the Energy
Modeling Forum (EMFB More importantly, a large number of research groups have
already implemented routines and tools to export their native model outputs to the
TAMC template. The community is also spending substantial effort to provide stan-
dardized tools and workflows to work with this template{ﬂ

According to the template convention, any timeseries data is structured as follows:

model ‘ scenario ‘ region ‘ variable ‘ unit H <yearl> ‘ <year2> ‘
s - T |

Here, the columns “model” and “scenario” are determined by the model and scenario
name identifying an TimeSeries or Scenario; columns “region” and “unit” are generic,
though new terms have to be initialized via the Platform class (see Table [I]).

The column “variable” provides the required versatility of this template: it can
contain any string, and a semi-hierarchical structure can be implemented using the
“|” character, e.g.,

Category|Subcategory|Subsubcategory|Additional Specification
or to use a more tangible example from energy systems modeling:

Secondary Energyl|Electricity|Wind|Onshore

The number and sequence of sub-categories is completely generic, and no hierar-
chical structure is imposed by the ixmp package. This means that whether the sum
over all subcategories (Category|Subcategory) matches the values provided for the
“parent” timeseries (Category), if reported, is not validated by the platform. Instead,
it is up to the modeling team (or teams in model intercomparison projects) to define
variable trees as required for the specific analysis.

Model data consistency evaluation The ixmp Java core contains multiple
consistency checks for efficiently working with model data. Helpful error messages are
raised via the scientific programming interfaces wherever possible, to help the user
identify potential issues.

The following examples illustrate the data and workflow consistency checks imple-
mented in the platform. They are intended to reduce mistakes from typos or common
oversights during model development:

i) A new parameter can only be initialized over an index set if that set has been
previously initialized.
Initializing a new parameter "a(i)" requires an index set "i"
ii) Adding a new element to a parameter only works if that item is defined as an
element of the respective index set(s)
Adding a new element "item" to parameter "a(i)" requires that
"item" is an element of index set "i"

iii) If a solution (levels/marginals of variables and equations reported by a numerical
solver) has been imported to a Scenario, it is not possible to check out and edit
any input data for that Scenario. This ensures that the input data and the
solution are always in syn

9Refer to data.ene.iiasa.ac.at/database for details on the reporting template.

10See lemf . stanford.edu for a list of current and past projects.

HSee the public community repository at github.com/IAMconsortium for more information.

12In case a Scenario needs to be edited and solved again, the user can either remove the
solution to allow data changes (remove_solution()) or create a copy/clone of the Scenario
without the solution (clone()).
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Comprehensive version control and item-by-item change log Another
major challenge of scenario assessment is the crucial task of keeping track of input
data and assumptions, as well as complete outputs and numerical results, across an
oftentimes large ensemble of model runs. This is particularly important to guaran-
tee reproducibility and assessability of modeling results. To facilitate this task, the
ix modeling platform implements comprehensive data version control.

Each model/scenario instance is tagged by a version number, such that no data
needs to be overwritten or deleted in the underlying database instance when updating
a data point. For each model/scenario identifier, one version can be assigned as the
default version.

The platform comes with standard functions to clone (i.e., copy, duplicate) an ex-
isting Scenario instance for use as starting point of scenario analysis or development of
new baselines. The platform also implements a check-out/make-changes/commit work-
flow, to ensure that only one user at any time can make changes to one model/scenario/version
instance in the database. All data changes are logged in the database with a user/timestamp,
a commit message, and an item-by-item log including the previous value, allowing the
user to "undo” any data changes.

The scientific workflow envisaged here is the following:

i) Develop and calibrate a Scenario
ii) Clone the baseline Scenario under a new model/scenario name

iii) Check out the Scenario, modify the model structure (i.e., sets and mappings)
and edit parameter values

iv) Commit the changes to the Platform (and underlying database instance)

v) Solve the model (export Scenario to a numerical solver using e.g., GAMS, solve
the model instance, import the solution to the Scenario)

vi) Use the scientific programming interface (see Section [2.5)) or the browser-based
user interface (see Section [3) to analyze the results.

Continuous integration and collaborative development All code under-
pinning the ixmp package is maintained on GitHub to facilitate collaborative develop-
ment and code review (Petre and Wilson, [2014]). This also simplifies distribution of
updates to users. The package implements a number of unit testﬂ These tests are
executed on CircleC]E for any pull request issued via GitHub, as well as on a user’s
computer during installation of the ixmp package. They ensure that updates do not
cause conflicts with existing features and that the package is installed correctly.

2.3 The Java core

The core component of the iz modeling platform is a Java Virtual Machine to manage
the connection to an underlying database instance and retrieve or edit data. Java
is a compiled language, which ensures fast access times, and there are established
Application Programming Interfaces (API) from Java to Python, R, GAMS, and other
programming languages.

Another advantage of a compiled program at the heart of the modeling platform
is the definition of well-defined handshakes between API’s and the data warehouse.
This allows to implement very rigid consistency checks for data and access levels, as
described briefly above and illustrated comprehensively in the online documentation
and tutorials.

13Unit tests are a method during software development, in which individual functions of a
package or module are executed and compared to a pre-defined outcome. This ensures that
adding new features or functions does not cause any existing parts of the software to break,
and it facilitates code review by illustrating the intended application of a new feature.

14See www.circleci.com for more information.
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2.4 The database architecture

At the current status of development, the platform supports connections to ORACLE
database servers for high-powered, large-scale scenario analysis, as well as local, file-
based HyperSQL DataBase (HSQLDB) instances for development, testing, and sce-
nario analysis at smaller model sizeﬂ Interfaces from the Java core to other relational
database formats or even a switch to non-relational structures are possible extensions.
This may become useful as the size of stored data increases and access time develops
into a bottleneck constraining efficient modeling.

When initializing a Platform instance and connecting to a database (either a
scheme on an ORACLE server or a local HSQLDB file), the database migration tool
ﬂywaﬂ manages the creation or update (if necessary) of SQL tables required for
the ixmp package. Using an out-of-the-box tool ensures that users do not need to
have any knowledge of SQL database management for getting started. Also, future
developments of ixmp that require additional tables in the SQL schema, like better
metadata categorization and tagging features, can be rolled out and used with existing
ixmp database versions with minimal overhead.

2.5 Interfaces to scientific programming languages: Python & R

To facilitate efficient model development and scenario analysis, it is paramount to
establish effective integration with powerful scientific programming tools. This allows
to use script-based workflows and automate many aspects of data pre- and results
post-processing. However, the modeling community is split in roughly equal shares
between R and Python as the programming language of choice, while Matlab and
other options are also commanding a sizeable community. Often, the split runs within
research groups, hindering easy collaboration and joint work using the same database.

Pursuing the aim to develop a general modeling platform that is useful to many
different communities and across disciplines, the ixmp framework supports integration
with Python and R. While the notation convention obviously differs between theses
languages, all functions and interfaces to work with the platform are implemented in
as parallel a manner as possible. Furthermore, the basic tutorials for working with the
ixmp framework are provided in both programming languages.

2.5.1 The Python package ixmp

The interface between the ixmp Java core and Python is an installable package ixmp
with several Python classes used as wrappers for the respective Java classes. It uses
the Python package prpﬁ for the connection between Python and the Java Vir-
tual Machine. All functions include comprehensive auto-documentation and an API
documentation page is built using Sphimﬁ

The data transfer of sets, parameters, and the solution (levels and marginals of
variables and equations at the optimum of an optimization problem) between the ixmp
Java core and Python directly uses the Python pandas package for dataframes.

The package also includes several command-line interface (CLI) gateways, so that
functions for importing timeseries data to a Platform instance and similar operations
can be executed from any programming environment.

Further information: MESSAGEix.iiasa.ac.at/api/python.html

I5Refer to hsqldb.org for an overview and list of features.
16Gee [f1ywaydb. org for more information.

17See pypi.python.org/pypi/JPypel for more information.
18See www.sphinx-doc . org for more information.
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2.5.2 The R package rixmp

The interface between the ixmp Java core and R is implemented as an installable R
package rixmp. R packages are the fundamental unit of shareable code in R, and offer
the advantage of bundling together code, documentation and tests, while making it
easier to share with others (Wickham) 2015]).

The package uses the rJava library and implements several Reference Classes for
object-oriented programming as wrappers for the Java classes. Auto-documentation
is generated using roxygenﬂ and is available through the R built-in help system.

An alternative option to the rixmp package is a connection to the core via the
Python ixmp implementation using the R reticulate librarym We are currently
exploring both options to assess which approach is preferable in terms of native support
to users of the modeling platform and developing the Python and R interfaces in
parallel.

Further information: MESSAGEix.iiasa.ac.at/api/R.html

2.6 Data exchange via the REST API

The interfaces to the scientific programming languages Python and R introduced above
are intended for high-powered computing and integration in a scientific workflow, with
direct connection to the database. For other applications or for remote access to a
server running ixmp and the database instance, the package includes a Representational
state transfer (REST) web service, also called a REST API.

This service provides a generic and well-defined way to access and exchange data
with a server running an ixmp instance, which is then itself connected to a database.
The REST API can be used for any type of application, with mobile apps for smart-
phones and web applications running in a browser being the most common cases.

2.7 Integration with GAMS

The ix modeling platform includes an interface to the General Algebraic Modeling
System (GAMSB a software system for mathematical programming and large-scale
numerical computation. The interface allows to export scenario data to a mathematical
program implemented in GAMS and import the numerical solution to the platform
instance after executing the program. In addition, the iz modeling platform includes
a feature to create documentation pages from the GAMS code.

2.7.1 Data exchange between GAMS and ixmp

The data exchange is implemented using the GAMS-Java-API and uses the GAMS-
specific format gdx.

Calling the function to_gdx() on a Scenario exports all input data to a gdx-file,
which can then be imported by GAMS when executing a program (usually solving a
mathematical problem). Upon completion of the numerical computation, GAMS can
export the solution to another gdx-file, which is then imported to the Scenario using
the function read_solution_from_gdx(). A wrapper function solve() combines these
two functions together with a call to the GAMS command line interface to execute a
mathematical program.

To illustrate the workflow of model development (i.e., defining the model structure,
setting the parameter values) and solving the numerical instance using the ixmp-GAMS

19See roxygen.org/| for more information.
20See \github. com/rstudio/reticulate/| for more information.
21See www.gams . com for more information and download.
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interface, the package includes a tutorial based on Dantzig’s transport problenﬁ. This
example is often used as a “Hello World” equivalent for mathematical-programming
languages.

Further information: github.com/iiasa/ixmp/tree/master/tutorial/transport

2.7.2 GAMS code documentation using Python/Sphinx

Ensuring up-to-date and comprehensive documentation of mathematical equations,
code, and workflow scripts is a constant challenge in software development. It is
therefore understood as best-practice to keep the source code and a comprehensive
documentation side-by-side, within the same document if possible. Because GAMS
does not offer a suitable native documentation feature, we implemented an extension
to write mark-up text directly in any GAMS code and translate it to html pages for a
full-fledged manual@

A parser scans GAMS files included in the package for documentation paragraphs.
These are written in the restructured text (rst) format, an easy-to-read markup syntax
that includes full BTEX support for proper formulation of mathematical equations.
The mark-up documentation paragraphs in the GAMS code are then processed using
the Python package Sphinz (introduced above) to generate html pages viewable with
any browser. These pages can be viewed offline and do not require a web server.

This feature is available as a stand-alone package under a BSD-3 open-source
license. It can therefore be included in any GAMS project independently of the ixmp
package.

Further information and download: github.com/iiasa/gams_stub/

2.8 Outlook: other mathematical programming languages

At the time of writing, only the mathematical programming software GAMS has an
explicit API implementation in ixmp to solve optimization problems, as described
in the previous section. This is due to the parallel development of ixmp and the
MESSAGE;, model (see Section [4).

Integration with programming tools in Python (e.g., pyomolfb or Rlﬂ could be
easily implemented via the respective API’s. Furthermore, it is possible to implement
data exchange features with other frameworks like the GNU Linear Programming Kit
(GLPKE Such functions would have to be added to the Java core, with respective
implementation in the Python and R API’s.

3 A web application for the modeling platform

The programming interfaces described in the previous section are complemented by
a web application, which is a graphical user interface (GUI) accessible through any
web browser. This reduces the barrier of entry and makes the the ixmp framework
accessible for technically less versed users.

22See  www.gams.com/24.8/docs/userguides/userguide/ u_g_tutorial.html| for the
GAMS tutorial based on the transport problem.

23Since version 24.8, GAMS includes the extension model2tex, which parses mathematical
equations and translates them to INTEX. However, we found that this feature does not provide
sufficient flexibility to add explanations and references to other parts of the code, and therefore
implemented an alternative solution.

24See www. pyomo . org for an introduction and download.

25See |CRAN.R-project .org/view=0ptimization |for an overview of optimization tools in R.

26See fwww . gnu. org/software/glpk for more information.
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The web application is connected to the REST API described in Section [2.6] De-
veloping the web application using state-of-the-art libraries and toolkits allows to offer
an appealing user experience with a focus on efficient data processing and intuitive
visualizations.

The web application is still in development when submitting this manuscript. In
the future, it will allow analyzing and visualizing model input data, optimization
results and processed timeseries across multiple scenarios. It will also provide access
to the scenario history and the detailed change-log of an ixmp database instance.

A beta version of the ixmp web application is used to run the IJAMC 1.5° C Scenario
Explorer hosted by IIASA (Huppmann et al. 2018)@ At this state, the application
provides intuitive visualization of scenario results. Figure [3] shows two screenshots of
that instance.

4 The MESSAGE;,-MACRO integrated assessment model

The first model implemented within the ixmp framework is the MESSAGE,;,; model, a
versatile systems optimization model based on the MESSAGE equations discussed in
the introduction (Section. This model can natively be coupled with a single-sector
computable general equilibrium (CGE) model (MACRO).

The MESSAGE;;-MACRO energy system optimization and integrated assessment
model is implemented in GAMﬁ a powerful software system for mathematical pro-
gramming and large-scale numerical computation. GAMS offers a good compromise
between an easy-to-learn syntax with little programmatic overhead, and native inte-
gration with powerful numerical solvers including CPLEX and GUROBI. This allows
even non-expert users to “look under the hood” and understand the mechanics of
any equation, while providing the flexibility and numerical scalability to solve large-
scale applications and easily extend beyond linear programming methods in future
extensions.

4.1 Package structure, license, and documentation

The core component of the message_ix repository are the equations of the MESSAGE,,
and MACRO models. The implementation and associated tools are distributed un-
der an Apache License, Version 2, similar to the ixmp package. The installation
instructions and dependencies are virtually identical to those of the ixmp package (see
Section . The distribution also includes several tutorials to illustrate the develop-
ment of a stylized national energy system model and scenario assessment for policy
evaluation.

Comprehensive documentation pages compiled from the GAMS source code and
the ixmp package documentation are publicly available at MESSAGEix.iiasa.ac.atl
This website is updated automatically based on the most recent version of the pub-
lic message_ix GitHub repository, using the GAMS documentation tool discussed in
Section

Further information and download: github.com/iiasa/message_ix

4.2 The MESSAGE;, systems optimization model

The first version of the MESSAGE systems optimization model was developed in the
eighties aimed at energy systems planning. The mathematical formulation and sup-

27See data.ene.iiasa.ac.at/iamc-1.5c-explorer/|for more information.
28See jwww . gams . com and Section
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Figure 3: Two screenshots from the TAMC 1.5°C Scenario Explorer hosted by IIASA

(data.ene.iiasa.ac.at/iamc-1.5¢c-explorer, [Huppmann et al. [2018)), powered by a beta version
of the ixmp web application (see SectionE[).
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porting tools developed over the past decades have been re-implemented and improved
for public release together with this manuscript.

Purpose of the model

MESSAGE;, is a dynamic linear least-cost optimization problem. The model seeks to
satisfy given demand levels by commodity and node (region, country, etc.) at minimal
total cost. The objective function aggregates costs and expenditures across all mod-
ules detailed below. These include investment and operational costs for technologies,
costs for exhaustible resource extraction and power generation from renewable energy
sources, as well as emissions taxes and other expenditures.

The model determines the optimal configuration of the energy system (and other
sectors as included in the underlying data, e.g., water supply) under various technical-
engineering, socio-economic, or biophysical constraints. In the default mode, the model
assumes perfect foresight until the end of the optimization horizon. Myopic behavior
or limited foresight can also be implemented in a rolling-horizon solution approach.

Structure and modules

The mathematical formulation of MESSAGE,, is centered on technologies that use
and produce/generate commodities. These commodities can be modeled at different
levels to depict a reference energy system from primary extraction to consumption
of final or useful energy. Specific aspects common in energy-environmental systems
models such as exhaustible and renewable resources or emissions are implemented in
dedicated modules.

Technologies Technologies are the key building blocks of a model instance, repre-
senting steps along the supply chain of a reference energy(-environment-...) system.
Each technology can have technical-engineering parameters such as upper and lower
bounds on capacity or activity. They can also include dynamic constraints, in which
the capacity expansion or activity level in one period constrains the feasible options
at a later point in the model horizon. This can be used to represent the inertia in a
system or economic-engineering limitations to the diffusion of a technology beyond a
certain rate.

The MESSAGE,,; implementation supports a detailed vintage representation of
installed capacity for each technology. This allows to represent changing character-
istics of an installation over time, like decreasing efficiency or increased operation-
and-maintenance costs towards the end of a plant’s technical lifetime. Due to the
specific representation of both fixed costs (per unit of installed/maintained capacity)
and variable/operating costs (per unit of activity), the model endogenously determines
the optimal point in time for retiring a plant. This allows to distinguish between the
“technical lifetime“ of an installation (an engineering parameter) and the “economic
lifetime“, which is a model outcome depending on the market environment (i.e., when
future revenue is lower than fixed and operating costs, making it cost-optimal to retire
a plant).

Exhaustible resources Non-renewable resources are usually the first level in a
reference energy system, before the ‘primary energy’ level. To reflect the cost charac-
teristics of fossil fuels and the typical extraction path across multiple deposits, com-
modities are distinguished by different grades in the mathematical formulation.

Each grade has an upper limit on cumulative extraction over the entire model hori-
zon. In addition, constraints on total extraction in a period can be specified either in
absolute terms (as an upper bound) or as a maximum share of remaining resources (i.e.,
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Figure 4: Illustration of resource supply curves and the ”remaining resources” constraint. The
model cannot fully use the cheap resource grade g; in the illustrative period y, because only a
fraction of each grade can be extracted per year. It has to partly switch to the more expensive
resource grade g2 to satisfy demand for this resource.

initial endowment at the beginning of the model horizon less extraction in previous pe-
riods). These equations allow to implement the characteristic resource supply curves,
where cheap deposits are used first, but not necessarily exclusively. If parametrized
appropriately, the formulation ensures extraction from a range of deposits (or grades)
in every period. The extraction then shifts gradually to costlier options over time or
if a basin is depleted (see Figure EI)

Renewable resources |Sullivan et al| (2013) proposed a mathematical formula-
tion to appropriately incorporate the supply of renewable energy resources. Because
high-quality locations for wind and solar power generation are usually exploited first,
increasing penetration of these technologies results in increased capacity requirements
per amount of energy generated. Renewables differ from non-exhaustible resources
in this regard, where exploitation of deposits over time leads to increasing extraction
costs.

System integration, firm capacity, and flexibility Energy-systems opti-
mization models like MESSAGE,, represent the electricity sector in a rather stylized
manner. This neglects the system-wide considerations from the portfolio of power
plants and variability of renewable energy sources. |[Johnson et al|(2016) and |Sullivan|
proposed a number extensions to incorporate a better representation of
the power sector in such reduced-form models.

The first consideration is the requirement for flexibility: each technology as well
as load (demand) either provides energy that can be quickly ramped up or down
(positive contribution to the flexibility metric), or increases the requirement to be
offset by flexible plants (negative contribution). The aggregate of the flexibility metric
over the electricity mix must be positive, ensuring that the system is “sufficiently
flexible”.

Another issue, often associated with variable renewable energy sources, are the
impacts arising from high shares of variable and intermittent supply. Increasing pene-
tration causes additional requirements on the system to accommodate variability and
limited predictability. In such models, demand is usually represented as an average
over a year or a sub-annual time slice. To guarantee that the peak load can be met
at all times, the consumption of electricity multiplied by a peak-load factor must be
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Figure 5: Illustration of system integration constraints with regard to firm capacity: the
capacity required to be “firm” (Johnson et al.| 2016} [Sullivan et al.l |2013]) depends on yearly
average load and a peak-load mark-up; technology t1 is dispatchable and all installed capacity
counts towards firm capacity; technology ¢2 depends on variable renewable energy source and
different “ratings” counts towards firm capacity at a decreasing rate; the size of each rating
bin depends on the share of that technology in the supply portfolio.

offset by reliable and dispatchable power plants, often referred to as firm capacity.
The formulation is illustrated in Figure [f]

Due to their intermittent generation profile, installed capacity of variable renewable
energy sources like wind and solar only counts towards firm capacity at a fraction, if at
all. These considerations for renewables are modeled via multiple ratings of renewable
resource categories, where the “quality” of power generation from these resources in
terms of firm capacity and flexibility depends on their share in the total energy supply
of a commodity.

Emissions and pollutants One common application of systems optimization
models is the evaluation of pathways under greenhouse gas emissions constraints. The
implementation therefore includes a dedicated formulation for upper bounds on emis-
sions and pollutants. The implementation natively aggregates emissions across spatial
scales (see also the following paragraph) such that an upper bound defined at the
regional level constrains the total emissions from all subregions. The formulation is
also flexible as to only account for emissions from specific categories of technologies or
land-use scenarios, or to constraint the (average) emissions over a set of model periods.

Land-use model emulator The land-use sector is of great importance in inte-
grated assessment modeling both for providing bioenergy and food, and for acting as
a source and sink of emissions. However, agriculture and forestry do not fit naturally
into the formulation of energy system models based on technologies. Furthermore,
merging two very detailed data sets of the energy system and land could create issues
in terms of numerical computation and tractability.

For this reason, the MESSAGE,;, implementation incorporates a generic land-use
emulator, where the model can determine a linear combination of land-use scenarios or
trajectories depending on cost characteristics, emissions profiles, output of commodi-
ties (e.g., crops, bio-energy), and input requirements (e.g., fertilizer).

The parametrization of the land-use scenarios is intended to be provided by other
models specific to the agriculture sector. Hence, these equations can be characterized
as a “model emulator”, allowing to include a stylized representation of a full-fledged
land-use representation in a MESSAGE,, model instance.

User-defined relations When developing new features in a numerical model in-
stance, it is often useful to provide a flexible way for introducing constraints or consid-
ering costs beyond those introduced in the respective sections in the objective function

20



(technologies, resources, emissions, etc.). For this purpose, the MESSAGE;, formu-
lation includes a generic implementation for (linear) constraints of the form Az < b.
Here, the vector x represents the decision variables for capacity expansion, total in-
stalled /available capacity (summed over all vintages), and the activity level of a tech-
nology, and the matrix A are the multipliers for aggregating the “left-hand side” of
the relation. In addition, the objective function includes a generic cost term of the
form (A a:)Tc, where Az is the aggregate left-hand side of the relations as defined
above, and c is a vector representing the costs.

Alas, user-defined relations should be replaced by specific equations and parame-
ters when a new feature is “made permanent” and integrated into the core version of
MESSAGE,;. This will facilitate a continuously evolving documentation of model fea-
tures and therefore support easy interpretation and parametrization for new collections
of parameters and equations.

Native spatial and temporal disaggregation As stated in the introduction
and motivation for the development of the MESSAGE,, framework, an efficient treat-
ment of spatial and temporal disaggregation levels is paramount to conducting relevant
scenario analysis for future research questions. For this reason, the MESSAGE;; im-
plementation includes a native consideration of technologies and other aspects across
hierarchical spatial and time disaggregation levels.

In this way, it is possible to develop data sets for MESSAGE,, model instances
where some technologies or commodities are considered at a regional and annual-
average level, while other aspects are considered at a much finer spatial and/or tem-
poral resolution level. One example for the first category of highly aggregated technol-
ogy is coal extraction, where seasonal variability and local transport infrastructure are
usually of lesser concern. In contrast, power generation or water consumption along
a river basin often require a high level of detail to accurately identify system-wide
impacts and interdependencies across sectors.

This feature facilitates an effective scenario development process and reduces the
processing burden on the numerical solvers, because only the relevant sectors are
modeled at a high level of detail.

Infeasibility identification and debugging features When developing large,
complex systems models, it is often non-trivial and time-consuming to identify the rea-
sons for infeasibilities or “model artefacts” (i.e., results caused by overly constraining
or counter-acting model specifications). The MESSAGE,, implementation includes
several checks during the GAMS pre-processing to identify potential data inconsisten-
cies.

Furthermore, it includes the option to relax (all or a subset of) constraints and
penalize the relaxation in the objective function. This allows to identify which con-
straints may cause infeasibilities of a scenario.

Further information: MESSAGEix.iiasa.ac.at/debugging.html

4.3 The MACRO general-economy model

The aggregated, single-sector macro-economic model (MACRO) has been derived from
the so-called Global 2100 or ETA-MACRO model (Manne and Richeis, [1992)), a pre-
decessor of the MERGE model (Manne et al.} [1995).

Purpose of the model

The MACRO model seeks to maximize the inter-temporal utility function of a single
representative producer-consumer in each region. The decision variables are a sequence
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of savings, investment, and consumption levels. Capital stock, available labor and
energy inputs jointly determine the total output of the economy according to a nested
constant-elasticity-of-substitution (CES) production function.

4.4 Native integration of MESSAGE;, and MACRO

It is well-established that given the numerical scale of systems optimization problems
and general-economy models, an iterative approach is most appropriate for integration
of such types (Kypreos and Lehtilal [2015; [Bohringer and Rutherford, 2009). The
MESSAGE,;;-MACRO framework provides a native iterative procedure to incorporate
the feedback from price changes on demand.

The integration includes several useful tools, including the calibration of param-
eters required for the MACRO model to the demand projections used for the corre-
sponding MESSAGE,, data set. Because the iteration between the linear MESSAGE,,
equations and the non-linear MACRO model may experience numerical problems, the
iterative procedure also contains checks on oscillation of the solution. These features
are described in detail as part of the framework documentation.

5 Summary and Outlook

Numerical energy sector optimization and integrated assessment models are widely
used in policy analysis and evaluation of pathways for transformation of the human
and earth system. With the interaction of sustainable development and climate change
gaining increasing prominence at the interface of science and policy, developing compu-
tational tools and models that operate across academic disciplines and methodologies
becomes ever more important.

At the same time, reproducibility and transparency of scientific analysis are rapidly
becoming a focus of researchers, policy-makers and funding agencies alike. New tools
for effective collaboration from software development and business management are
being applied in academia to facilitate interdisciplinary work and meet the growing
demand for openness.

It is in this spirit that we re-implemented the well-established MESSAGE model,
developed at ITASA over the past four decades. This manuscript presents the key
building blocks of this new framework for integrated and cross-cutting analysis:

The framework is structured around a powerful database infrastructure to support
effective modeling workflows and scenario management. This iz modeling platform
(ixmp) is implemented as a versatile and flexible data warehouse, such that it can
be used for any numerical simulation or optimization model. The package includes
interfaces to the scientific programming languages Python & R for data processing
and analysis, and to GAMS for large-scale numerical computation. A graphical user
interface viewable with any web-browser provides state-of-the-art tools for data visu-
alization and analysis of numerical results.

The framework includes an open-source GAMS implementation of the MESSAGE,
systems optimization model, where the subscript iz indicates that it is fully integrated
with the ixmp package. The model allows to determine the optimal capacity portfolio
and least-cost solution for satisfying a given demand for commodities or energy (ser-
vices). The linear program can be natively coupled with the MACRO general-economy
model to incorporate the feedback from prices on demand levels.

The MESSAGE;, model and the ixmp package are developed following commonly-
agreed guidelines of best-practice for collaborative research and scientific software
engineering. Comprehensive documentation pages of the mathematical formulation
and the interfaces to Python & R are generated from the respective source codes. All
scripts and tools are developed under version control on GitHub, and the framework is
structured across multiple repositories to separate the mathematical formulation from
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the database infrastructure and scientific-programming interfaces. The repositories are
distributed under the open-source Apache 2.0 license to encourage broad application
and contribution from a wide range of users.

The versatile and modular structure of the ixmp package and the interfaces to
widely used scientific programming languages allow to easily use this framework as a
data warehouse for other numerical optimization, simulation or equilibrium models.
Given the increasing need for integration of tools and methodologies across disciplines
to better understand interdependencies and trade-offs, applying a common data ware-
house architecture for multiple models will greatly facilitate such integration.

Going forward, it is our intention that the MESSAGE,, model and the ixmp pack-
age will be adopted by other research groups and applied modelers for energy sector
planning and the analysis of transition pathways of human and earth systems in the
context of climate change and sustainable development. The framework is structured
specifically to facilitate a wide range of policy applications and extensions by adapt-
ing the mathematical formulation and developing new features of the ixmp package as
required for specific research questions.

For that reason, this manuscript presented the structure of the framework and the
inter-linkage of the building blocks, rather than a fully comprehensive documentation.
Instead, we refer to the online documentation and user community pages for the latest
releases, including the mathematical formulation, tutorials and ongoing developments.

Further information: MESSAGEix.iiasa.ac.at
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