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Abstract
The aim of this research was to discover if artificial neural networks can be used to classify 

pressure sensor data generated by medical detection dogs as they sniff biological samples. 
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A detection dog can be trained to recognise the odour emitted by one of a wide range of 

diseases such as prostate cancer, malaria or, potentially, COVID-19. The dog searches a 

row of sample pots and indicates a positive sample by sitting in front of it. This offers a non-

invasive means of diagnosing the specific cancer or disease that the dog has been trained to 

recognise. For this study, pressure sensors were attached to the sample pots to generate 

time series data pertaining to the dog’s searching behaviour as they press their nose against 

the sample pot to sniff its content. Automatic classification could provide a second form of 

indication, to support or refute the dog’s explicit signal (to sit at a positive sample), which is 

not always correct. Ultimately, classification software could eliminate the need for the dog to 

perform an indication gesture, making the dog’s task easier and training quicker.

Four different neural network architectures were evaluated: multilayer perceptron (MLP), a 

convolutional neural network (CNN), a fully convolutional network (FCN) and ResNet (a 

deep convolutional neural network). Each model was trained to classify the pressure data 

generated by medical detection dogs. To achieve a useful level of accuracy, it was found 

that the models needed to be trained using only those data samples where the dog had 

correctly classified the scent sample. 

Model hyperparameters were tuned to improve accuracy. We found that the best performing 

model was MLP. When tested on previously unseen data, where the dog was not always 

correct, the classification performance of the MLP approached that of the medical detection 

dogs. For our particular dataset, the model’s true positive rate (i.e. recall) was 59%, 

matching that of the dogs. The model’s true negative rate was 79%, compared to the dogs’ 

91%.
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1. Introduction
Medical detection dogs are trained to recognise the odour of volatile organic compounds that 

are emitted by biological samples provided by patients with certain diseases. Dogs have 



been trained to recognise prostate cancer from urine samples, malaria from clothing worn by 

carriers of the disease (Guest et al., 2019) and, most recently, dogs are being trained to 

detect COVID-19 (London School of Hygiene & Tropical Medicine, 2020; Straiton, 2020). 

The detection dog is taught to indicate a positive sample by sitting in front of it1. This 

requires the dog to translate their spontaneous response to the odour into a human 

signalling convention (the sit). This translation limits the signal’s reliability (Mancini, Harris, 

Aengenheister, & Guest, 2015). In studies by Johnston-Wilder et al. (2015) and Mancini et 

al. (2015), pressure sensors were attached to the sample pots and collected data on the 

sniffing behaviour of medical detection dogs. A visual inspection of the data suggested that it 

may be possible to classify a sample as positive or negative from this data alone, without the 

need for the dog to sit (Johnston-Wilder et al., 2015). This proposal is investigated in the 

research presented here. Our research aims to find out whether the dogs’ spontaneous 

response can be classified directly, using artificial neural networks, from the univariate time 

series data of a pressure sensor on the sample pot.  

Neural networks are computational models inspired by the biological neuron. They have 

been adopted for time series classification (Nweke, Teh, Al-Garadi, & Alo, 2018 and Wang, 

Yan, & Oates, 2017b) and have a wide range of applications: human activity recognition 

from smartphone data can aid assisted living (Ronao & Cho, 2016); animal behaviour 

classification from accelerometer data informs the study of the effect of environmental 

factors on wild animals (Brewster et al., 2018; Nathan et al., 2012). To our knowledge, this is 

the first study to apply artificial neural networks to automatically interpret detection dogs’ 

responses to scent samples based on pressure sensor data. 

A range of other sensors and instruments have been used, sometimes in combination with 

other statistical or machine learning techniques, to capture canine behavioural and 

physiological responses to olfactory stimuli: the use of accelerometers and gyroscopes to 

identify sniffing activity based on nose position, with k-Nearest Neighbours algorithm for data 

analysis (Ladha et al., 2013); hot-film probes  to measure airflow during sniffing and inform a 

computational fluid dynamics simulation (Craven et al., 2010); stethoscopes on the rib cage 

and throat  to extract ECG and acoustic features of sniffing behaviour with manual statistical 

analysis and inspection of data visualisations (Brugarolas et al., 2019); manual video 

analysis and statistical analysis to study sniffing frequency and duration (Concha et al., 

2014); and magnetic resonance imaging (MRI)  to identify differences in the activation of 

different brain regions in response to low and high odour intensity (Jia et al., 2014). 

However, these methods are too coarse (unable to characterise response patterns), too 

1 An informative video, by OUresearch on YouTube, can be viewed at https://youtu.be/MyHjq8Od-Xg 

https://youtu.be/MyHjq8Od-Xg


intrusive (disruptive of sniffing activity) or too impractical (unusable in-situ). Instead, we used 

pressure sensors to capture performance-based signals (i.e. signals whose intensity is 

directly determined by the activity being performed) that are sufficiently fine-grained and can 

be captured in situ without constraining or interfering with the dogs’ detection activity. Our 

early work with a prototype system that uses pressure sensors to capture the dogs’ 

spontaneous physical interaction with the samples (Mancini et al., 2015) suggested that 

highly detailed data patterns might be identified which correlate with sample concentration 

(Johnston-Wilder et al., 2015). Careful inspection of close-up HD video recordings of the 

dogs’ sniffing behaviour revealed that every contact perceptible on video was reflected in 

intricate pressure signals obtained from the sensors. The work presented here is the first to 

apply artificial neural networks to the analysis of this data towards the precise identification 

of such patterns. The neural network architectures recommended by Wang et al. (2017b) 

were applied to this novel dataset.

This research examined whether pressure sensor data is an effective indicator of a detection 

dog’s response and therefore an indicator of a positive sample. It has the potential to 

improve the accuracy of canine bio-detection, strengthening its viability as a clinical 

diagnostic test. In the case of prostate cancer, for example, detection via a urine sample 

would be preferable to the invasive biopsy that is currently used for diagnosis.

The rest of this paper is organised as follows: Section 2 reviews time series classification 

neural networks in the literature and select architectures suitable for this application. Section 

3 provides background information on the process of training and working with medical 

detection dogs. In Section 4 the method of collecting the detection dogs’ data is described 

and the selected neural networks are detailed. In Section 5 the accuracy of the neural 

networks in classifying the data samples is presented. A discussion of the insights afforded 

by this research then follows in Section 6. Finally, a summary of the results, our conclusions 

and recommendations for further work are given in Section 7.

2. Related work
Time series classification (TSC) has long been performed using features-based machine 

learning methods (Nweke et al., 2018). This requires features such as the mean, zero-

crossings, signal magnitude area and dominant frequency (Figo, Diniz, Ferreira, & Cardoso, 

2010) to be extracted from the data and used as an input to a classification algorithm. There 

is no universal set of features that is appropriate for every domain and often the features do 

not generalise well between data samples from different sources (Nweke et al., 2018). In the 

case of medical detection dogs, different dogs might generate different features. In contrast, 

a neural network automatically discovers the discriminating features, and the same 



procedure can be applied to a wide variety of datasets (LeCun, Bengio, & Hinton, 2015). In 

the past few years, artificial neural networks have proved superior to conventional machine-

learning techniques in a diversity of fields including classification of images and of speech 

(LeCun et al., 2015). Inspired by this, researchers have started to apply neural networks to 

TSC. 

A public repository of time series datasets, the University of California, Riverside (UCR) TSC 

archive (Dau et al., 2018) is extensively employed by researchers to evaluate time series 

classifiers. In the more established field of non-neural-network TSC, the accepted baseline is 

the 1-Nearest Neighbour classifier (1-NN) and the current state-of-the-art classifier is The 

Collective of Transformation-Based Ensembles (COTE) (Bagnall, Lines, Bostrom, Large, & 

Keogh, 2017). The accuracy of these classifiers was compared to that of artificial neural 

networks (ANNs) across the range of UCR TSC datasets by two independent research 

teams, Wang et al. (2017b) and Fawaz, Forestier, Weber, Idoumghar, & Muller (2018). Both 

found that the accuracy of the best ANN classifier was comparable to that of COTE. 

However, an ANN has the advantage that, once trained, it is faster than COTE, which needs 

to revisit its entire training set to perform a nearest neighbour classification (Fawaz et al., 

2018). 

Different types of ANN architecture for TSC have been proposed and evaluated, but there is 

no undisputed best choice and the research is ongoing. Moreover, neural networks have not 

previously been applied to data generated by medical detection dogs. Therefore, this 

research has selected, evaluated and further developed ANNs suitable for use with this 

novel dataset.

Wang et al. (2017b) evaluated three ANNs on 44 datasets from the UCR TSC archive: 

multilayer perceptron (MLP), fully convolutional network (FCN) and ResNet (residual 

network). MLP is a dense neural network where every node in a layer is connected to every 

node in the next layer. In contrast, FCN and ResNet are types of convolutional neural 

network (CNN), which have more sparse connectivity. CNNs have been used successfully 

for image classification (LeCun et al., 2015). The convolution operations in a CNN are 

equivariant to a translation in the input data; a shift in the input data shifts the output in the 

same way. Thus, a CNN is insensitive to the location of features in an image or in time 

series data. The FCN, by Long, Shelhamer, & Darrell (2015), unlike other types of CNN, 

does not contain intermediate pooling layers, which would aggregate sections of the time 

series data as it progresses through the network. ResNet, developed by He, Zhang, Ren, & 

Sun (2016), is a CNN with shortcut connections that enable data to skip over one or more 

layers. This enables deeper neural networks (over 100 layers) to be successfully trained.



Wang et al. found that the FCN gave the best accuracy across the datasets, with ResNet 

giving similarly good results. MLP performed less well but was comparable to the benchmark 

non-ANN classifier, 1NN-DTW (1-Nearest Neighbour with distance calculated using Dynamic 

Time Warping). 

Fawaz et al. (2018) implemented nine ANN architectures, including the same MLP, FCN and 

ResNet as Wang et al. (2017b). Fawaz et al. evaluated the ANNs on 85 UCR TSC datasets 

and found ResNet to be the most accurate, closely followed by the FCN. Given the results of 

these two studies, the FCN and ResNet, with the hyperparameters used by Wang et al., 

were selected for application to the medical detection dogs’ dataset. A conventional CNN 

(with intermediate pooling layers but no shortcut connections) was also applied. In addition, 

the MLP of Wang et al. was evaluated because, as Wang et al. propose, it is a suitable 

baseline ANN, being the simplest architecture.

In the studies by Wang et al. (2017b) and Fawaz et al. (2018), the ANNs’ hyperparameters 

(number of layers, neurons and training steps, etc.) were not tuned. Indeed, Wang et al. 

elected not to tune the ANNs’ hyperparameters in order to give a “most unbiased baseline” 

and to simplify deployment. However, neural network performance depends heavily on the 

hyperparameter settings (van Rijn & Hutter, 2017). Therefore, as part of this study, a 

hyperparameter search was performed to optimise the ANNs for classification of the 

detection dogs’ data.

3. Background
Volatile organic compounds (VOCs) are released by cancer tissue and are a biomarker of 

cancer (Willis, Britton, Harris, Wallace, & Guest, 2011), and VOCs emitted by the human 

body change in response to certain diseases (London School of Hygiene & Tropical 

Medicine, 2020). Dogs can be trained to recognise and signal the presence of such 

biomarkers found in bodily fluids such as urine, sweat or breath. The dogs participating in 

this study were from Medical Detection Dogs, a UK charity with over ten years’ experience in 

selecting and training detection dogs.

During their training, medical detection dogs learn to associate the odour of a VOC with a 

reward (usually food or play), whereby the odour becomes of interest through a process of 

classical conditioning. The spontaneous response a dog has when they search a sample 

and detect an odour of interest is the dog’s “stimulus response”. In order to communicate 

that they have detected the odour, the dogs are also trained to sit in front of the sample 

emanating the odour (positive sample) through a process of operant conditioning. Sitting (or 

a similar trained signal) is the dog’s “operant response” (Mancini et al., 2015). The 



requirement for the dog to translate their stimulus response into an operant response puts 

additional cognitive load on the dog and limits the accuracy of the dog’s positive/negative 

signal (Mancini et al., 2015). To address this issue, the pressure sensors are placed behind 

the sample pots to record the dogs’ spontaneous interaction with the pots as they investigate 

the content, thus capturing the dogs’ stimulus response. Using solutions of amyl acetate in 

mineral oil allowed us to control VOC concentration levels, which is harder or impossible to 

do with biological samples. Whatever the VOC, though, the dogs learn to focus on the 

compound’s odour through classical conditioning and until the olfactory stimulus is 

conditioned (through consistent association with a reward during training) the odour has no 

particular relevance for them. Once an odour has become relevant, the strength of the dogs’ 

stimulus response depends on the VOC’s odour concentration (although the relation is not 

necessarily linear) as well as other possible confounding odours, which can be controlled for.

4. Methods
4.1. Data collection

Figure 1 shows a dog searching a sample pot through a perforated plate. The pot is held on 

a pivoted arm which moves against a pressure sensor when the dog makes contact. Figure 

2 links to a video of a medical detection dog searching the line of sample pots. He indicates 

correctly at the second sample and the run ends.

Figure 1 Medical detection dog searching the three samples

Figure 2 Link to a video showing a medical detection dog searching the line of sample pots.



A detection session consists of a series of passes of the dog down a line of three sample pot 

stands, separated approximately one metre from each other. The dog is not allowed to 

return to a sample inspected previously in the same pass. The dog is not usually allowed to 

continue in a pass after they indicate at a sample, even if they do so at the wrong sample. 

Occasionally, however, trainers do allow continuation to give the dog a chance to inspect the 

actual target sample further down the line. Different combinations of three samples are used 

throughout a session, typically from a pool of eleven control samples (samples containing 

only mineral oil) and three target samples each containing different concentrations of amyl 

acetate in mineral oil solution. Amyl acetate was used instead of biological samples because 

it afforded greater control (Johnston-Wilder et al., 2015). Different concentrations are used to 

reflect the variability that would be found in biological samples. The concentration of amyl 

acetate in mineral oil ranged from 1/1,000 to 1/60 million. Each of these combinations may 

consist of two controls and a target sample (placed at different positions in the line) or three 

control samples. A pass with a target sample is considered successful if the dog indicates at 

the target position. A pass with no target sample is considered successful if the dog inspects 

all three positions in succession and does not indicate at any of them. If a pass has not been 

successful, the dog may be sent down the line again, for another attempt. The set of all 

successive passes performed by the dog for a specific combination of samples is called a 

run. At the trainer’s discretion, and always in case of a successful pass, the current run ends 

and a new run is set-up with a new combination of samples.

The accuracy of the dogs’ operant response is not 100%; they produce some false positives 

and false negatives. Therefore, there are samples where the dog’s search data does not 

relate to its class and could mislead a neural network during training. To overcome this and 

improve neural network training, a “dog-correct balanced dataset” was created, containing 

only those samples where the dog indicated correctly. This dataset was used for training. 

The dataset used for testing the neural network included samples where the dog indicated 

incorrectly, as would be the case in a clinical application of this system.

Figures 3 to 5 plot the three pressure sensors as a single dog searched each sample pot in 

turn. The sampling frequency of the pressure sensor system is 500Hz. In the first two 

seconds he searched pot 1, he moved to pot 2 at 2 seconds and searched pot 3 from 4 to 8 

seconds. The plots show these time windows. Figures 3 and 4 show pressure sensor data 

relating to negative samples. These plots are narrow. Figure 5 relates to a positive sample. 

This plot is wider and has four separate peaks. The time series data of pressure sensor data 

shown in these plots is the input to the neural network classifiers that are introduced in 

section 4.3.
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Figure 3 Plot of pressure sensor 1 data for negative scent-sample
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Figure 4 Plot of pressure sensor 2 data for negative scent-sample
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Figure 5 Plot of pressure sensor 3 data for positive scent-sample

The right-hand side of Figure 6 shows the introduction of an ANN classifier. The dog’s 

stimulus response drives the pressure sensor and this data is input to the ANN. The ANN 

classifier provides a positive/negative result, which would usefully supplement, or even 

supplant, the dog’s operant response. Thus, in this proposed system, the detection dog is 

still required to sniff and recognise the scent-sample but the ANN replaces the need for the 

dog to perform an indication when they detect a positive, such as sitting. Dispensing with the 

dog’s operant response would reduce the time it takes to train a detection dog.
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Figure 6 Flow chart showing how the pressure sensor and ANN change the classification process (right) as 
compared to the current process (left). It also shows the dependency of the results on the accuracy of the dog’s 
stimulus response.

In this research, the ground truth as to whether a sample pot contains a positive or negative 

sample is known. The detection dog’s indication of positive/negative (as interpreted by the 

dog trainer) is also known, thus the accuracy of the dog’s operant response can be 

calculated. This can then be compared to the accuracy of the ANN classifier’s 

positive/negative result. Both of these results depend upon the accuracy of the dog’s 

stimulus response, which is unknown. 

4.2. Data preparation
The duration of a dog’s search varied but was typically far shorter than 1,000 data points (2 

seconds at 500Hz). Occasionally, the dog’s neck hits the sample pot as he sits at a positive 

sample or he continues to sniff the sample after he has sat, leading to a longer pressure 

recording. This was the case in Figure 5. The dog pushed his nose against sample pot 3 

after he had indicated a positive by sitting. A review of the video of many more runs provided 



confidence that the dogs in this study either move on or sit at a sample pot in under two 

seconds. Therefore, we elected to automate finding these two second pressure sensor event 

windows and create time series data samples of length 1,000, as MLP, CNN, FCN and 

ResNet operate on input data of a fixed size.

There is a wide range of techniques for event detection in time series data (Guralnik & 

Srivastava, 1999). We selected a simple method, finding the first time at which the data 

sample clearly exceeds the sensor’s noise level. The start of an event is defined as the first 

time, , at which𝑡𝑖

∑𝑡𝑖 + 𝑛

𝑡𝑖
𝑥(𝑡𝑖)

𝑛 > 0.1

where  is the pressure sensor value at time  and . That is, when the average 𝑥(𝑡) 𝑡 𝑛 = 50

pressure value is greater than 0.1 for 50 data points, which is 0.1 seconds. The event 

window starts at this detected time and continues for 2 seconds. Thus, the event window is 

defined as . Figure 7 shows an example. Truncating and retaining only the 𝑡𝑖 ≤ 𝑡 < 𝑡𝑖 + 1000

event window also aligns the data samples; the dog’s search commences 0.1 seconds into 

each 2 second data sample. This 2 second time series of 1,000 data points is a single 

sample for input to the neural network.

0

0.5

1

1.5

2

2.5

0 1 2 3 4 5

Pr
es

su
re

 se
ns

or
 re

ad
in

g (
vo

lts
)

Time (s)

Pressure sensor data sample

event window

  

0

0.5

1

1.5

2

2.5

0 0.5 1 1.5 2

Pr
es

su
re

 se
ns

or
 re

ad
in

g (
vo

lts
)

Time (s)

Two second data sample

Figure 7 Identification of the event window within a data sample (left). Truncation creates a two second data 
sample (right)

A final test set of 223 data samples was reserved and not used during model development. 

A balanced dataset of 312 positive samples and 312 negative samples (624 in total) was 

used for model development. With a balanced dataset, the accuracy that can be achieved by 

chance is 50%, which provides a simple baseline for evaluating the accuracy of the 

classifier. The accuracy of the dogs’ operant responses on this balanced dataset was 74%. 

Data relating to a dog’s false positive or false negative could mislead the model during 

training. To overcome this and improve model training, these data samples were removed, 



leaving a “dog-correct balanced dataset” of 284 samples for use during model development. 

There is, of course, little practical value in a model that can only classify data where we 

know that the dog has already correctly classified this sample. Therefore, the models were 

also tested on a subset of the development dataset where the dog did not always indicate 

correctly (154 samples). We refer to this simply as a “balanced dataset”. Samples in the 

balanced dataset do not appear in the dog-correct balanced dataset and were not used for 

training the model. 

Iterated k-fold cross validation was employed during model validation (Chollet, 2017, 

Chapter 4). Typically, 4 iterations of 3-fold cross validation were used, generating 12 test 

results. To compare models, Wilcoxon’s Signed Rank test was used (Japkowicz & Shah, 

2010, Chapter 6). This tests the null hypothesis that the k-fold cross validation results from 

two models could be drawn from the same distribution. That is, it tests if the performance of 

one model is different to that of another model. The conventional threshold of 0.05 was 

used: if the Wilcoxon p-value is greater than 0.05 then the null hypothesis cannot be 

rejected.

The best performing model configuration was selected as the “final model”. As per best 

practice, the final model was trained using all available development data (Goodfellow, 

Bengio, & Courville, 2016, Chapter 7), in this case a dog-correct balanced dataset of 380 

samples. This final trained model was then tested using the previously unused final test set 

of 223 samples (imbalanced, dog not always correct).

4.3. Neural network architectures
We tested the MLP, FCN and ResNet architectures with the hyperparameters used in the 

software made available by Wang, Yan, & Oates (2017a). These are referred to as the 

“untuned” models. A CNN was also tested. Its initial architecture was inspired by 

Ackermann’s (2018) CNN for human activity recognition. The networks are presented in 

Figures 8 and 9. Each ANN outputs the probability that the input data sample belongs to 

class 1 (a positive sample). Since this is a binary classification problem, a sigmoid function 

was used instead of the softmax function that Wang et al. (2017a) needed for the multi-class 

problems in the UCR TSC archive. As is usual, a threshold probability of 0.5 was applied; if 

the output probability is greater than 0.5 then class 1 was assigned, otherwise class 0 (a 

negative sample).



MLP
Hyperparameters: Wang et al. 2017a

Input 1,000x1

FC 500

ReLU

dropout 0.1

FCN
Hyperparameters: Wang et al. 2017a

CNN
Initial, untuned hyperparameters

Input 1,000x1 Input 1,000x1

FC 500

ReLU

dropout 0.2

FC 500

ReLU

dropout 0.2

sigmoid

dropout 0.3

class 1 probability

Key
FC 500: Fully Connected, 500 nodes
BN: Batch Normalization
dropout 0.1: dropout proportion = 0.1
convolution 128, 8: number of filters = 128, 

filter kernel size  = 8x1
max pooling 3: size of pooling window= 3x1

convolution 128, 8

BN & ReLU

convolution 128, 3

BN & ReLU

global average pooling

sigmoid

class 1 probability

convolution 256, 5

BN & ReLU

convolution 128, 8

ReLU

convolution 128, 8

ReLU

convolution 256, 8

ReLU

convolution 256, 8

ReLU

convolution 16, 8

ReLU

convolution 1, 8

ReLU

class 1 probability

global average pooling

sigmoid

max pooling 3

Figure 8 Network architectures of MLP, FCN and CNN (untuned)



ResNet
Hyperparameters: Wang et al. 2017a

Input 1,000x1

residual block
64

BN

sigmoid

class 1 probability Key
BN: Batch Normalization
convolution 64, 8: number of filters = 64, 

filter kernel size  = 8x1

residual block
128

residual block
128

global average pooling

convolution 64, 8

BN & ReLU

convolution 64, 3

BN

convolution 64, 5

BN & ReLU

ReLU

convolution 64, 1

BN

residual block 64

Figure 9 Network architecture of ResNet (untuned)

The input data was standardised using the mean and standard deviation of the training 

dataset. The ANNs were trained using the Adam optimiser (Kingma & Ba, 2015) with 

parameters ,  and . The loss function was binary cross entropy. 𝛽1 = 0.9 𝛽2 = 0.999 𝜖 = 10 ―7

The initial learning rate was  and this was halved if there was no reduction in loss 𝛼 = 0.001

after 50 epochs, to a minimum of . In each training run, the model with the lowest 𝛼 = 0.0001

loss on the training dataset was selected and its validation accuracy was recorded. 

First, the untuned MLP, FCN and ResNet were trained and validated on the dog-correct 

balanced dataset. Then the MLP, FCN, ResNet and CNN hyperparameters were tuned to 

maximise accuracy on the same dataset. Hyperparameters that were tuned included the 

number of layers, number of nodes per layer, number of epochs, convolution filter size and 

number of convolution filters. In addition, L2 parameter regularisation (Goodfellow et al., 

2016, Chapter 7) was added to MLP, which reduced overfitting.

5. Results
This section shows the result of training and testing the untuned Wang et al. (2017b) models 

on the dog-correct balanced dataset. The results from the tuned neural networks models, 



including the CNN model, follow.  The dogs are respectively referred to as dog 0, dog 1 and 

dog 2.

5.1. Untuned models
Wang et al. (2017b) proposed their models as a default choice for real world applications, 

without necessarily requiring further tuning for that application. Therefore, we present the 

accuracy of those untuned models in this section and of the tuned models in the following 

sections. 

Figure 10 shows the accuracy of the models of Wang et al. (2017b) plus the 1-Nearest-

Neighbour (1-NN) baseline model when trained and validated using the dog-correct 

balanced dataset (284 samples). Four iterations of 3-fold cross validation were performed, 

using 189 samples for training and 95 for validation testing. MLP performed best, with a 

mean validation accuracy of 77% and sample standard deviation of 3.7%. FCN had a high 

sample standard deviation (SSD), at 8.9%, and one of the twelve trained FCN models 

achieved only 50% accuracy on the validation data. ResNet‘s SSD was lower, at 4.2% but it 

took around 12 times longer than MLP and FCN to train and validate. These results are 

detailed in Table 1.

Figure 10 Validation accuracy of the four models. Models trained using data from all dogs, where the dog 
indicated correctly



The models of Figure 10 were then tested on a balanced dataset of 154 samples that were 

not used for training or validating the models and where the dogs achieved 76% accuracy. 

Each type of model was trained and tested twelve times under the four iterations of 3-fold 

cross validation; Figure 11 and Table 1 show the results, for each model, of the twelve tests 

on the balanced dataset. For these, the dataset remained the same, unlike the tests of 

Figure 10 where the dataset varied. This contributed to the lower sample standard deviations 

seen in Figure 11.

MLP was the most accurate, achieving 65% mean accuracy with an SSD of 2.4%. ResNet 

accuracy was similar, at 62%. However, the higher SDD (3.7%) gives less confidence that 

any single ResNet would be accurate.

The Wilcoxon’s Signed-Rank test revealed that the MLP’s accuracy results are significantly 

different to those from the other models. In contrast, 1-NN results could be drawn from the 

same distribution as those of FCN or ResNet. Similarly, FCN results could be drawn from 

ResNet’s results distribution.

Figure 11 Accuracy of the four models. Models trained using the dog-correct balanced dataset (as per Figure 10) 
and tested on a balanced dataset where the dog was not always correct

The results shown in Figures 10 and 11 are collated in Table 1.



Table 1 Untuned models trained on the dog-correct balanced dataset (all dogs)

Dog-correct balanced 
dataset

(all dogs, ND=95, NT=12)

Balanced dataset
dog accuracy 76%

(all dogs, ND=154, 
NT=12)

Model

(NR=189)

Hyperparameters Mean 
validation 
accuracy

Sample 
standard 
deviation

Mean 
accuracy

Sample 
standard 
deviation

1-NN untuned 73% 3.3% 61% 1.5%

MLP untuned 77% 3.7% 65% 2.4%

FCN untuned 68% 8.9% 59% 6.5%

ResNet untuned 72% 4.2% 62% 3.7%

5.2. Tuned models
Model architecture and hyperparameters were changed with the aim of finding a tuned MLP, 

FCN and ResNet with higher validation accuracy and lower variability than the untuned 

models. At this stage, the CNN was also introduced and tuned.

The performance of the tuned models (MLP, FCN, ResNet and CNN) on the balanced 

dataset is shown in Figure 12 and the detail is in Table 2. The models were trained on the 

dog-correct balanced dataset for all dogs.



Figure 12 Accuracy of the four ANNs. Models trained using the dog-correct balanced dataset and tested on the 
balanced dataset

The tuned MLP, FCN and ResNet performed significantly better than their untuned 

counterparts, which was confirmed by the Wilcoxon’s Signed-Rank test. 

The average accuracy of the tuned MLP on the balanced dataset was 70% on average and 

ranged from 68-72%. In comparison, the dogs’ accuracy on this dataset was 76%. Tuned 

MLP was the most accurate, with tuned ResNet a close second. Their Wilcoxon’s p-value 

was 0.18, which is above the 0.05 threshold; there was no significant difference between the 

two models. The tuned CNN, with a mean accuracy of 68.6%, was only slightly less accurate 

than ResNet, at 68.8%. There was, however, a great difference in training and testing time 

with ResNet taking nearly ten times as long as MLP, and CNN taking four times as long as 

MLP. Therefore, the tuned MLP was selected as the most promising model. 



Table 2 Mean accuracy and sample standard deviation of the models trained using the dog-correct balanced 
dataset (all dogs)

Dog-correct balanced 
dataset

(all dogs, ND=95, NT=12)

Balanced dataset
dog accuracy 76%

(all dogs, ND=154, 
NT=12)

Model

(NR=189)

Hyperparameters Mean 
validation 
accuracy

Sample 
standard 
deviation

Mean 
accuracy

Sample 
standard 
deviation

1-NN N/A 73% 3.3% 61% 1.5%

MLP untuned 77% 3.7% 65% 2.4%

MLP tuned 83% 2.4% 70% 1.2%

FCN untuned 68% 8.9% 59% 6.5%

FCN tuned 73% 6.8% 64% 5.9%

ResNet untuned 72% 4.2% 62% 3.7%

ResNet tuned 78% 3.4% 69% 2.4%

CNN tuned 77% 3.7% 69% 1.6%

The tuned models and their hyperparameters are shown in Figure 13 and Figure 14. Precise 

detail along with the model development steps and results is provided in Withington (2019). 



MLP
Hyperparameters: tuned

Input 1,000x1

FC 16

L2 0.1 & ReLU

dropout 0.2

FCN
Hyperparameters: tuned

CNN
Hyperparameters: tuned

Input 1,000x1 Input 1,000x1

FC 16

L2 0.1 & ReLU

dropout 0.2

FC 16

L2 0.1 & ReLU

dropout 0.2

sigmoid

dropout 0.2

class 1 probability

Key
FC 16: Fully Connected, 16 nodes
L2 0.1: L2 norm regularisation penalty = 0.1
BN: Batch Normalization
dropout 0.2: dropout proportion = 0.2
convolution 128, 16: number of filters = 128, 

filter kernel size  = 16x1
max pooling 3: size of pooling window= 3x1

convolution 32, 4

BN & ReLU

convolution 32, 4

BN & ReLU

global average pooling

sigmoid

class 1 probability

convolution 64, 4

BN & ReLU

convolution 128, 16

ReLU

convolution 128, 16

ReLU

convolution 128, 16

ReLU

convolution 128, 16

ReLU

class 1 probability

global average pooling

sigmoid

max pooling 16

dropout 0.7

Figure 13 Tuned MLP, FCN and CNN and their hyperparameters



ResNet
Hyperparameters: tuned

Input 1,000x1

residual block
64, 128

sigmoid

class 1 probability

Key
BN: Batch Normalization
dropout 0.5: dropout proportion = 0.5
convolution 64, 4: number of filters = 64, 

filter kernel size  = 4x1
max pooling 8: size of pooling window = 8x1

residual block
64, 128

residual block
128, 256

global average pooling

convolution 64, 4

BN & ReLU

convolution 128, 4

BN & ReLU

convolution 64,4

BN & ReLU

ReLU

convolution 128, 1

BN

residual block 64, 128

convolution 128, 4

BN

convolution 64, 4

BN & ReLU

max pooling 8

dropout 0.5

Figure 14 Tuned ResNet and its hyperparameters

5.3. Tuned MLP operating point
The confusion matrix of the selected model in classifying the balanced dataset is shown in 

Figure 15. It is compared to the dogs’ confusion matrix. The dogs’ false negative rate is high, 

38%, but the MLP’s is worse, at 49%. Both MLP and the dogs’ true negative rate is high, at 

91% and 90% respectively.



 

Figure 15 Confusion matrices showing the accuracy of the dogs (left) and the tuned MLP (right) on the balanced 
dataset (ND=154)

Figure 16 shows the model’s receiver operating characteristic (ROC). This indicates that an 

operating point exists where the model could achieve 60% TPR (true positive rate or 

“recall”), if a FPR (false positive rate) of 20% can be tolerated. Certainly, a false positive in a 

test for cancer is less critical than a false negative so this compromise may be acceptable.

Figure 16 ROC of the tuned MLP. Tested on the balanced dataset (ND=154)

Figure 17 demonstrates the effect of changing the model’s threshold probability from 0.5 to 

0.3. That is, if the model calculates that a sample belongs to class 1 (positive) with a 



probability of 0.3 or higher, then its prediction is set to class 1. As expected, this results in a 

model TPR of 61%, similar to that of the dogs. Consequently, the model’s TNR (true 

negative rate) declined to 81%, inferior to the dogs. Overall model accuracy remains 

unchanged, at 71%.

Figure 17 Confusion matrices showing the accuracy of the dogs (left) and the tuned MLP (right) with classification 
threshold 0.3. Tested on the balanced dataset (ND=154) 

5.4. Final model
To generate a final model, the tuned MLP was trained using all available dog-correct 

balanced data (NR = 380 samples). It was then tested on the final test set, which was 

imbalanced, containing 142 negative samples and 81 positive samples (i.e. 64% are class 

0). The results are shown in Figure 18. The model’s TPR of 59% matches that of the dogs. 

As expected from our development results, the model is less performant than the dogs on 

the negative samples. The model TNR is 79% while the dogs achieved 91%. 



Figure 18 Confusion matrices showing the accuracy of the dogs (left) and the final MLP (right) on the final test set 
(ND=223)

Table 3Tables 3 and 4 summarise the results from the final test set.

Table 3 Final test summary results

Class 1 samples (positive) 81

Class 0 samples (negative) 142

Class balance (class 0 / total) 64%

Dogs: number of true positives 48

Dogs: number of true negatives 129

MLP final: number of true positives 48

MLP final: number of true negatives 112

MLP final: Area under the ROC Curve (AUC) 0.70

Table 4 Final test summary metrics

Dogs MLP final

accuracy 79% 72%

TPR (recall) 59% 59%

TNR 91% 79%

precision 79% 62%

F1-measure           0.68           0.60 



6. Discussion
6.1. Differences between model and dog

The following analysis relates to the final model of Section 5.4: the tuned MLP trained on the 

dog-correct balanced dataset and tested on the final test dataset.

Table 5 provides further information regarding the confusion matrices of Figure 18. While the 

model’s and dogs’ TPR matched, at 59% (correctly identifying 48 of the 81 positive 

samples), the model and dog classified fourteen of these positive samples differently.

Table 5 Differences in model and dog results on the final test dataset

True class Dog result Final model result Number of samples

Class 1 (positive) False Negative True Positive 7

Class 1 (positive) True Positive False Negative 7

Class 0 (negative) False Positive True Negative 2

Class 0 (negative) True Negative False Positive 19

Figure 19 shows the seven positive samples in the final test set where the model was correct 

and the dog gave a false negative. In the plots we see the active searching that is usually 

associated with a positive sample. The dog, however, did not perform a sit at the sample, 

resulting in a false negative, which is more critical than a false positive in a test for a 

disease. For these seven samples, the model provides valuable information that could 

potentially be used to identify the dog’s result as a false negative.



Figure 19 Class 1 data samples where the model was correct and the dog was incorrect

Figure 20 shows the two negative samples where the model was correct and the dog gave a 

false positive. These pressure samples do not appear to have the active searching 

associated with a positive sample; however, the dog performed the sit indication and was 

incorrect. The model, on the other hand, was correct and could potentially provide the dog 

trainer with additional information about the contents of the sample pot.

Figure 20 Class 0 data samples where the model was correct and the dog was incorrect



Table 5 shows that there were 35 samples where the model and dog disagreed (16% of all 

samples). Of these, there were 26 where the dog was correct. Nine were where the model 

was correct and had the potential to add useful information to the dog’s indication. In a non-

experimental setting, whether the dog or the model is correct would not be known but their 

disagreement could be used to flag the sample for further testing, perhaps by obtaining a 

new sample from the patient or repeating the test with another detection dog.

6.2. Pressure sensor data as an indicator of dogs’ stimulus response
For an artificial neural network to successfully classify the scent samples from the pressure 

sensor data, there needs to be a correlation between the data and the detection dog’s 

stimulus response to a positive sample. When testing the final model on previously unseen 

data, accuracy was 72% (compared to 64% by chance, Table 3 Table 3), which suggests 

that there is a correlation.

Dog accuracy on the final test set was 79%. The model can only be as good as the dog’s 

ability to recognise the absence or presence of the target odour. On samples where the dog 

was incorrect there is a possibility that the dog did not recognise the scent and therefore his 

search behaviour would not have reflected whether or not the target odour was present. 

However, when the dog does recognise the scent but does not indicate, a model could be 

better than the dog at indicating that recognition and therefore the presence of the target 

odour. Thus, to further evaluate the model, the final model was tested on only the dog-

correct samples in the final test set (imbalanced; 73% negative samples). Figure 21 shows 

that the model’s accuracy on these samples was 85%. This suggests that, when the dog is 

presented with a sample that he recognises, the pressure sensor data that he generates is 

an indicator of the target scent being present.



Figure 21 Confusion matrix showing the accuracy of the final model tested on data samples where the dog was 
correct (ND=177, 73% negative samples)

7. Conclusions
The most accurate neural network model was found to be MLP, with hyperparameters tuned 

for optimal performance on the balanced dataset. The tuned MLP has three hidden layers 

and sixteen nodes per layer plus dropout and L2 norm regularisation. A novel step was 

introduced into the neural network training, which was to train the model using samples 

where the dog was able to correctly identify the sample as positive or negative. This 

increased the likelihood that there was a correlation between the presence of the target 

odour and the dog’s searching behaviour. This was corroborated by the resulting 

improvement in model accuracy.

The final model was evaluated using a previously unseen dataset, where the dog was not 

always correct. The accuracy of the final model was compared, using a confusion matrix, to 

that of the dogs (Figure 18). The model’s true positive rate of 59% reflected the dogs’ TPR of 

59%. The model’s true negative rate, 79%, was lower than the dogs’ which was 91%. The 

model’s AUC is 0.70, which is categorised as “acceptable” for a discriminator (Hosmer et al., 

2013, Chapter 5). The neural network’s accuracy was significantly greater than chance, 

demonstrating that there is discriminatory information in the pressure sensor data and that 

the model can discern it. 

The neural network outperformed the baseline non-neural-network model, the 1-NN 

classifier. This study demonstrated that neural networks have potential as an automatic 

system for determining whether a sample is positive or negative from dog-generated 

pressure sensor data alone, without requiring the dog to sit. This is the first step towards an 



automated system that could supplement a dog’s indication gesture by providing additional 

information in those cases where the trainer reports that the dog’s indication is unclear or 

hesitant. Ultimately, the automated system could supplant the dog’s indication gesture, 

lessening the cognitive load on the dog, reducing dog-training time and enabling them to 

work faster, screening more samples for disease.

MLP was found to be more accurate than CNN, FCN or ResNet. This was unexpected 

because MLP disregards temporal information. In contrast, convolutional neural networks 

(CNN, FCN and ResNet) exhibit translational equivariance. It had been expected that the 

salient features of the data might occur at different times in each sample and therefore would 

be discernible to a CNN but not to an MLP. MLP’s accuracy may have been aided by the 

data processing step that located an event window and truncated the time series, effectively 

aligning all the samples. MLP was presented by Wang et al. (2017b) as merely a benchmark 

ANN. However, this research suggests that MLP should be considered as a contender for 

any new time series classification application, particularly if the data samples can be aligned 

easily.

7.1. Further work
This research has demonstrated that it is possible to classify scent samples using an 

artificial neural network. To verify the practicality of this approach, the study will need to be 

repeated using real target samples: for example, urine from people with and without prostate 

cancer. 

For this study, the training samples were selected by identifying those where the dog was 

correct, which was 74%. It would be preferable to design the data collection procedure such 

that there is greater confidence that the dog is operating at their peak accuracy. This could 

include a short training session prior to data collection to focus the dog and to assess their 

performance on that day. 

Further work is needed to determine if the dog’s action of performing the sit is recorded by 

the pressure sensor. For example, if the dog knocks the sample pot, the pressure sensor 

data for this time period should be excluded. A proximity sensor could be used to ascertain 

the time at which the dog moves his nose away from the sample and truncate the data at 

this point.

The results of this research might not hold for other medical detection dogs. Adding data 

generated by a fourth dog to the model could result in poor accuracy if their search 

behaviour is very different. Furthermore, some medical detection dogs, particularly smaller 

breeds, do not touch the plate when searching a sample and the pressure sensor would 



record nothing. It might be useful to repeat this study with a different sensor such as a 

microphone to record the sniffing sound.

A valuable extension to this research would be to use an artificial neural network to classify 

samples according to the concentration of the target compound, as the concentration of a 

biological indicator of a disease can be used to guide treatment decisions (Madu & Lu, 

2010). A starting point would be to use two concentration strengths and three classes: 

negative, positive weak and positive strong.
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