arXiv:2106.11102v1 [cs.LG] 21 Jun 2021

Low-rank Dictionary Learning for Unsupervised Feature
Selection

Mohsen Ghassemi Parsa?®, Hadi Zare®*, Mehdi Ghatee”

?Faculty of New Sciences and Technologies, University of Tehran, Tehran, Iran
b Department of Mathematics and Computer Science, Amirkabir University of
Technology, Tehran, Iran

Abstract

There exist many high-dimensional data in real-world applications such as
biology, computer vision, and social networks. Feature selection approaches
are devised to confront with high-dimensional data challenges with the aim
of efficient learning technologies as well as reduction of models complexity.
Due to the hardship of labeling on these datasets, there are a variety of
approaches on feature selection process in an unsupervised setting by consid-
ering some important characteristics of data. In this paper, we introduce a
novel unsupervised feature selection approach by applying dictionary learn-
ing ideas in a low-rank representation. Dictionary learning in a low-rank
representation not only enables us to provide a new representation, but it
also maintains feature correlation. Then, spectral analysis is employed to
preserve sample similarities. Finally, a unified objective function for unsu-
pervised feature selection is proposed in a sparse way by an /{5 ;-norm regu-
larization. Furthermore, an efficient numerical algorithm is designed to solve
the corresponding optimization problem. We demonstrate the performance
of the proposed method based on a variety of standard datasets from dif-
ferent applied domains. Our experimental findings reveal that the proposed
method outperforms the state-of-the-art algorithm.
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1. Introduction

Technological advancement and popularity of social networks provide
many huge and high-dimensional data and information sources. High-dimensional
data are available in many applications, including machine vision (Shi et al.
2015)), text mining (Rogati & Yang;, 2002), and biology (Hoseini & Mansoori,
2019). High-dimensionality not only increases the complexity of the train-
ing process and the learned model but also degrades performance, that is
called as the curse of dimensionality (Murphy, 2012). To address the issue,
dimensionality reduction can be considered in two main approaches, feature
extraction (FE) and feature selection (FS) (Pandit et al., 2020). The new
features are constituted by a linear or non-linear transformation of the orig-
inal features in FE approaches, while F'S methods aim to select appropriate
features by considering some evaluation criteria. F'S attains more attraction
than FE in some situations, specifically when the primary aim is to take ad-
vantage of more interpretable and understandable features (Li et al., [2017a).

FS methods can be classified to filter, wrapper, and embedded approaches
according to feature evaluation. Filters (Krzanowski, |1987; He et al., 2005;
Zare & Niazil, [2016]) exploit data properties to find out the importance of the
features, while wrappers (Dy & Brodley| [2004) evaluate the feature subsets
by a learning algorithm. In embedded methods (Li et al., [2012), the feature
selection process is embedded in a learning algorithm. Recently, unsupervised
feature selection (UFS) has attracted many efforts among researchers due to
the unavailability of the right answers on practical domains and real-world
applications (Parsa et al., |2020; [Zare et al., 2020).

UF'S algorithms are mainly categorized into similarity preserving, sparse
learning, reconstruction, and dictionary learning methods. Similarity pre-
serving methods (He et all |2005; |Zhao & Liu, [2007) are tried to maintain
the local geometric structures among the selected features. Sparse learning
methods (Parsa et al., 2020} Zare et al., 2020)) considered selecting more rel-
evant features in a regularized way. Data reconstruction methods (Masaeli
et al., 2010; [Farahat et al., 2013)) re-express the features to eliminate unin-
formative ones. One of the most important approaches in UFS is based on
dictionary learning (Zhu et al.; 2016, 2017 |Ding et al., 2020), in which a new
sparse representation of the data matrix is obtained on a dictionary basis
space.

Most of the earlier dictionary learning approaches proposed to build the
dictionary matrix without any restriction on the rank of the basis matrix. A



more natural assumption is to employ the low-rank representation on high-
dimensional data to alleviate the noisy and redundant features (Chen &
Huang), [2012)). In addition, the basis matrix can be learned in a parsimonious
way by imposing the rank constraint, which can be improved the learning
process. In this paper, we propose a dictionary learning-based unsupervised
feature selection method, named DLUFS, to provide a sparse representation
of the original data. Furthermore, we employ a low-rank constraint to elim-
inate the noisy and redundant features. The local sample structure is also
considered by exploiting a spectral analysis.
We summarize the main contributions of this paper as,

e A dictionary learning method is proposed to select features to obtain
a sparse representation of data.

e Low-rank constraint on the basis matrix is imposed to eliminate the
noisy and redundant features.

e Spectral analysis is employed to preserve the local similarities among
samples.

This paper is organized as follows. The existing UFS methods are re-
viewed in Section 2l The proposed method, an illustrative example, and
the corresponding optimization algorithm are presented in Section [3} We
analyze the convergence behavior of the proposed algorithm in Section [4]
Section [5| presents the experimental results on benchmark datasets based on
state-of-the-art methods. The conclusions are given in Section [6]

2. Related Works

In this section, we review unsupervised feature selection methods in four
categories, similarity preserving, sparse machine learning, data reconstruc-
tion, and dictionary learning methods.

Similarity preserving methods consider the sample structure in the se-
lected features, such as Laplacian score, LS (He et al., [2005), spectral feature
selection, SPEC (Zhao & Liul, [2007)), and trace ratio criterion for feature
selection, TrRatio (Nie et al., 2008). The learning models are not employed
in this category of methods which results in the selection of less relevant
features.

In sparse machine learning methods, feature selection is performed based
on learning a regularized model, such as low-dimensional embedding and



sparse regression, JELSR (Hou et al.| |2014), local discriminative sparse sub-
space learning, LDSSL (Shang et al. [2019), multi-cluster feature selection,
MCFS (Cai et al., [2010), non-negative discriminative feature selection, NDFS
(Li et al., 2012), similarity preserving feature selection, SPFS (Zhao et al.,
2013)), structure preservation robust spectral feature selection, SRFS (Zhu
et al., 2018), unsupervised discriminative feature selection, UDFS (Yang
et al., |2011). These methods commonly select features based on learning
a regularized regression matrix without involving data reconstruction.

Data reconstruction approaches were proposed to select features based on
their explanation on linear and non-linear transformation of the data, includ-
ing sparse principal component analysis, CPFS (Masaeli et al., 2010)), greedy
unsupervised feature selection, GreedyFS (Farahat et al. 2013|), graph reg-
ularized feature selection, GRFS (Zhao et al., [2016)), embedded reconstruc-
tion based unsupervised feature selection, REFS (Li et al. [2017b), structure
preserving unsupervised feature selection, SPUFS (Lu et al. 2018), recon-
struction error minimization, REMFS (Yang et al., 2019).

While dictionary learning and reconstruction based methods can be re-
garded as similar techniques to learn the basis matrix, the dictionary learn-
ing methods enable us to provide a new data representation along with the
elimination of redundant features. Feature selection process in dictionary
learning methods is conducted in two main phases, learning the basis ma-
trix and sparse new data representation. Most of the dictionary learning
methods were proposed by considering a two-step procedure such as (Zheng
et al.,[2011}; Zhu et al. [2017)). Graph sparse coding, GSC (Zheng et al., 2011)
performed dictionary learning and spectral analysis to yield a sparse repre-
sentation by an ¢;-norm regularization. Robust joint graph sparse coding,
RJGSC (Zhu et al., 2017), extended GSC by using an {5 ;-norm regularizer.
On the other hand, DGL (Ding et al., [2020) jointly learns the basis and
sparse data matrix in a unified framework. Earlier dictionary-based methods
have not constructed the basis matrix by considering the natural low-rank
assumption of it, which is justified on many real-world high-dimensional data
(Chen & Huang, 2012).

Table [1] presents a summary of the related methods by considering im-
portant characteristics in a UFS process. Sparse learning employs a regu-
larization approach to the learning model. Subspace learning indicates the
low-dimensional representation of the original data. In spectral analysis, the
local structure of the samples is taken into account. Joint learning refers to a
unified objective function. In data reconstruction, features are expressed by
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Table 1: Summary of the state-of-the-art unsupervised feature selection methods.

. Sparse  Subspace Spectral  Joint Data Dictionary Low-rank
Algorithm learning learning analysis learning reconstruction learning  representation
LS (He et al., [2005) X X v v X X X
MCFS (Cai et al.| [2010) v v v X X X X
UDFS (Yang et al.| [2011) v v X v X X X
NDFS (Li et al.l [2012) v v v v X X X
SPFS (Zhao et al., |2013)) v v X v X X X
JELSR (Hou et al., [2014)) v v v v X X X
LDSSL (Shang et al.| [2019) v v v v v X X
SRFS (Zhu et al., [2018) v v v v v X v
RJGSC (Zhu et al., |2017) v X v X v v X
DGL (Ding et al., [2020) v X v v v v X
DLUFS v v v v v v v

a linear or non-linear combination of all features to discard redundant ones.
In dictionary learning, a new representation of the original data is learned
in a basis space. By low-rank representation, the reconstruction matrix is
decomposed to low-rank matrices to consider the correlation among features.
In this paper, we propose a unified UFS method based on all of these main
characteristics to yield an efficient and robust procedure.

3. The Proposed Method

In this section, at first notations are presented. Then, the proposed
method and its algorithm details are introduced. Finally, the proposed algo-
rithm is illustrated through an example.

3.1. Notations

In this paper, the vectors and the matrices are denoted by bold lowercase
and bold uppercase characters. For a given vector v, its /o-norm is denoted by
|v||2- Suppose M is an arbitrary matrix, M;; represents its (7, j)-th element,
m; is the i-th row, mJ is the j-th column, tr(M) is the trace, and M is the
transpose of the matrix. The Frobenius norm is denoted by || M]||r, and the
{5 -norm is defined as,

M

2,1 — Z ZME]
i J

Let X € RP*™ represents the data matrix, where p is the number of features
and n is the number of samples.




3.2. The Proposed Method

At first, a new data representation matrix can be learned based on dic-
tionary learning approach as,

. 2
min [[X — QZ||, (1)

where Z € RP*" is a representation of the data matrix X in the space of
the dictionary matrix Q € RP*P. The rank of high-dimensional data can be
increased by the noisy and outlier features (Chen & Huangj, [2012). Based on
this fact, the data can be represented in a low-rank space. In this regard, a
low-rank constraint on the basis matrix is imposed as,

min X - QZ%

: (2)
s.t. rank(Q) =,

where r < {n, p} is the induced rank to Q. The low-rank constraint on Eq.
(2) is equivalent to multiply two rank r matrices as,

. 2
puin [|X — ABZ|[, (3)

where A € RP*" B € R™P. By Q = AB decomposition, the feature
correlation is considered in a low-rank space. The matrix Z is transformed to
a low-dimensional matrix BZ € R™*" to perform subspace learning, while A
re-transforms BZ to the original space. More specifically, as further expressed
in Eq. , the mentioned subspace learning is calculated based on LDA
(Fukunaga, [1990).

The global feature correlations are maintained by low-rank constraint.
Furthermore, the spectral analysis is applied to take the local sample struc-
ture into account as,

. _ 2 T
glé%\|X ABZ|% + atr(ZLZ "), (4)

where « is a tuning parameter. The Laplacian matrix L is calculated as
L =D — S, where the diagonal matrix D is defined as D;; = ) i S;; and the
similarity matrix S is calculated as follows,

= ()

g {exp (—H’(I;—f”g> . if x' e Ny (xj) or x3 € Ny, (xi)
ij =

0, otherwise,
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where Ny (xi) represents the set of k-nearest neighbors of x!, and o is the
width parameter for the Gaussian kernel.

A feature selection framework can be provided by inducing a sparse learn-
ing on the new representation matrix Z. Hence, the final objective function
is proposed as,

min [ X — ABZ|[7, + ate(ZLZT) + A||Z],,,, (6)

where A is the regularization parameter. The /5 -norm regularizer provides
sparsity on the rows of Z, inspired by the group lasso penalty (Yuan & Lin,
2006). The rows are closer to zero, then the corresponding features are more
likely regarded as uninformative features.

3.3. Optimization

We consider the main objective function as the following optimization
problem,

min f(A,B,Z) = X - ABZ|; + atr(ZLZT) + A||Z]|,,, (7)

First, by fixing Z in the main optimization problem in Eq. to get,

min f(A,B) = | X — ABZ|[. (8)

By setting the derivative of the Eq. with respect to A to zero,
A =XZ'B"(BS,B")!, (9)

where Sy, = ZZ " is the correlation among features in the new representation
matrix Z.

We rewrite Eq. as,

min tr(XX") — 2tr(ABZX") + tr(ABZZ"BTAT). (10)

Using obtained A from Eq. @ in Eq. to derive the objective function
of B as,
min —tr(XZ"BT(BS,B")"'BZX"),
 max tr((BSwB")'BS,B"), (11)



where S, = ZX"XZ". Similar to discriminant analysis (Fukunagal, 1990)),
Sw and Sy, can be interpreted as within-class and between-class scatter matri-
ces. Therefore, BT can be learned by r eigenvectors of Sy, 'Sy, corresponding
to top r eigenvalues.

By rewriting the objective function in Eq. @,

f(Z) = ||IX — ABZ||? + atr(ZLZ") +AZ]y,- (12)

Let A and B are fixed in Eq. (12). Then, by setting the derivative of f(Z)
to zero, the following Sylvester equation (Bartels & Stewart, 1972) can be
obtained,

((AB)TAB + A\D)Z + Z (aL) = (AB) 'X, (13)
where D is a diagonal matrix as,
1
Dj=-t (14)
2||zi[2 + €

Here, Algorithm [I] summarizes the iterative procedure of obtaining the main
optimization variables in Eq. (7). By descending order of ||z]|,’s, the impor-
tance of the corresponding features are determined.

Algorithm 1 DLUFS algorithm.

Input: Data matrix X € RP*™ and parameters o and .
1: t =0.
2: Initialize Z! = X.
3: repeat
4:  Update B! by solving Eq. (L1).
5. Update A" by Eq. (9).
6
7
8

Update the diagonal matrix D**! by Eq. (14)).
Update Z'** by solving the Sylvester equation in (13)).

. until the convergence of the objective function in Eq. .
Output: Sorting features in descending order of ||z;|,’s.

3.4. Computational Complezity

The computational complexity of Algorithm [I| consists of computing B,
A and Z in each iteration. By considering , cost of updating B equals
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Basis matrix: AB
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Figure 1: An illustrative example for describing the proposed method.

to max{O(p*), O(p*n)}. Next by (9)), the time complexity of computing A is
max{O(p?n), O(p*r), O(r®)}. Furthermore, the time complexity of updating

Z contains two elements, computing the input of Sylvester equation in ,
and solving the Sylvester equation, which derives as max{O(p?), O(p?n), O(p*r)}.
Since the assumption of r < {p, n} holds on high-dimensional settings, com-
putational complexity of Algorithm [T reduces to max{O(p?®), O(p?n)}.

3.5. An illustrative example

Fig. 1| describes the proposed algorithm through an illustrative example.
All matrices are assumed to be non-negative, where the brighter elements
indicate more closeness to zero and the darker ones are far from zero. X is



an artificial data matrix with nine features and six samples. First, a local
similarity matrix S is calculated based on the sample similarities in X. A
low-rank basis matrix AB is obtained by dictionary learning which can be
interpreted as the correlation among features based on the low-dimensional
matrices A and B. Then, a new data representation matrix Z is computed
based on spectral analysis in the basis space. The B, A, and Z are iteratively
updated until convergence. Features are ranked by calculating the fo-norm
on their corresponding rows of Z as our new data matrix. Finally, selected
features Xge are given in the output.

In this example, samples are classified to three sets as {Si, S5}, {S2, Ss},
and {Ss3,S4} in terms of similarities. In addition, there are three categories
of features, {F1,Fs5, Fr}, {Fa, F3,Fs}, and {Fy, Fg,Fo} by their similarities.
The basis matrix AB is learned based on low-rank dictionary learning with
rank = 3. Fig. [1] indicates that the top three remaining rows of Z are the
F4, F5, and Fg. Therefore, the output Xge is formed by selected features.

4. Convergence Analysis

Our aim is to show the non-increasing behavior of Algorithm [I| based on
the objective function in Eq. @ Initially, a lemma is given, then the main
theorem is presented.

Lemma 1. Let u and v are two non-zero vectors, then this inequality holds,

2
vl

I3
[[ull < vz = :
2[vll

T < (15)

The proof of Lemma (1| derived in (Nie et al., [2010).

Theorem 1. Algorithm [1| behaves non-increasingly in each update through
the primary objective function in .

Proof. In the following, the ¢-th iteration of a vector v and a matrix M is
denoted by v! and M.

The non-increasing behavior of the objective function of Z in (12)) is
derived by assuming A’ and B’ to be fixed. Since the non-smooth ||Z]|,, is
iteratively optimized by updating D and Z, the following inequality can be
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presented,

P 4112

2 T Zi
HX . QtthrlHF +atr<zt+lL(Zt+l> )+ A Z H2||Zt|l|2
illo

t
2 Z;
<X - Q'Z'|} + atr(Z'L(Z") ") + A E 2H||z H||2 (16)
1112

Where Q = AB. Then, the inequality can be rewritten as,

p 4112
||X _ Qtzt—HHi«“ + atr(zt+1L(Zt+1)T) A Hzt+1||21 —\ Z(Hzit+1”2 _ ||2Z||1 t|:|2)
K Zu
i=1 Ly
< X tzt 2 ZtL Zt T )\ Zt )\ . t ||Zit||;
<IX = QL) ) Ay =3 3 )
(17)
According to Lemma [I]
[ T L
Iz, — < lzll, = 7 (18)
2 2z, 22zt
we obtain,
2 T
X — QtZtHHF + O‘tr(ZtHL(ZtH) )+ A HZt+1H2,1
<IX — Q21 + @ tr(Z'L(Z") ) + A|Z (19)
Therefore,
F(AL, B, ZH) < f(A", B, Z). (20)
In the same way, by fixing Z*!, it can be shown that,
f(At—H,BH_l,ZH_l) S f(At,Bt,Zt—H). (21)
By considering inequalities and ,
f(At+17 Bt+1, Zt+1> S f(AH_l, Bt—i—l7 Zt) S f(A.t, Bt, Zt) (22>

Therefore, the non-increasing behavior of Algorithm [I} based on the primary
objective function in Eq. is given. O
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Table 2: The statistics of datasets.

Dataset samples features classes Type Category
BA 1404 320 36 Binary Image
Colon 62 2000 2 Discrete Biology
GLIOMA 50 4434 4 Continuous  Biology
Madelon 2600 500 2 Continuous  Artificial
ORL 400 1024 40 Discrete Image
PCMAC 1943 3289 2 Discrete Text
WarpAR10P 130 2400 10 Discrete Image
Yale 165 1024 15 Discrete Image

5. Experiments

This section is divided into five subsections to describe our experimental
setup. A brief summary of the applied datasets in our study, evaluation
measures, the details of parameters setting, the obtained results, and the
sensitivity analysis are presented in the following.

5.1. Datasets

A variety of domains of applications are considered in employed datasets
such as images of digits (BA (Belhumeur et al., [1997))), colon cancer (Colon
(Alon et all 1999)), malignant brain tumor (GLIOMA (et al., 2003))), non-
sparse artificial dataset (Madelon (Li et al., 2017a)), image of faces (ORL,
Yale (Cai et al. 2006), and WarpAR10P (Li et al., 2017a)), and PC ver-
sus MAC from 20-newsgroups dataset (PCMAC (Lang, [1995)). The BA is
available on https://cs.nyu.edu/~roweis/data.html, while all others are
accessed from (Li et all 20174). Table 2 reports the main characteristics of
datasets.

5.2. Fvaluation measures

The clustering techniques are usually applied to evaluate the UFS meth-
ods (Li et al., 2017a)). Based on the attained clustering results and the ground
truth information, two common evaluation measures are used frequently, Ac-
curacy and Normalized Mutual Information.

Let the ground truth and the predicted one based on clustering approach
are shown by y and .
The Accuracy (called as ACC) is defined as,

1
ACC(y,y) = - Zd(yi,map(zi)),
i=1
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where the function §(a, b) equals to 1, when a = b, and 0 elsewhere. For the
map(.) function, the Kuhn-Munkres approach (Lovasz, [1986)) is employed to
find the best permutation for matching the categories in vectors y and y.
Based on definitions of entropy measure H(.) and the mutual information of
y and ¥ denoted by I(y,¥) (Bishop, [2006]), Normalized Mutual Information
(called as NMI) is given as,

NMI(y,y) =

5.3. The experimental setting

We compare the proposed method, DLUFS, with the state-of-the-art un-
supervised feature selection algorithms, including JELSR (Hou et al., [2014),
LDSSL (Shang et al., [2019), LS (He et al., 2005), MCFS (Cai et al., [2010)),
NDFS(Li et al., 2012)), SPFS (Zhao et al., 2013)), SRFS (Zhu et al., [2018)),
UDFS (Yang et al., |2011), and selecting all features namely Baseline.

The number of neighborhoods in k-nearest neighbor algorithm is set to
k = 5. We set ¢ = 1 in our method and others requiring a similarity
matrix based on a Gaussian kernel. For NDFS method, the default v =
108 is considered. Finding the suitable choices of the tuning parameters a
and A in our method is performed by a grid search approach from the set
of {1074,1072,1,10?%,10*} candidates, where a similar approach is used to
set the tuning parameters in the other methods. The stopping convergence
condition for all of the iterative algorithms, including our method, is given
as W < 1073, where f(t) equals to the objective function in the ¢-th
iteration. The NMI and ACC measures are reported on 20 times repetitions.
In each repetition, the k-means algorithm ia applied by setting the numbers
of features from {50, 100, 150, 200, 250, 300}. We report two main descriptive
statistical quantities of NMI and ACC in these repeated experiments, mean
and standard deviation (STD).

5.4. Ezxperimental results

We demonstrate the performance of the proposed method, DLUFS, by
comparing to benchmark UFS methods defined in the earlier subsection.
Table 3] and [ represent the obtained results based on ACC and NMI (mean
+ STD). The bold numbers represent the best attained results. We used
the underlined numbers to indicate the second-best results. We summarize
the main findings from the obtained results of Table Bl and Table 4 in the
following,
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Table 3: The results of clustering (ACC% = std) of UFS methods on standard datasets.
The best and the second-best are presented in bold and underlined numbers.

Dataset BA Colon GLIOMA Madelon ORL PCMAC WarpAR10P Yale

Baseline 43.04+1.18 54.84 £0.00 61.30 £4.11 50.30 £0.07 59.244+2.17 50.54 £0.04 21.04 £2.93 41.91 +2.36
JELSR 39.97 +£2.14 56.76 £1.34 52.53 +1.00 57.53 £1.21 57.22 +3.15 50.55 £0.03 33.96 +1.50 37.56 +1.05
LDSSL 40.73 £3.28 58.01 £0.47 56.98 £0.70 52.23 £1.57 43.09 £5.51 50.69 +0.07 33.60 +0.51 40.23 £0.85
LS 41.59 £3.47 57.80 £0.60 55.75 +2.28 50.35 £0.04 48.13 £2.92 50.45 +0.03 32.60 +3.43 44.07 +2.42
MCFS 41.75 £2.16 54.66 +1.44 60.55 +4.73 52.30 £0.99 57.72 £1.27 50.46 +0.14 23.38 £3.39 39.76 £+ 0.49
NDFS 39.42 +4.06 57.39 £1.45 57.37 £2.14 57.06 £1.64 53.43 £2.73 50.59 £0.03 31.38 £1.14 37.15 +1.47
SPFS 41.39 £2.07 58.33 £1.61 55.68 £4.48 51.58 £0.12 58.08 £1.28 50.52 £0.04 30.96 +5.55 41.33 £0.71
SRFS 37.78 £4.73 60.32 £0.92 61.20 £1.32 52.00 £1.65 58.17 +£1.24 50.54 £0.02 31.19 £2.61 42.06 +1.88
UDFS 40.69 £3.05 55.67 +0.86 54.17 £3.05 57.47 £1.66 54.74 £2.10 50.57 £0.05 28.60 +3.78 33.53 +£1.33
DLUFS 42.38 £1.91 64.83+7.83 64.22+2.18 59.13+0.43 59.22 +1.25 50.80+0.12 35.65+2.23 47.31+0.98

Table 4: The results of clustering (NMI% + std) of UFS methods on standard datasets.
The best and the second-best are presented in bold and underlined numbers.

Dataset BA Colon GLIOMA Madelon ORL PCMAC WarpAR10P Yale

Baseline 58.21+0.69 00.62 £0.00 50.93 £2.47 00.00 £0.00 77.81 +0.83 00.04 £0.04 17.41 £3.60 48.93 +1.85
JELSR 55.62 +£1.60 02.76 £0.86 31.11 £2.10 01.60 £0.43 75.70 £1.94 00.90 £0.05 33.85 £2.17 44.90 +1.13
LDSSL 56.04 £3.26 01.52 £0.30 49.74 £0.37 00.22 £0.20 66.24 £3.99 01.08 £0.12 35.00 £1.17 47.08 +0.80
LS 57.14 £3.02 01.80 £0.20 49.77 £2.14 00.00 £0.00 71.32 +£2.13 01.23 £0.30 33.10 £4.42 49.83 +2.15
MCFS 56.64 +1.58 00.23 +£0.13 37.64 £7.80 00.18 +£0.13 76.78 £0.61 00.89 +£0.37 20.30 £4.59 47.10 +0.68
NDFS 54.65 +4.23 01.71 +1.40 49.87 £0.46 01.51 +£0.54 73.43 £2.00 00.67 £0.07 29.73 £1.19 44.38 +1.31
SPFS 56.91 +£1.62 01.21 +£0.48 35.41 £6.24 00.07 £0.01 77.22 £0.77 00.90 +0.06 27.09 +6.04 48.24 +0.76
SRFS 53.44 +4.68 02.96 £0.89 49.62 £0.59 00.21 +£0.32 77.27 £0.84 00.09 £0.09 29.16 £1.37 49.60 +1.10
UDFS 56.25 +2.72 01.13 £0.26 29.13 £4.92 02.13 +1.14 74.87 +1.52 00.83 £0.26 25.43 £3.63 42.00 +1.00
DLUFS 57.63 £1.84 07.59+9.66 51.75+0.34 02.43+0.23 78.02+£0.71 02.24+0.48 36.65+1.07 56.20+0.62

e In most cases, DLUFS outperforms the Baseline, which would lead

to the superiority of selecting features over learning on all features.
Therefore, feature selection process improves the efficiency (i.e. ease of
computation) and performance(i.e. better results).

e DLUFS obtain good results as the best or the second-best (after Base-
line) aligned with the good performance of LDSSL, SRFS which could
be due to data reconstruction.

e Our method achieves good performance in most datasets. It can be

attributed to low-rank representation as SRFS.

Furthermore, the performance of the proposed method is demonstrated by
selecting various number of features from 50 to 300. Fig. [2f and Fig. 3| show
the results for different numbers of selected features, ignoring LS, MCFS,
SPFS, and UDFS due to weak results. Obviously, DLUFS achieves the best
performance compared to the competitors even when the number of selected
features is varied.
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Figure 2: The achieved results in ACC measure by selecting different numbers of features.

5.5. Parameter sensitivity and convergence study

First, the sensitivity of the parameters is investigated in DLUFS. The
main parameters of the method are o and A, by considering the objective
function of DLUFS (Eq. (7). We explore the set of candidate values for
tuning parameters o and A from {1074, 1072, 1,102 10*}. The datasets of
Table |2 are used to investigate the affect of variations in the main tuning
parameters. We report the obtained results of DLUFS by considering ACC
and NMI measures. Fig. [4] shows ACC values based on different settings
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Figure 3: The achieved results in NMI measure by selecting different numbers of features.

of a and )\ parameters, and Fig. represents NMI values. The results
indicate that there exists a slight sensitivity to these main parameters in the

performance of DLUFS.

Next, the convergence behavior of the DLUF'S algorithm is experimentally
demonstrated on the datasets of Table The convergence speed of the
objective function is depicted versus the number of iterations in Fig. [6] These
findings from Fig. [0 reveal the efficiency of the proposed algorithm based on

the convergence speed.
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Figure 4: Performance of DLUFS in ACC measure using different values of the tuning
parameters a and S in log; .

6. Conclusion

In this work, we proposed a new unsupervised feature selection method
based on dictionary learning to learn a new data representation in a basis
space. We devise a low-rank constraint on the basis matrix to preserve the
feature correlation along with subspace learning. Spectral analysis was em-
ployed to consider the sample similarities in the learned data representation
matrix. Moreover, an /5 ;-norm regularization was applied in our primary
objective function to discard uninformative features. We presented a uni-
fied framework based on the important characteristics to select features. An
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Figure 5: Performance of DLUFS in NMI measure using different values of the tuning
parameters a and S in log; .

efficient numerical algorithm is introduced for the proposed method. The
performance of the proposed method was investigated through state-of-the-
art methods by the aid of a variety of standard datasets. The attained results
verified the strength of the proposed approach in terms of accuracy and speed
of convergence.
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