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Abstract

For more than a half-century, credit risk management has used credit scoring models in
each of its well-defined stages to manage credit risk. Application scoring is used to decide
whether to grant a credit or not, while behavioral scoring is used mainly for portfolio man-
agement and to take preventive actions in case of default signals. In both cases, network
data has recently been shown to be valuable to increase the predictive power of these models,
especially when the borrower’s historical data is scarce or not available. This study aims to
understand the creditworthiness assessment performance dynamics and how it is influenced
by the credit history, repayment behavior, and social network features. To accomplish this,
we introduced a machine learning classification framework to analyze 97.000 individuals and
companies from the moment they obtained their first loan to 12 months afterward. Our novel
and massive dataset allow us to characterize each borrower according to their credit behavior,
and social and economic relationships. Our research shows that borrowers’ history increases
performance at a decreasing rate during the first six months and then stabilizes. The most
notable effect on perfomance of social networks features occurs at loan application; in personal
scoring, this effect prevails a few months, while in business scoring adds value throughout
the study period. These findings are of great value to improve credit risk management and
optimize the use of traditional information and alternative data sources.

Keywords: Behavioral Credit Scoring; Application Credit Scoring; Machine Learning; Social
Network Data

1 Introduction

Financial institutions operate in a complex and dynamic environment, where they are exposed to
multiple risk sources, with credit risk being the most significant (Apostolik et al., 2009). Credit risk
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management is necessary and should be part of each lending decision; adequate risk management
avoids financial losses and is a crucial element for the profitability and well-being of the financial
institution and its borrowers (Brown and Moles, 2014). One of the main objectives of credit risk
management is to determine if the borrower will repay a loan and meet the agreed terms (The Basel
Committe on Banking Supervision, 2000). For this, it is necessary to have policies, procedures,
experience, and the expertise to extract knowledge from massive data sources (Brown and Moles,
2014). Researchers and practitioners have defined various types of credit scoring problems to
manage credit risk, depending on the circumstances and background of each borrower (Paleologo
et al., 2010; Thomas et al., 2017). In this research, we are interested in learning about application
and behavioral scoring. Application Scoring supports the loan granting decision. Its objective is
to assess the creditworthiness of new applicants; this is accomplished by combining the applicant’s
demographic information, loan repayment history, borrower historical data, and credit bureau data,
along with data collected in the application form (Anderson, 2022). The credit risk management
decision associated with application scoring is to grant loans to those borrowers who will be able
to pay and avoid granting credits to those who will not. Similarly, behavioral scoring models are
used in credit risk management, but it is applied to existing customers (Anderson, 2022; Paleologo
et al., 2010). In this way, all the loan payment behavior of the borrowers is available to develop an
active portfolio management process. It enables lenders to take preventive actions with borrowers
with high default likelihood, such as reducing the financial burden of those borrowers who have
difficulties complying with the payment schedule and established obligations.

Research on credit scoring is extensive but mainly focused on application scoring. Although
some researchers describe behavioral scoring knowledge as limited and scarce (Goh and Lee, 2019;
Kennedy et al., 2013; Liu, 2001), we are interested in delving into what we already understand
about application scoring and behavioral scoring. First, both credit scoring problems combine bor-
rower demographic data, historical information, and features obtained from multiple data sources.
Repayment history emerges as one of the main creditworthiness predictors. The effect of this fea-
ture set is seen mainly in behavioral scoring; in application scoring, the payment behavior often is
not available, or the applicant often does not have it (Muñoz-Cancino et al., 2021). Second, bet-
ter performance of credit scoring models leads to more accurate decision-making and allows more
efficient and profitable credit risk management (Djeundje et al., 2021; Verbraken et al., 2014).
To increase the discriminatory power of these models, financial institutions have used alternative
data, especially information from borrowers’ relationships and interactions (Muñoz-Cancino et al.,
2021; Óskarsdóttir et al., 2019; Roa et al., 2021; Ruiz et al., 2017). This type of information adds
value to both types of credit scoring. However, it is in application scoring where it achieves the
most significant performance enhancement, especially in applicants whose repayment history is
not available.

We know the effect of repayment behavior and social-interaction data on application and be-
havioral scoring problems based on the above. Concerning repayment behavior, this is gaining
relevance as the relationship becomes entrenched; the more and more information on behavior is
collected, the more accurately the borrower’s creditworthiness can be predicted. In the case of
social interaction data, the opposite occurs; at some point, the borrower’s behavior and repayment
history replace the knowledge provided by this alternative data source. Both relationships are en-
gaging to study. However, to date, we do not know a study on the dynamics of this phenomenon.
Research in credit scoring only knows what it occurs at the beginning (application scoring) and at
some point during the loan payment schedule (behavioral scoring).

Consequently, this research endeavors to answer the following research questions:
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1. We know that borrowers’ repayment history increases creditworthiness assessment perfor-
mance. At what point does this information become meaningful? How long do we need to
observe borrowers’ repayment history?

2. We know that social interaction data adds higher value in application scoring when the be-
havioral information is scarce. How long is it convenient to use these sources of information?

3. What insights and value to credit risk management are obtained for studying this phe-
nomenon?

To this end, we have analyzed a massive multi-source credit dataset containing borrower in-
formation and social interaction data in the form of graphs. Then, we carried out an experiment
where we observed individuals and companies from the moment they obtained their first loan their
subsequent credit history repayment behavior for the next 24 months. The analysis of the results
was carried out in considering credit history, repayment behavior, and alternative data and their
impact on the creditworthiness assessment perfomance.

This work contributes to the growing research on credit scoring and the use of social network
data. We challenge the current division of the credit risk management process through our analysis
by investigating what happens between application scoring and behavioral scoring. Focusing the
analysis on the borrower rather than the business process lets us discover how the credit scoring
models’ performance varies as the borrower begins to have a credit history. Additionally, we
analyzed contribution repayment behavior features and social network features’ contribution and
how their value decreases in the presence of behavioral attributes.

Furthermore, our dataset is novel because it includes information for individuals and compa-
nies from the moment they obtain their first loan and their subsequent credit history repayment
behavior, together with social network data to characterize them. In this way, it handles the low
availability of data for behavioral models research stated by Kennedy et al. (2013) and Goh and
Lee (2019). It allows us to carry out the first study, as far as we know, on credit assessment
performance dynamics.

This paper is structured as follows. In the next section, the literature review of credit scoring
in application and behavioral scoring models is presented. The proposed methodology is presented
in Section 3. In Section 4, the experimental design and datasets are described. Section 5 is on
results and their implications. The last section includes the conclusions, research findings, and
future work.

2 Background

Credit scoring models enable and support credit risk management in financial institutions. For
more than half a century, they have been part of the decisions throughout the credit risk manage-
ment cycle (Thomas et al., 2017). Decisions on whom to grant a loan to, portfolio management,
preventive collection actions, and even pricing are not conceived today without the support of
credit scoring models (Anderson, 2022; Ntwiga, 2016). Academics and practitioners have devel-
oped different credit scoring tools to address the different decisions at each credit risk management
cycle stage. application scoring is used to decide whether to grant a loan to an applicant. In con-
trast, behavioral scoring allows to characterize those borrowers who have already been granted a
loan, and it is used mainly for portfolio management. Finally, collection scoring allows optimizing
the collection and recoveries policies and strategies (Paleologo et al., 2010).
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The Application scoring models are used to decide whether to grant a loan or not. In this way,
they are understood as the gateway to the lender institution and the financial system. Its correct
implementation and usage allow the implementation of the risk appetite policies and define the
applicant universe with whom to operate. Hence the importance of having models that allow to
correctly quantify the borrower risk level and predict with high certainty whether the applicant
will default or not. One of the most used approaches to enhance the creditworthiness assessment
performance is to improve the modeling techniques, from the traditional logistic regression to other
techniques such as support vector machines (Huang et al., 2007), bayesian models (Kao et al., 2021),
genetic algorithms (Kozeny, 2015), ensemble classifiers (Garćıa et al., 2019; Moscato et al., 2021;
Radović et al., 2021), and deep learning models (Gunnarsson et al., 2021; West, 2000) and deep
belief networks (Gunnarsson et al., 2021; Luo et al., 2017). While improving the performance is
not restricted to an application scoring problem, most studies have been made on this particular
problem. Another approach to enhance the creditworthiness assessment is to include alternative
data sources. More and better data leads to better decisions, and in the case of application scoring,
the researchers have analyzed the contribution of alternative data sources such as satellite and
geospatial data (Simumba et al., 2021), psychometric data (Djeundje et al., 2021; Rabecca et al.,
2018; Shoham, 2004), mobile phone data and communication networks (Óskarsdóttir et al., 2018;
Óskarsdóttir et al., 2019), network data (Cnudde et al., 2019; Freedman and Jin, 2017; Giudici
et al., 2020; Masyutin, 2015; Wei et al., 2016), and written risk assessments (Stevenson et al.,
2021). These studies have in common that most of the increase in creditworthiness assessment
performance occurs when applicant traditional information is scarce or non-available.

Behavioral scoring is used mainly for portfolio risk management, understanding what happens
after the credit has been granted. These models assess actual customers’ creditworthiness and
enable lenders to take preventive actions with borrowers with a high default likelihood. Unlike
the application models, there are no extended research about behavioral scoring (Goh and Lee,
2019; Liu, 2001), Kennedy et al. (2013) suggest that the reason for scarce research on behavioral
scoring is the large volume of data required and the difficulty of accessing the data. However,
the research lines to increase the performance of these models are the same as in application
scoring. Putra et al. (2020) investigated the value of social network data to predict bankruptcy,
and Letizia and Lillo (2019) included a corporate payments network to assess an internal rating.
Our previous research (Muñoz-Cancino et al., 2021) shows that social network data generate a
much more significant performance enhancement in application scoring than behavioral scoring,
considering the same population and features. Moreover, this result is consistent when the credit
scoring model is applied to both individuals and companies, personal scoring and business scoring,
respectively.

Among other studies that address the behavioral scoring problem, the work of Hsieh (2004)
developed a behavioral scoring to manage credit card customers through an RFM-based segmenta-
tion model and then defined marketing strategies for each group using association rules. Biron and
Bravo (2014) studied what happens when infringing the logistic regression independence assump-
tions in behavioral scoring. Kao et al. (2021) concluded that increasing the APR (annual percentage
rate) significantly increases the probability of default using the credit cardholder database from
Taiwan.

The Behavioral scoring models include additional information: repayment behavior, and credit
history (Thomas, 2000); this data is not necessarily available in application scoring. The repay-
ment behavior and banking data preceding the observation point is defined as the performance
period (Thomas, 2000). The behavior during this period is added as features - for instance, number
of missed payments and average balance. There is still no consensus on the performance period
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length. Liu (2001); Thomas (2000) gives 12 months as an example and Djeundje et al. (2021)
stated “Behavioural scoring models are applied to accounts that have been open for a sufficient
period” (p.2), but without details of the sufficient period. Kennedy et al. (2013) analyzed the per-
formance period length comparing windows of 6-months, 12-months, and 18-months. Concluding
the best performance is achieved using the 12-months performance windows but limited to shorter
outcomes windows; in longer outcome windows, it is harder to find optimum performance win-
dows. Therefore, the performance window selection only affects the short-term creditworthiness
assessment.

Despite all of this, we do not fully understand how long the performance period should be
and how the discrimination power varies as more knowledge on repayment behavior becomes
available. Additionally, the role and contribution of network data in the shift between application
and behavioral scoring remain an open question.

3 Methodology

We use an approach based on machine learning classification models to analyze the creditworthiness
assessment performance’s dynamics and how it is affected by credit history, repayment history, and
social network features.

We analyze the performance dynamics by studying multiple machine learning static models;
this is achieved by creating twelve credit scoring datasets varying the number of months since the
borrower obtained his first credit. The first dataset only includes borrowers in the first month
after granting. The first dataset corresponds to a credit scoring application problem; the second
dataset includes the same group of borrowers, but they are observed two months after granting. It
continues until the last dataset contains the borrowers’ information 12 months after granting. It is
necessary to point out that although the models to be trained are independent, the training data
is not. In this way, it is possible to obtain insights into performance dynamics through multiple
static models. The borrowers, individuals, and companies in the study remain invariant during the
12 months of analysis. As the months go by after the loan is granted, borrowers can be excluded
from the training dataset due to default or full credit payment. Borrowers are described using the
same feature set, regardless of the analysis time. However, these features reflect diverse behaviors
as the borrower repays the loan or shows signs of credit deterioration.

This study uses gradient boosted trees because they have consistently shown state-of-the-art
performance in different problems (Chen and Guestrin, 2016; Friedman, 2001; Muñoz-Cancino
et al., 2021). Additionally, in order to quantify the performance, we use the area under the
receiver operating characteristic curve (Bradley, 1997, AUC) and the Kolmogorov-Smirnov statistic
(Hodges, 1958, KS) as performance measures.

The dataset used to train these models is built by applying the feature engineering process
described in section 4.2. To obtain insights based on the generalization capability of these models
and avoid overfitted models, we split the dataset into two parts. The first dataset that contains
30% of the original dataset is used for feature selection and hyper-parameter optimization. The
remaining dataset is used to train the final models, including the features and parameters previously
obtained. The results and conclusions are based on the average of a 10-fold cross-validation. The
comparison between models is made using a t-test, according to the recommendations introduced
in Flach (2012, Ch. 12).

The feature selection and hyper-parameter optimization start discarding those features with
low or almost null predictive power; for this, we calculate the KS and AUC in a univariate way
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and discard those attributes with a KS <= 0.01 or an AUC <= 0.53 and then apply a method to
drop out highly correlated features. This method begins by selecting the feature with the highest
predictive power and then discards those whose absolute value of the correlation is greater than a
parameter ρ = 0.7; this process is repeated until all the target features are evaluated. We use this
method twice, first considering attributes that belong only to the feature sets defined in 4.2; thus,
we ensure a representative mix of attributes for each dimension analyzed. Then, we apply it again
by considering all the remaining features. Finally, to find the best hyper-parameters, we apply an
exhaustive search over specific parameters, the number of boosted trees to fit and their learning
rate, and the minimum data needed in leaves.

Our methodology’s second and last stage consists of using the remaining 70% of the original
dataset to train models using N-Fold Cross-Validation together with the previously obtained hyper-
parameters and features.

4 Experimental Setup

4.1 Dataset

We have used data provided by a Latin American bank. The information was anonymized to guard
customer confidentiality and not compromise any customer’s identification and relationships; there
is no possibility that this study can leak private data. The data includes 97,044 customers who
obtained their first loan between January 2018 and December 2018 and contains their repayment
behavior until December 2019. Our approach involves building a machine learning classification
model. For this, each borrower is labeled as a defaulter or non-defaulter. A borrower to be
considered a defaulter must be more than 90 days past due within the next 12 months from the
moment it sampled; if during this outcome period the borrower is not more than 90 days past due,
it is considered non-defaulter. Those borrowers with arrears of more than 90 days at the time of
observing them are not considered in the analysis.

The data sources used to construct this dataset have already been used to develop credit scoring
models (Muñoz-Cancino et al., 2021). Application and behavioral scoring models were trained.
In both cases, the borrower information and social interaction data proved to be a statistically
significant contribution to increasing creditworthiness assessment performance. Additionally, in
this study, we are interested in analyzing credit scoring models according to the type of borrower.
We will refer to personal credit scoring when borrowers are individuals and business credit scoring
when they are companies. This classification is complementary to the one previously defined.
In this way, it is possible to assess individuals’ creditworthiness (personal credit scoring) at the
application or after that, i.e., application or behavioral scoring, and the same applies to companies.

Table 1 describes the available information; this is grouped into business credit scoring data
and personal credit scoring data to distinguish between companies and individuals. It shows the
borrower number in the first observation month and the features number corresponds to those
provided by the financial institution and those built for this research. Each of the 12 datasets is
characterized based on the same attributes and contains the same borrowers observed i months
(i = 1, . . . , 12) after their loans were granted.

An overview of the construction of the datasets can be seen in Figure 1. The timeline shows
how many months have passed since the credit was granted; in this way, dataseti contains all
the borrowers after i months having obtained credit. During the following 12 months from the
observation month i, their payment behavior is analyzed to label the borrower as a defaulter or
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Table 1: Dataset description. Borrowers correspond to the total number of individuals and companies
that are part of our analysis, which will be observed from the moment they obtain a loan until 12 months
later.

Model Borrowers Features
Business Credit Score 20,835 585
Personal Credit Score 76,209 936

non-defaulter if they have exceeded 90 days in arrears during this observation period.

t1 t2 t3 ti−1 ti ti+1 t12 t13 time

dataset 1

dataset 2

dataset i

Observed loan payment behavior

Observed loan payment behavior

Observed loan payment behavior

Figure 1: Dataset construction

Figure 2 shows the borrower’s number and the default rate for each of the 12 datasets, grouped
by business scoring and personal scoring. Both charts start with borrowers at the moment of
application, 20,835 and 76,209 borrowers for business and personal scoring, respectively. These
borrowers are the ones that are part of the 12 dataset. The observations number decreases for
two reasons, the default or the total payment of the loan. These datasets are mutually dependent
since they contain information on the same borrowers but with diverse progress in repaying their
loans. This aspect allows us to gain insights into performance dynamics from independently trained
models.

(a) Business Scoring (b) Personal Scoring

Figure 2: Dataset Statistics. The X-axis displays the number of months elapsed since the loan granting.
The left Y-axis shows the observation samples, and the right Y-axis the default rate.

4.1.1 Traditional data sources: Borrower Data

To describe the borrowers, we have a massive dataset with the financial information of 7.65 million
people and almost a quarter-million companies between January 2018 and March 2020. The
financial information provided in this dataset corresponds to the monthly debt decomposition by
type and by days past due grouped into buckets. This particular dataset contains all of the study
subjects described in Table 1.
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4.1.2 Alternative data sources: Social Interaction Data

This study will characterize the companies with network data information originating from their
economic and social interactions. The network used for this purpose is composed of Transactional
services, the Enterprise’s ownership, and the Employment relationship. This network tries to build
an ecosystem where companies, business owners, and employees interact. We will call this network
EOWNet. On the other hand, people will be mainly characterized by combining marriages,
parents, and children. We will call this network FamilyNet. The EownNet is also used in the
personal scoring problem since many of these borrowers are part of the EOWNet. However, due
to the partial coverage of this dataset, it is expected a limited added value as we observed in
Muñoz-Cancino et al. (2021). The EOWNet is a dynamic network since the interactions that
constitute it changes monthly, while the FamilyNet is a static network, fixed at the beginning of
the study period.

4.2 Borrower and social network features

The people and companies of this study will be characterized by features created through a feature
engineering process. This process combines the node information, the repayment history 4.1.1 and
the network data 4.1.2. We will classify these features into the following subset:

• Borrower’s Financial Features: Correspond to borrower features based on the informa-
tion provided by the financial institution and allows us a characterization of the financial
situation of each borrower. Contains the debt decomposition by type (consumer, commercial,
and mortgage) and by delinquency situation, and the amount in revolving loans. We will
call this feature set XFin. It exclusively represents the borrower’s situation at the moment
of observation. Additionally, we include another feature set with the borrower’s historical
information and their repayment history; we will call this feature set XFinHist. This bor-
rower’s historical features include the mean and SD for each XFin feature for the last 3 and
6 months. In this way, both XFin and XFinHist feature set describes the borrower’s financial
situation. However, XFin describes the borrower’s credit situation at the observation point,
and XFinHist summarizes the historical borrower’s financial situation for the last 3 and 6
months.

• Node Statistics: This feature set considers each borrower as a node within the network.
Therefore, these features correspond to nodes’ statistics based on their position and charac-
teristics within the network. For each node in the network, we calculate the Degree, Degree
Centrality, number of Triads, PageRank Score, authority and hub score from hits algorithm
and an indicator of whether the node is an articulation point. We will call this feature set
XNodeStats, and it is part of the features that utilizing alternative data sources provides us.

• Social Interaction Features: We utilize the borrower’s social interactions to characterize
each borrower based on their neighborhood’s financial information, i.e., the individuals and
companies to which they are connected. Formally, we use the borrower ego network to char-
acterize a borrower using social network data corresponding to all the nodes the borrower
is connected to. We aggregate the egonet financial features in the XSocInt feature set, cal-
culating the mean and SD for the nodes’ features in the borrower’s egonet Nargesian et al.
(2017); Roa et al. (2021). As we did with borrowers’ features, we aggregate historical social
interaction features by calculating the mean and SD of the last 3 and 6 months. We will call
this additional feature set XSocIntHist.
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4.3 Experiments

We define a series of experiments to analyze the performance dynamics effect of credit history,
repayment history, and social network features. For this, we generate different sets of characteristics
detailed in Table 2. With each of these feature sets will train twelve models, one for each month
that has elapsed since the loan granting.

Table 2: Experiments Setup

Experiment Id Feature Group

E1 X = {XFin}
E2 X = {XFin + XFinHist}
E3 X = {XFin + XFinHist + XNodeStats + XSocInt + XSocIntHist}

5 Results and Discussion

This section presents the results obtained after applying our methodology to study creditworthiness
assessment performance’s dynamics. First, we present how the borrower’s credit history affects the
model’s performance (Experiment E1). Then we show how this effect changes when the repayment
features are incorporated into the analysis (Experiment E2). Finally, we study the effect on the
model’s performance incorporating the social interaction features, the borrower’s credit history
and repayment features (Experiment E3).

A further relevant analysis is to understand how much the social interaction features influence
the creditworthiness assessment compared to the borrower’s features and how this impact varies
over time. The results of this analysis are presented in 5.4.

5.1 Experiment E1: borrower credit history

The first goal is to understand how the borrower’s credit history affects the creditworthiness
assessment performance. We will do this by analyzing the behavior of the borrowers’ financial
features XFin over time. The Figures 3(a) and 3(b) show this effect for the business scoring
problem and the Figures 3(c) and 3(d) for personal scoring. For each problem, performance is
evaluated using the KS and AUC scores.

For each elapsed month since the loan granting, the initial feature set at the beginning of the
training is the same. However, as after applying the methodology defined in Section 3, the final
variables may vary between one period and another since we select those that better improve
default assessment. It is observed that the discriminatory power increases as the borrower credit
history increases, and this increment is at a decreasing rate. Furthermore, the increase ceases to
be consistently statistically significant after six months, so the gains in discriminatory power are
relevant in the first months.

In business scoring, we observe a high increase in the second month, higher than 25% in KS and
10% in AUC; however, additional credit history produces relatively minor increases. Something
different happens in personal scoring, where the increases, although lower, are consistent in the
first six months.

These results confirm what academics and practitioners already know: the importance of bor-
rower credit history in the creditworthiness assessment. The value of these results is that they
reveal the discrimination power dynamics produced by the availability borrower history. The
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(a) Business Scoring (KS) (b) Business Scoring (AUC)

(c) Personal Scoring (KS) (d) Personal Scoring (AUC)

Figure 3: Results in terms of KS and AUC scores for the Business Scoring and Personal Scoring Problem.
The X-axis displays the number of months elapsed since the loan granting. The blue line shows the
creditworthiness assessment performance (left Y-axis) for the Experiment E1, using only XFin: Node
Features. The dotted gray line (right Y-axis) shows the percentage increment between consecutive periods;
when this increment is statistically significant, the dots are colored red. Otherwise, they are colored gray.

credit history produces increases in performance at a decreasing rate. After six months, the gains
are marginal; this suggests that the transition from an application scoring problem to a behavioral
scoring problem, in terms of discriminatory power, occurs in these six months. Our results chal-
lenge the imprecise definition of the performance window in behavioral scoring from a sufficient
period (Djeundje et al., 2021) or the proposed 12 months (Kennedy et al., 2013; Liu, 2001; Thomas,
2000) and reduce them to the six-month performance window observed in this study.

A smaller performance window allows reducing the volume of information necessary to research
behavioral scoring models, which, as we have seen, is a limitation in this area (Goh and Lee, 2019;
Kennedy et al., 2013). Furthermore, these results broaden the adequate target population to apply
these models, going from borrowers with 12 months of credit history to needing only six months.
The third point favoring a six-month window performance is that it allows faster defaulter recovery.
That is to say, the credit evaluation for borrowers who had negative events in the past and now
present a good payment behavior, being this of great help in financial inclusion and access at lower
interest rates. Finally, other benefits include more straightforward technological implementations,
reducing storage costs, and generating behavior models that quickly capture the portfolio’s trends
and shifts.

5.2 Experiment E2: borrower credit history and repayment features

Another advantage of the borrower’s credit history is to build attributes that reflect the temporal
evolution of its characteristics. For this, we create a set of features that summarize the credit
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information of the last three and the last six months. In the first period of analysis, these attributes
do not add value since there is no previous history; however, these attributes make sense as the
months’ pass since loan granting.

We will call the repayment history features XFinHist, as mentioned in section 4.2. Figure 4,
shows the comparison between the experiments E2 and E1 to analyze the effect of incorporating
the attributes XFinHist to the creditworthiness assessment problem.

(a) Business Scoring (KS) (b) Business Scoring (AUC)

(c) Personal Scoring (KS) (d) Personal Scoring (AUC)

Figure 4: Results in terms of KS and AUC scores for the Business Scoring and Personal Scoring Problem.
The X-axis displays the number of months elapsed since the loan granting. The blue line and the green
line show the creditworthiness assessment performance (left Y-axis) for Experiment E2 and Experiment
E1. The dotted gray line (right Y-axis) shows the percentage increment between E2 and E1; when this
increment is statistically significant, the dots are colored red. Otherwise, they are colored gray.

The repayment history features affect creditworthiness assessment performance. Discrimination
power, measured as KS, increases as customer history increases and repayment features recollect
the borrower’s payment behavior. The most meaningful improvements for personal scoring and
Business Scoring occur six months after the credit is granted. When performance is measured based
on AUC, this relationship is not clear, and the benefits of incorporating repayment history features
are observed from the second month. The preceding confirms the importance of incorporating
repayment history features.

5.3 Experiment E3: borrower credit history, repayment features and
social interaction features

One of the questions that motivate this study is to delve into the value delivered by social interac-
tion features, and the impact on creditworthiness assessment performance as the borrower’s credit
history and repayment features become available. Figure 5 shows the comparison of experiments
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E3 and E2; this comparison allows us to analyze the added value of social interaction features as
the credit history and repayment behavior becomes available.

(a) Business Scoring (KS) (b) Business Scoring (AUC)

(c) Personal Scoring (KS) (d) Personal Scoring (AUC)

Figure 5: Results in terms of KS and AUC scores for the Business Scoring and Personal Scoring Problem.
The X-axis displays the number of months elapsed since the loan granting. The blue line and the green
line show the creditworthiness assessment performance (left Y-axis) for Experiment E3 and Experiment
E2. The dotted gray line (right Y-axis) shows the percentage increment between E3 and E2; when this
increment is statistically significant, the dots are colored red. Otherwise, they are colored gray.

Incorporating alternative data also allows increasing the creditworthiness assessment perfor-
mance. The most significant increase is observed in the first month when we face an application
scoring problem and the borrower’s credit information is not available or it does not exist.

In personal scoring, social interaction features increase the power of discrimination during the
12 months of studies. However, its impact decreases as the borrower’s credit history is available,
and repayment features express the borrower’s payment behavior better. In business scoring,
social interaction features increase by about 8% and 10% for KS and AUC, respectively. This
significant enhancement in discrimination power occurs at loan applications, a clear sign that the
creditworthiness assessment of a firm should not only count on its features. This assessment should
consider the behavior and attributes of its owners and analyze its supply chain with customers,
suppliers, and employees.

5.4 Importance of social interaction features over time

This section analyzes the borrower’s ego network characteristics, i.e, social interaction features and
how this impact varies as credit history and repayment behavior become available. To do this, we
consider the relative importance of each attribute in order to predict creditworthiness; this relative
importance is grouped into two categories, borrower features (XFin + XFinHist) and the features
obtained from social network data, i.e, node statistics and social interaction features (XNodeStats +

12



XSocInt+XSocIntHist). For each feature, the importance is calculated as the Shapley Values’ average
from a subset of the dataset and then aggregated according to the two categories previously defined.
The Shapley values were obtained using a tree-based SHAP Explainer (Lundberg and Lee, 2017).

The Figure 6(a) show the feature importance using Shapley values for the business scoring
problem and the Figure 6(b) for personal scoring.

(a) Business Credit Scoring

(b) Personal Credit Scoring

Figure 6: Feature Importance Analysis using Shapley Values. Figure (a) presents the Business Scoring
problem and Figure (b) Personal Scoring Problem, in both using the Experiment E3 feature set. The
features are grouped into two categories, the borrower’s features (XFin + XFinHist), and the social inter-
action features (XNodeStats + XSocInt + XSocIntHist). The X-axis displays the number of months elapsed
since the loan granting. The Y-axis shows the relative feature importance. The boxplots show the feature
importance in the 10-fold cross-validation, and the red line is a LOWESS regression fitted using these
results.

The importance of network features in business scoring is 63.8% in the first month, the same
month where this information generates its maximum discrimination power enhancement. Some-
thing similar happens in personal scoring; however, network information is less important, and so
is its increase in discrimination power.

Figure 6(a) shows the importance of social interaction features in the creditworthiness assess-
ment; when a company is applying for a loan, this alternative data contributes the most to the
credit evaluation. Its value decreases as the company’s information become available during the
following months; despite this decrease, the importance of social interaction features stabilizes
around 40% from the first six months. This result confirms what is already known by practition-
ers. The credit evaluation of a firm, especially in small and medium companies, must consider its
owners and the business ecosystem where the company interacts.

On the other hand, in personal scoring, the importance of social interaction features diminishes
almost linearly as time passes (See Figure 6(b)). The most significant enhancement persists at
application, but unlike business scoring, the importance of these attributes is considerably smaller,
as is their increase in discrimination power. Parental relationships and marriages do not have the
same impact on creditworthiness assessment as transactional and economic relationships on busi-
ness scoring. Despite this, social interaction features allow increasing the power of discrimination.
They are fundamental support in the financial inclusion of those people whom traditional credit
scoring models cannot evaluate since they do not have a credit history.

An interesting relationship to analyze is the one presented in Figure 7. This figure shows on
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the same scale the increase in discrimination power measured in KS and AUC and the importance
of social interaction features. A high correlation is observed between the increase in discrimination
power and the importance of social interaction features in both cases. In business scoring, this
correlation is almost perfect during the first six months of the study, and in personal scoring, a
strong pseudo-linear correlation is observed. This relationship shows that the contribution of the
social interaction features in the creditworthiness assessment is directly translated into an increase
in discrimination power.

Figure 7: Feature importance and predictive power relationship. (Left) Business Scoring problem; (right)
Personal Scoring Problem. in both using the Experiment E3 feature set. The blue and green lines show
the relative increase between E3 and E2 experiments for the KS and the AUC. The red line is the Social
Interaction features’ importance in experiment E3. A MinMaxScaler was applied to all series to limit the
results between 0 and 1. The X-axis corresponds to the months elapsed after the first loan granting. The
Y-axis shows the relative increment.

6 Conclusions

This study analyzes how credit history, loan repayment features, and social network data influ-
ence the performance of credit scoring models. We use traditional financial data and graph data
originating from borrowers’ economic and social interactions. Additionally, our novel dataset al-
lows us to analyze all the financial behavior of individuals and companies from the moment they
obtain their first loan until 24 months after it. Furthermore, we analyze the performance dy-
namics based on the results of multiple independent creditworthiness assessment models trained
with time-dependent datasets. These models are trained with features representing the borrower’s
credit history, repayment behavior, and social interactions. The performance of these models is
measured in terms of AUC and KS; the feature importance is quantified using Shapley values.

Our findings showed that as more borrowers’ credit history is available, creditworthiness as-
sessment performance increases at a decreasing rate. This effect is observed up to six months from
the loan granting, when it stabilizes. This finding is meaningful since it reduces the temporal
extent of the datasets necessary to train and research behavioral credit scoring models. Also, it
increases the population that can be part of these models from the necessary 12 months to only
six months. Furthermore, it enhances financial inclusion and leverages second chance banking
allowing those borrowers with good credit behavior but with a negative credit history to have a
briefer reintegration into the financial system. An additional noteworthy finding is that the fea-
tures that summarize the borrower’s repayment behavior, the repayment history features XFinHist,
enhance the creditworthiness assessment performance, especially after the first six months, and
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consequently, they increase performance when the contribution of the credit history stabilizes.
Finally, The social interaction features allows higher performance and its most significant added
value when the borrower is applying for the loan. In personal scoring, this effect decreases almost
entirely as the customer’s history is available. In business scoring, the increment in discrimination
power by incorporating social network features remains stable, at least during the first year.

The results obtained allow us to analyze the dynamics of creditworthiness assessment perfor-
mance and how it is influenced by the borrower’s credit history, the repayment behavior, and the
social interaction features. These results are important since it proposes a six-month performance
window, reducing it from the current recommendations of 12 months. In addition, they show us
how the importance and discrimination power enhancement of social interaction features changes
over time. Both insights allow us to improve credit risk management by establishing when and
how long to use social network data; similar conclusions are drawn about the performance windows
and the contribution of repayment features.

Our study suggests numerous lines of investigation. First, we would like to extend our research
period; our 24-month dataset only allows us to have insights from the first 12 months of the
borrowers’ behavior. Based on our results, it is feasible that the impact of social interaction
networks stabilizes after 12 months in the business scoring problem. A more extended observation
period would also allow us to study mortgages that have a slower evolution than consumer and
commercial credits. Secondly, we would like to understand what happens in other domains, either
using other types of networks or studying microcredits or peer-to-peer lending. Finally, in this work,
we study the creditworthiness assessment performance dynamics through multiple independent
models trained with time-dependent datasets; we would like to design an framework that inherently
handles time dependency.
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