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Abstract

Position detection of hydraulic cylinder pistons is crucial for numerous industrial automation applications. A typical
traditional method is to excite electromagnetic waves in the cylinder structure and analytically solve the piston po-
sition based on the scattering parameters measured by a sensor. The core of this approach is a physical model that
outlines the relationship between the measured scattering parameters and the targeted piston position. However, this
physical model has shortcomings in accuracy and adaptability, especially in extreme conditions. To address these
limitations, we propose machine learning and deep learning-based methods to learn the relationship directly in a
data-driven manner. As a result, all deep learning models in this paper consistently outperform the physical one by
a large margin. We further deliberate on the choice of models based on domain knowledge and provide in-depth
analyses combining model performance with real-world physical characteristics. Specifically, we use [Convolutional]
[Neural Network] (CNN) to discover local interactions of input among adjacent frequencies, apply [Complex-Valued]

eural Network| (CVNN) to exploit the complex-valued nature of electromagnetic scattering parameters, and intro-
duce a novel technique named [Frequency Encoding|to add weighted frequency information to the model input. The
combination of these techniques results in our best-performing model, a complex-valued [CNN]with[Frequency Encod]
which exhibits substantial improvement in accuracy with an error reduction of 1/12 compared to the traditional
physical model.

Keywords: Deep learning, convolutional neural network, complex-valued neural network, frequency encoding,
position detection, scattering parameter

1. Introduction interpreting the cylinder as a linear electrical network
to compute the exact value of the current piston po-
sition. This network is coupled to ports that are ex-
cited by the incident and reflected voltage waves that
reflect the interaction of the electromagnetic waves and
the cylinder(Whitel 2004). The whole network can then
be formalized by a linear equation, where its coeffi-
cients, the scattering parameters, convey the excitation
of the ports and detailed model assumptions of the net-
work. After measuring these scattering parameters, we
can use the mathematical expression of the network in
reverse to deduce the piston position. However, due
to the high demand for positional accuracy, the calcu-

*Corresponding author lation of piston position based on the physical model,

Email addresses: chen.xin@uni-tuebingen.de (Chen Xin), the linear electrical network based on the scattering ma-
thomas .motz@liebherr.com (Thomas Motz), trix, is problematic. One of the arguments is that the
wolfgang. fuhl@uni-tuebingen.de (Wolfgang Fuhl), model performance deteriorates severely in harsh en-

andreas.hartel@liebherr.com (Andreas Hartel), . d chall . b
enkelejda.kasneciCtum.de (Bnkelejda Kasneci) vironments and cha enging use cases because extreme

The ubiquitous aim for automation in industrial pro-
cesses demands accurate control of their components.
To better control the working behavior of a hydraulic
cylinder, one of the most widely used components in
industrial automation applications, we need to know the
precise position of its piston. LiView is a sen-
sor that can emit microwave signals and intercept their
reflections inside a hydraulic cylinder to detect the pis-
ton position.

One can model the physical relationship between the
microwave signals and the current piston position by
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conditions invalidate the physical model. Additionally,
the sensor should function properly and guarantee high
accuracy in a large variety of temperatures, mechani-
cal stress, moisture, and dust, which is precisely the
weakness of the approach based on the physical model,
given its poor consistency and robustness. On the con-
trary, these requirements make the learning-based meth-
ods seem more promising.

Machine learning is the process of using adaptive
models to analyze and understand patterns in data, and
make predictions without explicit programming. A typ-
ical workflow is to hand-design good features from raw
data, and then the machine learning models are trained
in to map the generated features to the corresponding
target. However, the feature extraction from scatter-
ing parameters is a nontrivial task that requires in-depth
domain expertise, The quality of the features directly
affects the accuracy. We confirm this through experi-
ments, where we apply classical machine learning mod-
els directly to the raw data and are not able to achieve
satisfactory results. Due to the complexity of the envi-
ronment inside the cylinder, we do not force meticulous
engineering on handcrafted features but pin our hopes
on deep learning instead.

Deep learning, or [Artificial Neural Network] (ANN),
as an important branch of machine learning, provides
a way to avoid the necessity for handcrafted features.
It allows models composed of multiple processing lay-
ers to learn data representations with multiple levels of
abstraction automatically. Two quintessential examples
of [ANNE are [Multilayer Perceptron| (MLP) and [Convo-]
[lutional Neural Network] (CNN), which are multilayer
stacks of fully connected and convolutional layers, re-
spectively. In this paper, we explore the feasibility of
and for piston position detection based
on scattering parameters. In all our experiments, deep
learning-based models consistently outperform both the
traditional physical model and classical machine learn-
ing models by a large margin. We also investigate the
particular impact of general architectures and compo-
nents of and [CNN for this specific task. We find
that different activation functions and the application of
convolution have significant effects on the model per-
formance for our specific task. We offer explanations in
the context of the characteristics of the model and the
physical nature of hydraulic cylinders.

The aforementioned machine learning and deep
learning models mainly focus on real-valued data. How-
ever, scattering parameters are complex numbers. One
way to cope with complex numbers is to break a
complex-valued vector into its real and imaginary parts
to form a real-valued vector of two times the length

of the original complex-valued vector. This simple ap-
proach effortlessly translates the problem from the com-
plex domain to the real domain but the essential sta-
tistical information, such as the correlation between
the real and imaginary parts of the numbers is com-
pletely lost. On the other hand, [Complex-Valued Neural|
with complex-valued weights, such
as complex-valued (Hirosel, 2012} [Sarroff, 2018)
and complex-valued (Trabelsi et al.| 2018} [Zhang
et al.| [2017), solve the problem directly in the complex
domain. They are designed to have more constraints to
force the model to mimic calculations in the complex
domain. This way, more information about the specific
application is introduced to the model, which could im-
prove the model performance. In this paper, we show
that our versions of and both sub-
stantially outperform their real-valued counterparts.

In addition to internalizing the information that the
model should operate in the complex domain by [CVNN]
other information related to the input can also be intro-
duced into the model by simply adding the information
to the input itself. For example, in the original trans-
former model (Vaswani et al., 2017), the position infor-
mation of the input words is encoded and added directly
to the word embedding. Inspired by this idea, we also
applied a model-agnostic technique named
[Encoding|to add frequency information to our model in-
put after weighting by learnable parameters. To our best
knowledge, this is the first work to use frequency infor-
mation of electromagnetic waves by adding a learned
weighted encoding of it directly to the model input. This
simple trick significantly improves the model perfor-
mance by about 36% for both and frame-
work.

Machine learning (Roshani et al., [2021; |Akhavanhe-
jazi et al.| [201 1 |Barbosa et al.,|2019; |Rana et al., 2019;
Bader et al.| 2021} Hejazi et al.,[2011)) and deep learn-
ing (Hien and Hongl [2021}; [Frazier et al.| [2022; Husby
et al., |2019; |Guptal [2020; [Travassos et al., [2020; Rana
et al., 2019) have already caught the attention of previ-
ous researchers in scattering parameter related projects.
Despite the notable achievements in accuracy, there are
still some regretful missing aspects. We consistently
find the following pattern in papers in this area: the
authors take a great deal of effort to design an elab-
orate physical experiment but only present a standard
machine learning or deep learning model without the
motivation for the choice of their specific models, the
comparison between different models, and their connec-
tions to the real-world physical system. In contrast, we
keep the physical model unchanged and focus on de-
signing the best deep learning models. We find that our




best deep learning model designed under the guidance
of physical properties can perform 4 times better than
a standard one with similar model parameters. This is
strong evidence of the potential of dedicated deep learn-
ing models in the area of scattering parameter-related
projects.

In this paper, we propose promising deep learning
models for piston detection using scattering parame-
ters. We elaborate on the motivations for the chosen
models, compare the performance of different learning-
based models, conjecture possible model improvements
based on the physical system, and prove our assump-
tions by in-depth analyses based on the model character-
istics and physical nature of the task. We hope this pa-
per can serve as a guide for projects in the area of deep
learning using scattering parameters and a reminder of
the potential of dedicated deep learning models. Our
major findings and contributions are as follows:

1. Deep learning-based models significantly and con-
sistently outperform both the traditional physi-
cal model and classical machine learning models.
The relative error of the most accurate model, a
complex-valued [CNN] with [Frequency Encoding]
(FE), is less than 1/12 of the traditional physical
model.

2. [Frequency Encoding| dramatically improves the
generalization performance of all based
models at a negligible cost of extra trainable pa-
rameters and without the need to change the back-
bone structure of the model.

3. [Complex-Valued Neural Networkk outperform
their real-valued counterparts by a large mar-
gin, which is strong evidence that more emphasis
should be placed on the complex nature of the spe-
cific task.

4. consistently beat[MLPk on performance, in-
dicating the local interactions between frequencies
play an important role.

5. The performance of models with the same archi-
tecture, but different activation functions varies
greatly, implying that a function choice that more
closely matches the physical characteristics of the
task is preferred, especially when computational
resources limit the total number of parameters of
the model.

The rest of the paper is organized as follows. In sec-
tion 2] we summarize the achievements and our inspira-
tions from them. Then in section [3] we show the phys-
ical characteristics by formalizing the physical model.

All the machine learning (Random Forest|(RF) and|Gra-

and deep learning models and in section
including [CVNN](section[4.3) are presented in sec-
tion[d} together with the novel technique
(section .4). In section 5| we introduce the

dataset (section[5.I)), specify the implementation details
(section @, evaluate the model performance in accu-
racy (section and lastly discuss model complexity
in terms of parameter numbers and inference speed (sec-
tion[5.4). Finally, section[6] provides our conclusions.

2. Related Work

Physical Model-Based Approaches. Given the char-
acteristics of the interior of hydraulic cylinders, electro-
magnetic wave is a good medium for detecting the pis-
ton position. Compared to alternatives like optical sys-
tems or cable potentiometers, a sensor based on electro-
magnetic waves is less exposed to external perturbations
since the measurement depends solely on the cylinder’s
interior. There are some varieties of attempts to mea-
sure the piston position with electromagnetic signals.
The difference lies in whether coupling the signal into
the cylinder on the side of the piston where the rod is
present (Morgan, (1994-06-28; Braun et al., |2014-01-
17, 2017-04-05) or on the other side without the rod
(Fend et al., 2011-06-30; Biichler et al., [2011-06-30j.
In the first situation, the cylinder tube and piston rod
form a coaxial cavity, while the latter leads to a signal
propagating in a hollow waveguide of variable length.
Both variants can be modeled so that the position of the
cylinder can be extracted, for example, from the anal-
ysis of resonant frequencies. The physical model we
adopt for the comparison to our deep learning models
is the LiView system (section [3)). It belongs to the first
category. A detailed description of it can be found in
section E} In short, we model the cylinder as a three-
port electrical system (Equation 3)) and derive equations
(see Equations [6] and [8)) describing the relationship be-
tween the target piston position and our sensor measure-
ments. The equations are solvable only if we make some
reasonable assumptions and fix the values of some vari-
ables by means of calibrations in advance. However, the
variable assumptions could break in harsh environments
and the model assumptions are not exactly accurate in
extreme conditions, which leads to noisy and inaccurate
position detections. Learning-based methods overcome
these restrictions and allow for a generic modeling pro-
cess for various environments.

Machine Learning-Based Approaches. Classical
machine learning algorithms, such as

Machine] (SVM)), [K-Nearest-Neighbor] (k-NN), [Deci

[dient Boosted Decision Tree] (GBDT) in section [{.1)),

(DT) have been widely adopted in industrial



applications (Bertolini et al [2021; Kang et al.l 2020
Narciso and Martins, [2020). Machine Learning has also
become a popular choice to find the relationship be-
tween the input scattering parameters and the desired
target. For instance, a [k-NN}based method for online
monitoring of transformer winding axial displacement
using scattering parameters is presented in |Hejazi et al.
(2011). The closeness among samples is measured in
terms of Euclidean distance in the feature space consist-
ing of the magnitude and phase of the measured scatter-
ing parameters. Researchers in the same group used the
same feature space but replace k-NN]with [Classification]|
[And Regression Trees| (CART)) (Breiman et all,[1984) to
detect the axial position of the winding (Akhavanhejazi
et al] 2011). Both and were able to detect
the position of the winding (displacement) with accept-
able relative errors (smaller than 0.2%). But this per-
formance could only be achieved after storing enough
reference feature vectors in advance. In recent studies,
classical machine learning approaches are still popular.
Bader et al.| (2021) investigated a cable identification
method using[SVM]|based on scattering parameters. The
real and imaginary parts of the complex-valued scatter-
ing parameters and their magnitudes were used as the
input of a linear[SVM| which achieved an accuracy close
to 100%. Despite the promising results, the applica-
tions mentioned above are rooted in relatively simple
systems (specifically two-port networks simulated in the
lab). In this paper, we used two more sophisticated ma-
chine learning models, [RF and to handle more
complicated (three-port network) and noisy real-world
experiments. But without forcing meticulous feature en-
gineering, machine learning models do not perform as
well as deep learning models.

Deep Learning-Based Approaches. Deep Learning
has attracted the attention of researchers working with
scattering parameters due to its strong potential both in
theory and in practice. Husby et al.| (2019) adopted 3-
hidden-layer with ReLU activation to detect the
thickness of duplex coatings used for corrosion protec-
tion of carbon steel substrates. They concatenated the
real and imaginary components of the measured scat-
tering parameters into a real vector with doubled di-
mensions as the input to the They were able to
reduce the relative standard deviation to 2.5%. [Hien
and Hong| (2021) proposed a material thickness clas-
sification with the help of a 6-hidden-layer also
with ReLU activation using features derived from scat-
tering parameters. Besides real and imaginary parts of
the scattering parameters as in Bader et al.| (2021), they
also used frequency, relative permittivity, and loss tan-
gent directly to form the dimensions of the input fea-

ture vectors. They binned the ground truth into eight
thickness classes and recorded impeccable average esti-
mation accuracy. Similarly, In addition to
can also be of help. [Guptal (2020) described a
based hand movement classification from scattering pa-
rameters. Likewise, they also fed their model with ex-
tra features calculated from recorded scattering param-
eters and finally achieved an accuracy of 98%. Given
the above successful demonstrations, we also evaluated
and with reasonable adaptions (section 4.2
and [5.2) to fit our task. Note that all previously men-
tioned models in this section are real-valued models but
with complex-valued input. A common way to solve
this contradiction is to concatenate a complex-valued
vector’s real and imaginary parts to form a double-sized
real-valued vector. We adopted this way to construct
our real-valued models as well, but also implemented
to handle complex-valued input directly.

[Complex-Valued Neural Network] (CVNN) com-
plex numbers are often used in many real-world
practical applications, such as in telecommunications,
robotics, bioinformatics, image processing, sonar, radar,
and speech recognition (Bassey et al., [2021)). Scatter-
ing parameters are also complex numbers. To deal with
them directly in the complex domain, is a good
option. [Yang and Bose| (2005) applied for land-
mine detection based on scattering parameters. They
trained [CVNN] with a single hidden layer on a highly
unbalanced small dataset. This can only result in a good
average true positive rate after strict outlier removal and
data balancing. In a recent study, |[Frazier et al.| (2022)
investigated more thoroughly in their applica-
tion for the estimation of complex reverberant wave
fields using complex-valued scattering parameter as in-
put. They tested a[CVNN] with complex-valued weights
and a hybrid which processes real and imagi-
nary parts of the input independently and only combines
these two parts at the very end of the model to generate
the output. They compared these two versions of[CVNN|
with their real-valued counterpart and found out that the
with complex-valued weights achieved the best
performance and outperformed the real-valued model
based only on the magnitude of the scattering param-
eters by a large margin. Besides complex-valued
in the above-mentioned two projects, complex-valued
also achieved promising results in other areas,
such as image recognition in |Irabelsi et al.|(2018)). En-
couraged by these results, we also implemented both
complex-valued and complex-valued for our
project and show that they outperform their real-valued
counterparts by a large margin.

Frequency Encoding. In the aforementioned work,




it’s common to use not only scattering parameters but
also other extra useful features either deriving from scat-
tering parameters or related to the experimental setup,
such as voltage standing wave ratio in |Gupta| (2020) or
permittivity in |[Hien and Hong| (2021). However, these
extra features, although directly related to the original
input, are usually concatenated to the original input,
which increases the input dimension and therefore the
model size significantly. Another way to introduce ad-
ditional information to the model is to add extra infor-
mation to the original input. A typical example is the
positional encoding for the Transformer (Vaswani et al.}
2017), where sinusoidal functions encode the position
of each word (of the input sentence), and the code is
directly added to the input embedding. Inspired by the
idea of positional encoding, we designed a novel tech-
nique called|[Frequency Encoding] which inserts the fre-
quency information into the model in an additive (rather
than concatenative as in previous works) way. The dif-

ference between positional encoding and our[Frequency]
is that we do not encode the frequency in a

predefined way but with learnable parameters.

Despite the notable achievements of the papers in
the area of machine learning and deep learning based
on scattering parameters, there are still some regret-
ful missing parts. Firstly, the computational resource
doesn’t seem to be a concern for most of the work. Con-
sidering the model deployment in an edge computing
device in the future, we restrict the model parameters
to 10K and provide detailed analyses of the tradeoff be-
tween model performance and model size. Secondly,
previous works in this area tend to directly adopt stan-
dard deep learning models without customization based
on the task at hand. The researchers focus more on the
design of physical experiments but usually simply pick
a standard deep learning model without the analysis of
their specific models and the comparison between dif-
ferent models. We are often unable to find a detailed
analysis of the test results, not to mention linking the
model performance to practice by explaining why the
model works in view of both the properties of the cho-
sen machine learning or deep learning models and the
physical characteristics of the system. In our opinion,
the motivation and analyses serve as helpful guidance
for similar projects in the future. Therefore, we focus
on the design of the deep learning model in combination
with the physical characteristics of the system. We pro-
vide in-depth analyses of the motivation for our model
choices (section EI), and the evaluation of our models’
performance (section . But before all that, we will
start our journey by introducing our physical model.

3. Physical Model

The physical model is based on the LiView system.
LiView is a sensor that measures the current position
of the piston in a hydraulic cylinder via the analysis
of electrical fields that are excited within the cylinder
(Braun et al.l [2017-04-05). It feeds microwave signals
with frequencies in a range from 300 MHz to 1.5 GHz
into the cylinder and measures the signals reflected by
the cylinder structure. The measured data provide sig-
natures that allow a determination of the piston position
after the read-out of them.

As shown in the LiView system consists
of an electronic unit positioned outside the cylinder and
two probes connecting the cylinder’s interior with the
electronic unit via two coaxial wires. These wires con-
duct a microwave signal (illustrated as arrows in
that is generated in the electronic unit and capac-
itively fed into the cylinder (Leutenegger et al., |2017-
12-15)). The electrical fields that propagate through the
cylinder have frequencies in a range from 300 MHz to
1.5 GHz with their phases and amplitudes depending on
the piston position.

In the present frequency regime, it is common to em-
ploy a formalism based on wave quantities that describe
scattering on the linear electrical network that repre-
sents the investigated system (Whitel [2004), (Ludwig
and Bretchko, 2000). Given the incident and reflected
voltage wave, EI" and El.ref , of a port i, we define two
waves a; and b; as

El:nC
ai = —, 1
=z )]
E*
b= —i, 2
=z @)
where Z; is the transmission line’s characteristic
impedance, which connects the i port. With the help of
a and b waves, a linear electrical network can be charac-
terized by a set of coupled algebraic equations describ-
ing the reflected waves from each port in terms of the
incident waves at all the ports (White, | 2004). The coef-
ficients of the network are called the scattering parame-
ters S. For a three-port electrical system as the LiView
system, the network can be described in the matrix for-
mat:

b S S Sui|(m
byl=1|5S21 S Saf|a]. 3)
b3 S31 S3 S3|\as

provides an abstract illustration of the three-
port network which models the LiView system. It is a
linear electrical network that interacts with three ports.
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Figure 1: LiView device and signal. (a) illustrates a LiView device
mounted outside a cylinder, with its probes connected to the cylinder
structure. (b) shows the process of a measurement cycle of the LiView
system, where the excitation and reflected signals are depicted as red
and blue arrows, respectively. The LiView electronic unit first gen-
erates a microwave excitation signal, which is conducted through the
black wire to probe 1 and capacitively fed into the cylinder there (the
curved red arrow). The signal then propagates inside the oil between
the piston rod and the cylinder until it hits the piston (the straight
red arrow). Then, the signal is reflected by the piston and can be in-
tercepted by probe 2 (the straight blue arrow). Finally, the signal is
received by the LiView electronic unit (the curved blue arrow) and is
processed there into the final measurement.

Port 1 and 2 correspond to probe 1 and 2 in[Figure T|re-
spectively. They are connected to the LiView electronic

unit via coaxial wires. When measuring, a stimulus is
injected at Port 1, and its reflection is finally received by
Port 2. Port 3 represents the cylinder tube with the pis-
ton moving inside, whose signal can’t be measured by
any probe. The cylinder structure among the three ports
can be considered as the virtual transmission lines. In
one measuring cycle, The LiView electronic unit first
generates a signal at a predefined frequency and injects
it into the cylinder structure through port 1. The injected
signal passes from the cylinder bearing to the piston rod
which is represented by port 3. It then propagates as
electromagnetic waves through the oil inside the cylin-
der tube until it reaches the piston. The piston then re-
flects the signal, and the probe at port 2 can then detect

az
Port 3

b3

Figure 2: Flow-chart of the three-port electrical network of the LiView
system and cylinder. Port 1 capacitively excites the signal, whose
reflection can then be detected by port 2. Port 3 corresponds to the
cylinder tube and the piston.

this reflected signal.

The quantities that are measured by the LiView elec-
tronic unit are the transmission ¢ (at one specific fre-
quency) between the exciting port 1 and receiving port
2 given by

b
t= 2. @)

a
The piston position L, which is formally defined as
the distance between the piston and its
(BDC) along the axial axis of the cylinder, de-

termines the scattering parameters of the 3rd port:
az = T(L)bs, &)

with T'(L) modeling the cylinder as a transmission line.
Under the assumption of reciprocity S;; = S j;, one
can extract the relevant transmissions and reflections at
ports 1 and 2 by combining Equations 3] and 5] Exem-
plary, the transmission ¢ for a certain frequency as in

for low frequency TEM-modes then reads
(Braun et al [2017-04-05))

APEN
t=S87 - 2278 131 . (6)
$3 - 15

Note that all wave-related variables (E, a, b, S, t) in pre-
vious equations are complex numbers. With Euler’s for-
mula, it follows that any complex number z, with r = |z]
as its amplitude and 6 = arg(z) as its phase, can be writ-
ten as

2= rd
=rcos@ +jrsinf @)
= Re(z) + jIm(z)



where j = V-1 so that the real and imaginary part
of z, Re(z) and Im(z), are both real numbers. There-
fore, the data finally gathered by the LiView system
are a complex-valued vector ¢ which has 121 elements
corresponding to transmissions at the 121 frequencies,
equally distributed in a range from 300 MHz to 1.5 GHz.

Our physical model for position detection is based on
the electrodynamics of the cylinder tube given by [Equa-|
and the derivation of T'(L) from Maxwell’s Equa-
tions according to Braun et al.| (2017-04-05). Specifi-
cally,

T(L) — e2L(—s”+jk), (8)

where €” represents the imaginary part of the complex-
valued relative permittivity €, = €’ + je” and k refers to
the angular wavenumber.

The existence of the relation r = f(L) (an abstraction
of Equations [6|and [8) paves the way towards a position
detection method by solving the inverse L = f!(¢).
Our physical model directly gives out the piston posi-
tion by solving the inverse function. Looking at Equa-
tions[6]and([§] it’s apparent that piston position L is noth-
ing but a mathematical expression of the transmission ¢,
which can be measured by the LiView system, subject-
ing to scattering parameters of the three-port electrical
network (Figure 2)), the relative permittivity of the oil
inside the cylinder, and the angular wavenumber. We
assume all variables except the model input ¢ and output
L are constants during inference and determine their val-
ues in advance. The scattering parameters S, S33, as
well as the product of S»3 and S 13 in[Equation 6]are de-
pendent on the specific cylinder structure and acquired
by calibration via measurements or simulations of the
respective cylinder. The relative permittivity €,, which
quantifies the storage (real part) and dissipation (imag-
inary part) of the energy, can be obtained with the help
of a Vector Network Analyzer (VNA). Since we know
the frequency for each measurement cycle of the LiView
electronic unit, we can easily get the angular wavenum-
ber k from the equation k = 27 f \/€'u,/co where f is the
frequency, €’ refers to the real part of the relative permit-
tivity, u, stands for the relative permeability which is ap-
proximately equal to 1 for oil and ¢y is the speed of light
in vacuum. After all the calibrations, we could finally
substitute the predetermined variables and the transmis-
sion ¢ measured by the LiView system during inference
to solve the desired piston position L

As long as the predetermined variables keep un-
changed and the modeling of the coaxial cylinder struc-
ture remains accurate, the physical model performs well
both in theory and in practice. However, the assump-
tions can surely break under harsh and irregular envi-

ronments. The oil permittivity € is sensitive to envi-
ronmental factors such as temperature, impurities in the
oil, etc. The temperature effect is even more severe
at extremely high or low temperatures. Because then,
the change in permittivity of other materials such as the
seals could break the assumption of the constant scat-
tering parameters. To solve this issue within the domain
of the physical method, we have to implement a mecha-
nism for the physical model to decide when to use which
calibrated scattering parameters. This method is how-
ever inaccurate, complicated to implement, and leads to
noisy position values. Moreover, the coaxial structure
is only a good approximation if the propagation length
of the signal is long. As a result, when the piston is
near the bottom of the cylinder tube or the piston rod
bearing, the model assumptions of a coaxial cavity do
not hold anymore and workarounds such as a switch to
other models or look-up tables have to be implemented,
which demand in-depth expert knowledge and impede a
robust implementation that can easily be generalized to
mechanically differing cylinder types. Then more elab-
orate and general models are needed for accurate posi-
tion determination. Next, we will show how we found
these more accurate models with better generalization
performance by switching to learning-based methods.

4. Methods

We apply machine learning and deep learning-based
approaches as a generic solution to cylinder piston posi-
tion estimation by learning the underlying relationship
between the input measurement and the target piston po-
sition, with the help of a large amount of data collected
in a variety of work scenarios. Specifically, our goal is
to learn the mapping relationship L = f~'(¢) between
the transmission ¢ measured by the LiView system and
the desired piston position L by machine learning and
deep learning methods. The original measurement data
are 1D complex-valued vectors with 121 elements cor-
responding to the 121 equally distributed frequencies
from 300 MHz to 1.5 GHz. Depending on the model
architecture and the technology applied, we preprocess
the raw measurement into the actual input to the model
accordingly (sections .2 [4.3] and [4.4). The output of
all models is always a scalar referring to the piston po-
sition recorded simultaneously when the input is mea-
sured.

This section introduces the general architectures of
the models and specific methods we use to achieve our
goal. we apply both the classical machine learning (sec-
tion [4.1) and deep learning-based models (section [4.2]



and [4.3), together with a novel technique named
(4.4). The implementation details are

given in section [5.2] and the model performance is ana-
lyzed in section[5.3]

4.1. Machine Learning Models

[Random Foresf| (RF).[Random Foresfis a combina-
tion of tree predictors such that each tree depends on
the values of a random vector sampled independently
and with the same distribution for all trees in the forest
(Breiman, [2001)). To construct a we first generate
m new training sets from the original training set of size
N and feature dimension d (with d = 242 = 121 x 2
since we use real-valued model until section4.3) by uni-
form sampling with replacement. This technique is also
known as bootstrapping. For each sampled new training
set, we randomly sample @’ = | Vd] features and then
train (Breiman et al., [1984) on the sampled fea-
ture subspace. Finally, all the trained [CART] are aggre-
gated to form the [RF] and the average prediction result
of the trees is the final output. The process of boot-
strapping and then aggregating is often abbreviated as
bagging.

[Gradient Boosted Decision Tree| (GBDT). Another
classical machine learning method based on the aggre-
gation of decision trees is The main difference
between and RF)is that the former uses boosting
instead of bagging as in the latter. Boosting is a power-
ful technique for combining multiple *base’ classifiers
to produce a form of a committee whose performance
can be significantly better than any of the base classi-
fiers (Bishop and Nasrabadi, |2000). In our case, we use
as base regressors and build an ensemble of them
in a forward stagewise manner. At each iteration of the
forward stagewise procedure, we train a[DT]to represent
the negative gradient of the residual error from the pre-
vious iteration and aggregate to the ensemble by steep-
est descent.

and are both ensemble learner based on
[DTk. They utilize bagging and boosting respectively to
overcome the tendency of overfitting and high variance
in a single [DT] for better generalization performance.
Given the excellent performance of both (Chen
and Guestrin, |2016a; |Dorogush et al., 2018} |[Ke et al.|
2017) and@(Breiman, 20015 (Schonlau and Zoul, [2020)
on general regression problems, we adopted these two
models for our task. However, these two models do not
perform very well on our problem (section [5.3), espe-
cially compared to the deep learning-based models pre-
sented in the next section.

4.2. Deep Learning Models

Deep learning, or[ANN] allows computational mod-
els composed of multiple processing layers to learn data
representations with multiple levels of abstraction |Le-
Cun et al.|(2015). Intricate patterns in large data sets can
be implicitly discovered by exploiting backpropagation
(Rumelhart et al., [1986)) to change its internal parame-
ter states. The motivation for the choice of deep learn-
ing is to use this mechanism to achieve better general-
ization performance since traditional machine learning
methods are insufficient to learn complicated functions
in high-dimensional spaces such as our case (with evi-
dence given in section [5.3). The architecture of a deep
learning model is a multilayer stack of simple modules
(Figures [3] @] and [5). In this section, we discuss the
structure of our[MLP}[CNN] and [CVNN]models.

[Multilayer Perceptron| (MLP). [MLP| (Werbos and
John, |1974} Rumelhart et al., |1986) is a feedforward
where every single neuron in adjacent layers is
connected to each other. Because of the fully con-
nected characteristic, is also named as
[nected Neural Network] (FCNN). The quintessential ad-
vantage of is that they are universal approximates
provided sufficiently many hidden units (Hornik et al.,
1989), i.e. they are able to represent a wide variety of
functions requiring no special assumptions about the in-
put. For the real-valued (3a), we first concatenate
the real and imaginary parts of a measured complex-
valued transmission ¢ to form a real-valued vector as the
new input, and train real-valued to approximate
the inverse function L = f~!(¢) for prediction of the
targeted piston position L. We evaluate with dif-
ferent numbers of hidden layers, each consisting of 32
neurons except the last one, which has 16 neurons. We
also analyze the effect of four different activation func-
tions, sigmoid, ReLU (Nair and Hinton, 2010), Leaky
ReLU (Maas et al.| [2013)), and SELU (Klambauer et al.}
2017), on[MLPk.

[Convolutional Neural Network| (CNN).[CNNE (Le-
Cun et al., [1989) are a specialized kind of neural net-
work for processing data that has a known, grid-like
topology (Goodfellow et al.,2016)). Units in a convolu-
tional layer are organized in feature maps, within which
each unit is connected to local patches in the feature
maps of the previous layer through a set of weights (Le-
Cun et al} [2015). The result of this locally weighted
sum is then passed through the activation function like
in to form the output feature map.

The motivation for[CNN]is its property that a convo-
lutional layer should learn functions that represent lo-
cal interactions in input. In our case, the local interac-
tions are among neighboring frequencies. Based on the
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Figure 3: MLP architecture. The real-valued (a) and complex-valued
(b)[MLP}s consist of Fully Connected (FC) and Complex-valued Fully
Connected (ComplexFC) layers, respectively, with the number of
units of a specific layer given in its following parentheses.

properties of electromagnetic waves, it is reasonable to
assume that transmission ¢ of adjacent frequencies are
highly correlated, exhibiting local statistics which are
easily detected. In section[5.3] we prove our hypothesis
with training results and provide a credible explanation
for the underlying physical mechanism.

As in real-valued we concatenated the real-
valued real and imaginary parts of all 121 complex
numbers to form the 1D grid with 242 elements as the
input for our real-valued [CNNk. Once we converted
the complex-valued input to vectors with the shape of
1 x 242, 1D local convolutional filters only to the fre-
quency dimension (instead of the temporal dimension).
A 1D can then be constructed using these convo-
lutional layers and trained to predict the targeted pis-
ton position. As depicted in the first con-
volutional layer has a large kernel size (1 x 22) and
stride (11). It’s a common way to reduce dimensionality
in frequency-based signal processing, e.g. in Supriyal
(2020). The first convolutional layer is followed by
three convolutional layers with small kernels (1 X 3)
and strides to extract informative features. Finally, a
fully connected layer exploits those extracted features
to make the prediction.

Note that we perform downsampling directly by con-
volutional layers, instead of max pooling layers, with a
stride of more than one. The two ways result in a similar
model structure considering the dimension of the fea-
ture maps of each layer and are experimentally proved
in section [5.3]to have similar effects on generalization
performance for our project. We prefer the latter from
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Figure 4: CNN architecture. The backbone of the real-valued (a)
and complex-valued (b) [CNN is 1D convolutional (Conv) and 1D
complex-valued convolutional (ComplexConv) layers, respectively.
For each layer in the illustration, the kernel size is presented as the
first term of the description text and the number of output channels
is given in parentheses. Different strides are used for downsampling.
At the end of all[CNNE, there is always a Fully Connected (FC) layer
to map the features extracted by Conv or ComplexConv layers to the
desired output. In practice, we modify the number of convolutional
layers so that each model has around 10K parameters.

the perspective of intuitive comparisons between real-
valued and complex-valued [CNN] described in the next
section.

4.3. [Complex-Valued Neural Network] (CVNN)
[CVNNE are[ANN that operate in complex space with

complex-valued input and weights. The main reason for
their advocacy lies in the difference between the repre-
sentation of the arithmetic of complex numbers, espe-
cially the multiplication operation (Bassey et al., [2021]).
illustrates our implementation of the complex-
valued operation inside a layer of a In the il-
lustration, Re(X) and Im(X) refer to the real and imagi-
nary parts of a complex-valued input, while Re(W) and
Im(W) refer to the real and imaginary parts of the layer
weight. To imitate the multiplication of complex num-
bers, we first split the real and imaginary parts of the
complex-valued input and weight as stated, then cal-
culate the components Re(X) * Re(W), Re(X) * Im(W),
Im(X)*Re(W), and Im(X) * Im(W) separately, and lastly
additively combine these four products to construct a
new complex-valued output of the specific layer with
the real part as (Re(X) * Re(W) — Im(X) * Im(W)) and




the imaginary part as (Re(X) * Im(W) + Im(X) = Re(W)).
Once the complex-valued outputs are obtained, a split
activation function (Bassey et al.l [2021) is applied to
them, where the real and imaginary components of the
signal are independently input into a chosen real-valued
activation function.

Note that the symbol * here does not have to refer
to the multiplication operation. One can easily switch
the multiplication operation to the convolution opera-
tion. In this case, X will refer to complex-valued feature
maps from the last layer and W the complex-valued ker-
nels of a convolutional layer. Accordingly, Re(X) and
Im(X) (or Re(W) and Im(W)) each represent half of the
feature maps (or kernels). A great illustration of the op-
eration of a complex-valued convolutional layer can be
found in [Trabelsi et al.| (2018)). Furthermore, we can
extend the meaning of * to an arbitrary function evalu-
ation. In this case, Re(W) and Im(W) are the functions
in the same form but with different coefficients. They
take either Re(X) or Im(X) as input and the outputs are
denoted as the four blocks in the second row of

Inspired by Matthes et al.| (2021) and [Trabelsi et al.
(2018), we implement the Re(W) and Im(W) as two
standard real-valued layers respectively but combine
their outputs in the way stated above to construct a
[CVNN] instead. If we denote the We denote the im-
plementation of complex-valued counterparts of FC()
and Conv() as ComplexFC() and ComplexConv() (in
Figures [3] and [, with the number of neurons for FC
layer or kernels for Conv layer in their real-valued lay-
ers given in the following parentheses. For example,
a ComplexFC(16) layer is implemented by two FC(16)
layers representing Re(W) and Im(W), respectively.

The choice of [CVNN]is motivated by the fact that the
input is complex numbers, where the real and imaginary
parts, or more specifically their amplitude and phase,
are statistically correlated. This information will be lost
if we simply choose to represent a complex number as
an ordered pair of two real numbers, as in the previous
sections. can reduce the ineffective degree of
freedom in learning or self-organization to achieve bet-
ter generalization characteristics (Hirosel [2012). The
mechanism of can also be seen as applying an
infinitely strong prior to the original and
forcing them to operate in the complex domain. This
could be (and is proved in section [5.3] to be) useful
since we’re giving the models more information about
the real-world application. Guided by this idea, we fur-

ther introduce another technique named
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Figure 5: An illustration of one layer in a Both the input and
the output are complex numbers. Layers ifC VNN|mimic calculations
in the complex domain. The symbol * in the figure represents mul-
tiplication for ComplexFC layer and convolution for ComplexConv
layer.

4.4. [Frequency Encoding|(FE)

[FE] encodes the (normalized) frequencies f for each
channel of the complex-valued input, and then the code
¢ is added element-wise to the input after weighting by
a learnable parameter w. Formally, the pipeline in
this paper can be expressed as:

c=w=xf,
Re(x’) = Re(x) + ¢,
Im(x") = Im(x) + ¢,

€))

where x” and x are the encoded and original 1D input
vector, respectively. Both consist of 121 elements cor-
responding to the 121 frequencies. As illustrated in[Fig]
the 121 frequencies from 300 MHz to 1.5 GHz are
uniformly scaled to [0,1] at first. The normalized fre-
quency vector is denoted as f. Then the uniformly en-
coded frequencies f are multiplied by the corresponding
learnable weights to generate the code ¢. Note that the
weights w for frequency encoding are learned by back-
propagation during training, just like any other learnable
parameters in the model. After that, the code for each
frequency is added to both the real and imaginary parts
of the original input x (in our case the measured trans-
mission ¢) at the corresponding frequency, forming the
new input under [FE| x” to the models.

injects the information about the exact frequency
of the electromagnetic waves that the sensor operates on
directly into the model. Frequency information should
(and in section[5.3|proved to) be helpful because the pre-
cise value of the frequency will significantly affect the
corresponding transmission ¢, and furthermore, the pis-
ton position. Since we cannot precisely confirm a priori
the impact of each frequency, the learnable weights are
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Figure 6: Sketch of the @) procedure. The

normalized frequencies f are multiplied with the learnable weights w
which leads to the code c. This ¢ then serves as an additive bias for
the original model input x. Therefore, the frequency information is
encoded and injected to the final input for models x*

introduced to correct the initial uniform encoding. We
prefer over intuitive concatenation, mainly for the
following reasons. Firstly, it uses the summation of cor-
responding elements to avoid the explosion of the input
dimension and further the model parameters. Secondly,
the frequency information is accurately introduced into
the correct corresponding input element instead of let-
ting the model find the correspondence between the
two by training itself. Another advantage of [FE]is that
it’s also a model-agnostic technique, i.e., we can easily
apply it to any learning-based models benefiting from
backpropagation without any particular change of the
model structure. It turns out that[FE]significantly affects
model performance. More details about the evaluation
results can be found in section[5.3]

5. Experiments

5.1. Dataset

Experimental Configuration. Our experiments for
the measurement of the transmission ¢ and the record-
ing of the piston position L are carried out at a wide va-
riety of temperatures in the range from 25 °C to 95 °C.
In all experiments, a LiView device is mounted on the
same hydraulic cylinder with a stroke of 1815 mm and
keeps measuring transmissions at 121 frequencies uni-
formly distributed in a range from 300 MHz to 1.5 GHz
as described in section[3] A hydraulic power unit drives
the cylinder, and a magnetostrictive position measuring
system measures the piston position. Other than the in-
put and output for the models, metadata such as oper-
ating frequency, cylinder temperature, and timestamps
are also recorded. Three typical experiment recordings
are shown in As we can see from the three

graphs on the left side of typical piston move-
ments are uniform linear motions shown as straight lines

in the figures. To test the performance under different
working conditions, we also adopt varying speed pro-
files by mixing end-to-end and jittering movements at

11

Piston position of dataset 1 Transmission ¢ of dataset 1 at the 20th frequency

Zo020f
1500

015

ion
of t

0.10

Posit

tude

500 0.05

Ma

5000 7500 10000 12500
Timestep

5000 7500 10000 12500 0 2500

Timestep

0 2500

Piston position of dataset 2 Transmission ¢ of dataset 2 at the 20th frequency

£ o020f
_ 1500

e

s

500

Magnitude of t
=
=
5

0 1000 2000

Timestep

3000 0 1000 2000

Timestep

3000

Piston position of dataset 3 Transmission  of dataset 3 at the 20th frequency

0.20
1500

0.10

0.05

Magnitude of transmission ¢

0 2500 5000 7500

Timestep

10000 0 2500 5000 7500

Timestep

10000

Figure 7: Position and S21 parameters from three typical datasets.
Each row represents one dataset, with its piston position profile show-
ing on the left and the complex magnitude (or amplitude) of the mea-
sured transmission at the 20th frequency on the right.

different speeds during different experiments, shown re-
spectively in different slopes of lines in the upper left
and the zigzag patterns in the middle. The amplitudes
of the corresponding measured input are drawn on the
right side of It’s evident that the transmission
t changes with the piston position L, which verifies our
assertion of the existence of t = f(L).

Dataset Split. The core idea behind our dataset split
is that we selected two test sets deliberately in two dif-
ferent ways to test which one reflects the true gener-
alization ability of our models. We generated 534K
data pairs (¢, L) among 73 experiments in total, where
tis a 1D vector with 121 complex-valued elements cor-
responding to transmissions at 121 frequencies and L
stands for the targeted piston position. We randomly
split the data from 68 datasets at a ratio of 80 to 20 for
the training and the first test set. There is also a second
test set composed of the remaining five datasets. To dis-
tinguish the two test sets, we named them “test set from
random split” and “test set from new datasets™ (since
the latter one is “new” to the training set) in
respectively. The final ratio of the data volume in three
datasets is 10/2/1 (training/test1/test2).

We split the data this way to show that only the sec-
ond test set, “test set from new datasets”, is the only
suitable set to test generalization. As can be seen from
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the performance of all[MLP|models on the first

test set, “test set from random split”, is almost iden-
tical to the performance on the corresponding training
sets. We argue that, although both test sets are kept un-
seen from the training process, the “test set from the
random split” shares too many influential factors with
the training set since they are from the same experi-
ments, which makes the data in the two not quite the
same but very close. These influential factors could be
explicit ones such as speed profile and temperature, or
implicit ones like chamber pressure, oil quality, parts
aging effect, etc. The second test set, consisting of com-
plementary datasets, doesn’t suffer from the issue and
therefore is the only suitable test set that reflects the ac-
tual generalization performance. That said, the test set
from the random split is not entirely useless. It is still
an indicator to show what will happen if there are only
slight changes, which was helpful in the model selec-
tion phase and could help if we could cover a broader
range of working conditions of the cylinder. But in the
following sections, unless otherwise specified, we refer
to “’the test set” as the one from the new datasets.

5.2. Implementation Details

This section describes the implementation of the
models introduced in and the training details.

Since the input for our models are 1D vectors
with 121 complex-valued elements, we treat them for
both classical machine learning models and real-valued
as real-valued input with 242 features by con-
catenating their real and imaginary parts. On the other
hand, can use the measured data with 121
complex-valued features off-the-shelf. We also tried to
represent complex numbers using magnitude and phase,
but the final results of the two ways to handle complex
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numbers were almost indistinguishable.
was also applied to the models as stated in sec-
tion ] by choice.

To preserve the possibility of running the model on an
edge computing device and integrating it into the current
LiView electronic unit in the future, we limited the total
parameters for each model to just under 10K.

We utilized the scikit-learn (Pedregosa et al., |2011)
implementation of random forest regressor. For[GBDT]
we used LightGBM (Ke et al [2017), which can in
theory significantly outperform XGBoost (Chen and
Guestrinl 2016b), another popular implementation of
in terms of computational speed and memory
consumption according to[Ke et al| (2017). For both[RF
and we fine-tuned the hyperparameters in 500
trials sampled by TPE (Tree-structured Parzen Estima-
tor) algorithm in a large hyperparameter space which
covered both shallow and deep models with the help
of the hyperparameter optimization framework Optuna
(Akiba et al.; 2019). The test performance of both mod-
els with the best hyperparameter set is given in

We also trained all ANNE, implemented by PyTorch
1.12 (Paszke et al.l [2019), using the hyperparameters
acquired by fine-tuning in 500 trials with the help of
Optuna. It turned out that the best hyperparameter sets
for[MLP] [CNN] and [CVNN] were very similar. Accord-
ingly, we chose the final hyperparameters as the follow-
ing. At the beginning of the training process, we always
initialized the biases to zeros and the weights using
Xavier uniform random initialization procedure (Glorot
and Bengio} 2010). For training, we used the AdamW
optimizer (Loshchilov and Hutter, 2017a)), which is the
combination of the classical Adam (Kingma and Ba]
2017), with 8; = 0.9 and B, = 0.999, and the decou-
pled weight decay regularization of which we set the
coefficient to 10—4. We chose the learning rate of 10-3
and a learning rate scheduler that linearly decreased the
learning rate starting at half of the fixed total epochs
from 10-3 to 0. This simple learning rate was proved to
achieve better generalization compared to no scheduler
or delicate ones such as cosine annealed warm restart
scheduler (Loshchilov and Hutter| 2017b) for all mod-
els. The batch size was set to 128 for and 64
for[CNNk. We also applied [Batch Normalization|
(Ioffe and Szegedy, |2015) to some models (Tables
and[3) and early stopping mechanism to all models. An-
other regularization we tested was Dropout (Srivastava
et al.| 2014), but it did not help the generalization in all
our trials. We also compared four activation functions
(sigmoid, ReLLU, Leaky ReLLU, and SELU) under the
same model structure and went along only with the best-
performing one, sigmoid, after the comparison (section




53).

We trained our models on a Ubuntu workstation with
NVIDIA GeForce RTX 3090, AMD Ryzen 9 3950X,
and 64 GB DDR4 RAM. The evaluations (section [3.3)
were conducted on the same workstation. To validate
the performance of our model on edge computing de-
vices, we also tested the inference speed on the CPU of
a Jetson Xavier NX with the lowest power mode (10 W,
2 cores).

5.3. Model Comparison
A detailed discussion of the evaluation results and

analysis can be found in this section. We use
Squared Error] (RMSE) on the test set as the major crite-

rion for our analysis of model performance. To facilitate
the assessment of the model performance by other stan-
dards in the industry, we also provide test
and [Mean Absolute Error] (MAE)) for some mod-
els. and are all given in millimeter.

Accordingly, we calculate the (RE) as
the ratio between RMSE]and the stroke of the cylinder

1815 mm. Since the of our models are all close to
0, the more commonly used error expression in industry,
which is[ME]+ standard deviation, can be approximated
as[ME] + RMSE in our case.

Baseline Model. We started our analysis by setting
up the baseline model. In consideration of the perva-
siveness and flexibility of[MLP, we trained [MLPy with
different numbers of hidden layers with sigmoid acti-
vation function but without applying [Batch Normaliza-|
and [Frequency Encoding| at first. The evaluation
results based on[RMSE] are given in Note that
only the RMSE] on the test set from new datasets is the
proper indicator of the generalization performance (as
described in section[5.I). Looking at the test set perfor-
mance shown in the orange curve in[Figure 8] it is appar-
ent that increasing the depth of the model further after
two hidden layers surprisingly brings down the model
performance. Similar observations were also reported
in (He and Sunl 2014; Zeiler et al.| [2013} [Simonyan
and Zisserman, 2015), where aggressively increasing
the depth leads to saturated or degraded accuracy. Since
two-hidden-layer [MLP] already provided the best gen-
eralization performance, we chose the two-hidden-layer
[MLP]as the baseline.

It’s also worth mentioning that we also kept com-
putational resources in mind when choosing the base-
line. Although a high-end GPU (NVIDIA 3090) cur-
rently did all the training and analyses, we plan to de-
ploy the model on an edge computing device or on a
real-time platform in the future. In fact, the two-hidden-
layer[MLP|is not necessarily always the best-performing
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model without computational limitations. One argu-
ment is that the shape of the test performance curve in
is a good match for the double-descent risk
curve in [Belkin et al.| (2019), which indicates that in-
troducing more hidden layers could lead to even lower
[RMSE] on the test set. Another clue lies in the training
error. Except for the fact that it almost overlapped with
the curve of "RMSE on the test set from random split”
as explained in section [5.1} the training error slightly
rises rather than falls once the model size exceeds three
hidden layers. This phenomenon where the training er-
ror increases as the model gets bigger and deeper is the
degradation problem reported in He et al.| (2015) and
Srivastava et al.[(2015). The degradation problem could
be solved by techniques such as residual learning refor-
mulation (He et al.l 2015). However, considering the
tradeoff between the computational burden and model
performance, as well as the fact that even this sim-
ple baseline already outperforms the traditional physi-
cal model (section @) we still prefer the two-hidden-
layer MLP| as the baseline. To make the comparisons
among the models below and the baseline fair, we lim-
ited the parameter numbers of all the following models
to a roughly equivalent range of about 10K. Based on
this guiding principle, we chose the real- and complex-

valued [CNN as illustrated in [Figure 4] and discussed in

section[d] Baseline vs Classical. We first compare the

Framework  train [RMSEl test RMSEl Iﬁk%)
MLEF baseline) 1.99 5.56 0.31
Physical model” - 13.61 0.75

0.89 44.35 2.44
GBDT] 4.77 38.56 2.12

* We evaluated the traditional physical model only on the test set
since it doesn’t need a training process (so its training [RMSE]
is left blank). The[RMSE]of 13.61 mm, which corresponds to a
@of 0.75%, is the average performance of the physical model
on the test set.

Table 1: Performance comparison of baseline [Multilayer Perceptron
(decp learning). (RT) and Gradient Boosted
[Decision Tree] (GBDT) (classical machine learning), as well as the
traditional physical model. For each model, the performance is repre-
sented as [Root Mean Squared Errof] (RMSE) on the training and test
set. The[Relative Error (RE), which is the ratio between test [RMSE]

and the cylinder stroke, is also listed.

baseline[MLP|model with the traditional physical model
(Braun et al., 2017-04-05) and classical machine learn-
ing models described in section[4.1]

The physical model generally performs well in a mild
and stable environment. However, its accuracy drops
when dealing with our complex working scenarios and
a wide range of temperature changes. We tested the per-
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formance of the physical model on the test set and cal-
culated an average RMSE] of 13.61 mm obtained from
measurements ranging from room temperature up to
84 °C. For a cylinder stroke of 1815 mm, it corresponds
to an [RE] of 0.75%, which is outperformed by the base-
line model with a test[RMSE]as 5.56 mm.

Both [RF and suffer from poor generalization
behavior in our case, which can be inferred from the
massive gap between the train and test RMSE] espe-
cially for RF} The performance of [GBDT] is inferior
to our baseline [MLP| or even the traditional physical
model. Considering that the models for both frame-
works are already the best choice after extensive hyper-
parameter fine-tuning with 500 trials each, we thus con-
firm our hypothesis that it’s the lack of well-designed
features with domain knowledge that makes it difficult
for classical machine learning methods to obtain com-
parable performance on our piston position task using
scattering parameters. Thereafter we turned our atten-
tion to deep learning and only adapted [ANN] models to
enhance their performance.

Batch Normalization| (BN). The first technique we
applied to the baseline model was [BN| (loffe and
Szegedyl 2015). As can be seen from the first two lines

of it helps improve the test RMSE| by 30%

from 5.56 to 3.89 mm. However, this is not the case

for [CVNN] or models with [Frequency Encoding]
which hardly benefit from [BN]in our case.

Another point worth mentioning is that[BN]does help
stabilize the training process for deep[MLPf. As can be

seen in the 6-hidden-layer without

cease to advance for more than 20 epochs by showing
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a long plateau of training errors likely to be caused by
vanishing gradients, especially for deeper models, while
eliminates this phenomenon, since it ensures for-
ward propagated signals to have non-zero variances and
therefore healthy norms of gradients during backpropa-
gation.

Activation Functions. The choice of activation func-
tions in deep networks has a significant effect on the
training dynamics and task performance (Ramachan-
dran et all [2017). [Table 2] compares the generalization
performance [MAE] RMSE] and [RE] on the test
set) of 2-hidden-layer batch-normalized [MLPk with four
different activation functions. Previous research such
as |Glorot et al.[(2011) shows that ReLU generally per-
forms better in most deep learning models, especially
for image and text data. In our case, it converges faster
too, but can not provide promising results in our case.
Its variant, Leaky ReLU, exhibits similar behavior. Sig-
moid, on the other hand, outperforms other activations.
We believe this intriguing result is attributed to the fact
that the sigmoid function, f(z) = 1/(1 + exp(-z)), is
more in line with the physical characteristic of the in-
put transmission ¢ expressed in Equations[7]and [§]since
exponential function dominates. Components that are
better reflections of the real physical world allow mod-
els to learn the relationship L = £~!(¢) better, especially
for shallow [ANN] modes like our baseline, where the
representation learning ability is restricted by the depth
and parameters of the model. This assumption also ex-
plains why SELU, a half-linear-half-exponential func-
tion, comes in between the more exponential sigmoid
and the more linear ReLU. Because of the excellent per-
formance of the sigmoid activation, we adopted it for all
the following models.

Ablation Study. Evaluation results of and
are provided in[Table 3] The top and bottom parts
of the table show models in these two frameworks sep-
arately. For models in both frameworks,

(BN), [Frequency Encoding| (FE), and [Complex
Valued Neural Network] (CVNN) were applied to them

selectively. We kept only the promising models and
omitted poorly performing ones. Since[BN]doesn’t per-
form well along with the other two techniques in our
test, we always applied [FE] and [CVNN] without [BN] In
the following paragraphs, we first focus on the[MLP|part
of the table to discuss the outcome of [FE|and the impact
of [CVNN] Finally, we compare MLP|and and re-
late the model performance to the physical characteris-
tic of our data.

[Frequency Encoding|(FE). This simple technique is
able to reduce the test by more than half from
5.56 to 2.5 mm, as shown by the first and the third row




Framework Activation IMAE| [RMSE| [RE(%)
MLP| v Sigmoid -0.18  2.08 3.89 0.21
MLP v SELU -0.08 4.3 5.88 0.32
MLP| v ReLU -0.06  4.00 5.96 0.33
MLP| v’ LeakyReLU | 0.00 4.79 8.3 0.46

Table 2: Performance comparison for models with different activation functions. All models in the table are 2-hidden-layer real—valued with

[Batch Normalization| (BN). The only difference is their activation functions.

Framework m IIE,I |CVNN| @ IMAEI IRMSEI RE(%)
[MLP (baseline) -0.1 2.04 5.56 0.31
MLP| v -0.18  2.08 3.89 0.21
MLP) v -0.11  1.24 2.5 0.14
MLP v -0.07  0.95 1.53 0.08
MLP| v v -0.07  0.75 1.23 0.07
CNN 034 1.27 2.32 0.10
CNN v 0.82 1.69 2.35 0.13
CNN; v 0.11 0.8 1.47 0.08
CNN; v 0.45 1.02 1.53 0.08
CNN; v v 0.18 0.74 1.01 0.06

Table 3: Performance comparison for models with different architectures. Both frameworks, M LH(Figure 3) and [CNN| 1Eigure 4)) are tested with

techniques Paich NormalTztfon) (8N) and[Frequeney EncodiiglFE). Check marks in thelCamplex-Valued Nearal Nerworl TV column mean
that we adopted complex-valued [Multilayer Perceptron| (MLP) (Figure 3b) or complex-valued (CNN) (Figure 4b)

for the model in that specific row. The model performance is shown by[Mean Error] (ME),[Mean Absolute Errof (MAE), Root Mean Squared Error]

(RMSE)) and[Relative Erroﬂ based on

of As stated in section [4.4] we apply [FE| with

learnable weights in a multiplicative way and add the
weighted codes to the original input. This also means
the significant improvement by [FE]was achieved by just
adding 121 X 2 = 242 parameters to our baseline, which
is a model with about 10K parameters in total. In other
words, [FE] boosts the model performance by 55% at
the cost of merely 2% of more parameters. This re-
sult strongly supports our hypothesis that providing the
model with frequency information will significantly im-
prove the model’s performance. It also suggests that
we should build learning-based models as physically
close to the real-world application as possible. As a side
note, we also tested a variant of the standard positional
encoding, which encodes the frequency by sinusoidal
functions and directly adds to the input without any
weighting process. This mode only slightly improves
the model performance compared to the baseline. The
reason lies in the fact that we are not able to determine
in advance the specific effect of frequency on the in-
put. Modeling this impact by a blindly chosen function,
which only makes the frequencies unique instead of in-
formative, turns out not to be a good design. Thus, we
prefer the implementation with learnable weights.

[Complex-Valued Neural Network| (CVNN). Be-
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sides real-valued (with architecture illustrated

in and performance given in the first three
rows of section [3)), also displays the test per-
formance of complex-valued [MLPy (with structure de-
picted in[Figure 3b) indicated by check marks in the col-

umn As discussed in section 2] one layer of
our[CVNN]model consists of two standard layers repre-

senting the real and imaginary parts of complex-valued
weights, respectively. We combine them in a way to
mimic the calculation of complex numbers. To ensure
fairness in comparing complex-valued and real-valued
models, we carefully adjusted the depth and width for
each[CVNN]so that their total number of parameters was
close to their real-valued counterparts (see section [5.4).
We conjecture that the helps with the model
performance due to the complex-valued characteristic
of the model input and traditional physical model we
would like to approximate. We confirm our hypothesis
by comparing the first and fourth rows of the
The complex-valued 2-hidden-layer [MLP| significantly
cuts down the testRMSE]by over 72% to 1.53 mm. This
improvement comes only at a price of about 7% of more
model parameters.

Incorporating into can further enhance
model performance. As a result, the integration of these



two components leads to the best performance for mod-
els based on the[MLP|framework. The test RMSE drops
by 78% to 1.23 mm while the model is only 9% big-
ger than the baseline. Compared to the fact that we

have known from that stacking layers blindly
is, instead of an upgrade, but a downgrade of the model

performance, the achievement by [FE| and is un-
doubtedly phenomenal.

\& Compared to is a better
framework for our task. First, the enhancement due to
[Frequency Encoding|and[CVNN]on[CNN]is in line with
the progress they made on[MLP| What really stands out
about[CNNE (as listed in the[Table J)) is that their overall
performance is consistently better than that of in
all cases. We believe the superiority of has two
main reasons. Firstly, it is for the sake of the parameter
sharing mechanism of[CNN] which enables it to contain
more layers with the same number of model parameters.
Therefore, limiting the number of model parameters re-
sults in the fact that[CNNE are able to take advantage of
the extra depth. A deeper architecture provides an ex-
ponentially increased expressive capability and is more
likely to learn rich distributed representations (Rumel-
hart et al., |1986) of data, which is beneficial to the re-
gression task of the final layer. More importantly, local
connections between the frequencies also play an essen-
tial role here. For example, the position of the piston
will have a local effect on the frequency spectrum of
the input transmission ¢. As shown in the
shape and form of the peaks and valleys in the spec-
trum are different when the corresponding piston posi-
tion changes. We know from the physical model that the
damping of the peak is frequency-dependent, and the lo-
cation of the peak hinges on the piston position. Those
local changes of peak patterns can be easily detected by
a[CNN]since its feature maps for each layer only focus
on local patches.

The best model. Finally, we propose our best-

performing model: the complex-valued with

It manages to reduce the test
by 82% compared to the baseline model. This

achievement is entirely attributable to model design
based on the physical characteristics of the system. We
hope this will remind researchers working on projects
related to scattering parameters to focus on the design
of the deep learning model rather than simply adopt-
ing the standard model. Physical models remain at the
core of the field, but the direct computation of phys-
ical quantities through equations that are not suitable
for all scenarios may no longer be the optimal solution.
Compared to the given by the traditional physi-
cal model, our dedicated best-performing deep learning
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Figure 10: Frequency spectrum of transmission ¢ at two different pis-
ton positions. The amplitudes of model input ¢ at the shown two po-
sitions show clearly different local patterns, which are assumed to be

easily detected by am

model exhibits a reduction by a factor of 1/12, demon-
strating a substantial improvement in accuracy and ro-
bustness considering the diversity of the datasets.

5.4. Model complexity

While the previous sections focus on the model per-
formance in terms of accuracy, in this section we shift
our attention to speed and complexity. All test results
regarding model complexity are given in As
previously mentioned, we intentionally limit the param-
eters of the model to 10K to preserve the potential for
deployment on an edge computing device. The number
of parameters for our deep learning models is specified
in the fourth column of [Table 4l Note that our most
accurate model (in the last row) has slightly more pa-
rameters than the other models. However, this is not
the reason for its superior accuracy. As shown in |[Fig-|
blindly stacking model parameters can deteriorate
the model performance. This is also the reason that the
baseline MLP| only has 8K parameters, as the 10K ver-
sion was found to be less accurate. Therefore, the en-
hancement should be attributed to better model design
considering the physical characteristics of the system,
ie. and [Complex-Valued Neural Network]
rather than the extra parameters.

The training speed is recorded on an NVIDIA
GeForce RTX 3090 and in the form of seconds per
epoch with each epoch containing 411K data points.
We note that the training time for is longer than
This is because that with the same pa-

rameters will perform more operations than [MLP| be-




Params  Training Inferencespsy Inferencenx
Framework | [FE[ |CVNN] (K) (s/epoch) (MS)** (MS)**
MLP 8 8 6
IMLP v 9 9 7
MLP v v 9 18 27
CNN 9 32 2107 77
CNN v 9 33 95
CNN| v v 10 65 161

* Instead of adopting torch.complex64 directly for the implementation of [CVNNE in this table, we
used two torch.float32 tensors to replace the real and imaginary parts of a torch.complex64 weight,
respectively. We found that torch.complex64 significantly reduces the training and inference speed.

lus=1x10"0s

Table 4: Model complexity for proposed deep learning models. The number of model parameters, training, and inference speed of and

models with their [Frequency Encoding] (FE) or [Complex-Valued Neural Network] (CYNN]) variants are listed. The number of parameters for all

models is kept around 10K by design. The training speed is recorded on an NVIDIA GeForce RTX 3090 and in the form of seconds per epoch with
each epoch containing 411K data points. The inference speed is tested on the same RTX 3090 (the second to last column) and in addition on the

CPU of Jetson Xavier NX in the lowest power mode (the last column).

cause of [CNN['s parameter-sharing mechanism. Sim-
ilarly, [CVNN] is slower than real-valued [ANN] due to
extra computation and IO cost for the complex domain
(Figure 3). Also, note that the low-level implementation
of data type could also lead to different training speeds.
We implemented[CVNN]both in "torch.complex64” and
”torch.float32”. The former can directly implement
a complex-valued tensor, and the latter replaces the
real and imaginary parts of a complex-valued tensor
with two real-valued tensors. The two implementa-
tions are mathematically equivalent, but we find that
torch.complex64 significantly reduces the training and
inference speed (e.g. for about 50%, from 65 to 94
s/epoch for the training time on RTX 3090 and from
161 to 243 us for the inference time on Jetson Xavier
NX, in the case of the [CNN]framework in the last row).

We also tested the inference speed of our models. Our
test results on the 3090 were unstable and convergent, as
the speed of the calculations was too fast, leading to too
pronounced random fluctuations. Our test results on all
models are around 2 x 107> us. To represent the poten-
tial of the model to operate on edge computing devices,
we tested the inference speed on the CPU of a Jeston
Xavier NX at the lowest power mode (10 W, 2 cores).
Here, the inference time demonstrates a similar pattern
to the training time since they are both strongly influ-
enced by the actual operations performed in the hard-
ware. Note that the unit of the inference speed is mi-
crosecond ps wherel us = 1 x 107 s. This implies that
even the slowest model is capable of performing more
than 6000 inferences per second, sufficient for real-time
applications.
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6. Conclusion

In this paper, deep learning models were proposed
and evaluated for the piston position detection task in-
side a cylinder. The input to our models, which is mea-
sured by a device named LiView, is a mathematical ex-
pression of scattering parameters of a three-port net-
work. The training and test set are carefully chosen to
accurately reflect the generalization performance of our
models. Considering the possibility of future integra-
tion of our model into the LiView electronic unit, the
number of parameters was restricted to about 10K for
all models. It is demonstrated that deep learning mod-
els and consistently outperformed classi-
cal machine learning methods and and the
traditional physical approach. Further improvements
were made by incorporating [Frequency Encoding| and
[CVNN] to the deep learning models, resulting in 55%
and 72% improvement in generalization performance at
the cost of merely 2% and 7% extra model parameters,
respectively. The best-performing model consisting of
the three winning components, a complex-valued [CNN|
with [FE| managed to plummet the error to hardly 1/12
compared to the traditional physical model.

The potentials of combining deep learning and scat-
tering parameters are far from being limited to the po-
sition detection task. We plan to extend the paradigm
to predictive maintenance and investigate oil permittiv-
ity problems. We are excited about the future of a deep
learning-based LiView.
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