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ABSTRACT

This study considers the object localization problem and proposes a novel multiparticle Kalman
filter to solve it in complex and symmetric environments. Two well-known classes of filtering al-
gorithms to solve the localization problem are Kalman filter-based methods and particle filter-based
methods. We consider these classes, demonstrate their complementary properties, and propose a
novel filtering algorithm that takes the best from two classes. We evaluate the multiparticle Kalman
filter in symmetric and noisy environments. Such environments are especially challenging for both
classes of classical methods. We compare the proposed approach with the particle filter since only
this method is feasible if the initial state is unknown. In the considered challenging environments,
our method outperforms the particle filter in terms of both localization error and runtime.

1. Introduction

Object localization problem is the problem of estimating an object’s state in an environment from sensor data and
a map of the environment. The object state may contain coordinates, velocities, internal states, and other quantities
describing the internal object features. The problem appears in many domains, firstly in navigation [1} 2} [3]], but also
in image processing [4], finance [5] and fatigue predictions [6].

In particular, mobile cleaning robots have to solve in-door or open space localization problem [7, 18| [9] to perform
their basic functions such as vacuum cleaning. Even the simple vacuum cleaning robot Roomba [10] uses multiple
types of sensors to localize itself in the working space. The same localization problem appears in the development of
self-driving cars [11]], which use cameras, radars, LIDARs [12| [13]], 2D laser scanners, a global positioning system
(GPS), and an inertial measurement system [14].

Despite significant differences between applications listed above, they often can be treated within a similar framework,
which contains prediction and update stages. At the prediction stage, the object state model predicts the state in the next
time moment or is being initialized. Then, the measurements are performed with sensors. Based on the measurement
results, the predicted object state is recomputed in the update step.

One of the classical approaches to solving the localization problem is the Kalman filter [1]]. Kalman filter is a very fast
and memory-efficient approach, though it has many limitations. For example, this method assumes linearity of motion
and measurement equations, Gaussian distribution of motion and measurement noise, and approximate knowledge of
the initial object state. In the real-world scenario, these assumptions might not hold. Therefore, some modifications
of the Kalman filter are used in practice, e.g. extended [13], unscented [16], and invariant extended [17] Kalman
filters. They address linearity constraints by linearizing the equations around the current state estimate. The effects
from the non-Gaussian noise are treated with the entropy optimization technique in [18]. Also, the ensembled Kalman
filter [19]] is suggested for problems with high-dimensional state vectors. However, unlike the regular approach, the
variations of the Kalman filter, generally, are not optimal estimators and even may diverge [20].
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An alternative to the Kalman filter is the particle filter [21} 22| 23], which successfully treats non-linear motion and
measurement equations and non-Gaussian motion and measurement noise. It also works well with significant uncer-
tainties of the initial conditions. However, the single iteration of the particle filter is more costly compared to the one
iteration of the Kalman filter. Moreover, the number of particles has to be exponentially increased with the dimension
of state [24], and thus particle filter is not appropriate for solving high-dimensional problems. In addition, the method
is purely stochastic and may require too many particles for convergence, especially in symmetric environments.

The main features of the considered environments are the positions of beacons and obstacles in the space. The lo-
calization problem in such symmetric environments becomes especially challenging if the initial states of an object
are not known. We show that multiple symmetrically located beacons lead to poor performance of the particle filter
method. The symmetry in the obstacles and beacons’ positions leads to the instability of the prediction results for both
Kalman and particle filters. This phenomenon is observed if the noise in measurement results leads to the ambiguity
of the location among symmetrical subparts. Such symmetric environments model real-world settings, e.g. in-door
navigation in standardized buildings and in symmetrically arranged city blocks.

To address the excessive number of particles in symmetric environments, we suggest a natural combination of the
particle and Kalman filters. This combination is further referred to as the Multiparticle Kalman filter (MKF) and is
based on the following ideas. Each particle is processed with the Kalman filter equations and then, particle weights
are updated based on the particle filter approach. On the one hand, such a combination has a higher per-iteration
complexity compared to the particle filter. On the other hand, using Kalman equations in the prediction of every
particle state can lead to faster convergence and higher robustness, which is shown in Section [6]

The contributions of this study are the following.

* We have illustrated the performance degradation of the particle filter in symmetric environments.

* We have developed an accurate and robust localization algorithm based on the combination of the Kalman
and particle filters.

* We have shown that our algorithm outperforms the particle filter in terms of both localization error and
runtime.

Related works. There are multiple combinations of the particle filter (PF) with other methods [25}1261 271128129, 30].
Rao-Blackwellised PF [25]] splits state vectors into two parts. The first part is processed with the Kalman filter, and the
second part is processed with the PF. This approach is applicable for high dimensional problems, where the standard
particle filter may fail. The Box PF method [31]] describes the state vector distribution as a sum of uniform probability
density functions. This method decreases the number of particles resulting in the same accuracy as PF. In study [26]
the measurement test criterion and data reconciliation are proposed to derive reliable initial states under sufficient
information about measurements.

Other studies are devoted to a combination of the particle filter with nature-inspired optimization methods like particle
swarm method [27]] or genetic algorithm [28]]. Such combinations incorporate elements of these optimization methods
into the particle filter, e.g. stochastic resampling is replaced by the crossover and mutation operations. Although these
combinations provide better localization accuracy, they are computationally expensive.

There are also various combinations of Kalman and particle filters. In [29] extended Kalman particle filter is presented.
This filtering algorithm reduces uncertainty in every particle motion due to the additional Kalman-type update for every
particle. However, it requires a large number of particles and converges slowly if the state noise model is incorrect.
Another combination is proposed in [30] and it is used diagonal process covariance matrices fitted from experimental
data. Therefore, it requires more data and can not treat an arbitrary localization problem.

2. Problem statement

Let x; € R% be a state at time ¢ described by d-dimensional vectors and z; € R be the k-dimensional measurements
results. For example, the object location on the plane x, y and its heading ¢ can be considered as 3D state, while the
results of distance measurements to the k nearest beacons can be considered as kD measurement vector.

Visualization of the object localization problem is shown in Figure[I] Here the state x; consists of coordinates in the
plane and heading, z, are distances between the object and beacons. The dashed arrows denote object motion between
the states at two consecutive moments of time. Note that, both state vectors and measurement vectors are noisy.

Assume that we know a motion equation, which relates states at two consecutive moments of time x; and state x;_1:

Xt :f(xt—lyutan)a (D
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Figure 1: Localization problem visualization. The object moves along the dashed line. The distances from the object
to the beacons are measured along the dotted lines. The beacons are marked as stars. The obstacles are shown as
blocks

where u, is an external control and 7 is a motion noise. In the example from Figure[I] the state is updated as:
Ty =z + (up +ny) cos(Pr—1 + Agy + 1)
Yo = Ye—1 + (ug + 1) sin(dg—1 + Ay +ny) 2)
bt = Pr—1 + Ay + 14,

where 7 = (7,,7,) are radial and tangential components of the noise 1, which model uncertainty in object motion.
Also, external control vector u; has the following form u; = [us, A¢y].

Since there is a noise in the motion equation, we aim to correct the next state with additional measurements that
fine-tunes the location of the object in the environment. Assume that the measurement equation is known:

Zy = g(Xt, C)a (3)
where ¢ : R? — R* is a measurement function, which maps d-dimensional state x; to the k-dimensional mea-

surement z;. Also, denote by ¢ the measurement noise. In the aforementioned example (see Figure [T), the mea-

surement function g computes the distances between the current object position and the beacons’ positions, i.e.

zZE = ||x§p ) sk|| + Cx, where sy, is the position of the k-th beacon and x?’ ) is the position of the object, which

is a subvector of state vector xX;.

Despite the measurements aimed to correct object state, a filtering algorithm may show poor performance if the

environment is highly symmetric. The environment symmetry may cause that different states Xiz) are mapped to

similar measurements zgi). If the difference between zii) is within measurement noise, the filter algorithm provides

an incorrect state vector. Figure 2] shows examples of symmetric and non-symmetric environments. A more detailed
discussion of symmetric environments is presented in Section [6] where the evaluation of filtering methods in such
environments is presented.

The localization problem can be formally stated as the minimization of the mean squared error between the predicted
states and the ground-truth ones in the time moments t = 1,...,7"

T
1 *
min Z [h(x¢,2¢) — %3,
t=1 “4)

st xy = f(xe—1,ug, M)
zZi =g (Xt, ¢ )7
where x} denotes the ground-truth state at time ¢, and function & depends on both state and measurement vectors and
provides the estimate of the ground-truth state. Further, we use the mean squared error (MSE) loss function:

T
1 *
MSE = T;Hh(xt,zt) - x71l3 5)
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Figure 2: Example of symmetric (left) and non-symmetric (right) environments. Black crosses indicate beacons. Grey
blocks indicate obstacles.

and the final state error (FSE) loss function:
FSE = |\h(xr,27) — %33 (6)

to evaluate the performance of the considered methods. In problem (@) target function i encodes a particular filtering
method that eliminates the noise from the measured state, e.g. Kalman filter or particle filter. A brief description of
these filters is given below for the readers’ convenience.

3. Filtering algorithms based on the Kalman filter

The Kalman filter is based on the assumption of Gaussian distribution of a state, control, and measurements vectors, i.e.
xy ~ N(x¢, P), uy ~ N(uy, Q), and z; ~ N(z, R), where P, Q, and R are the state, process, and measurement
covariance matrices. At each step, the state x; is updated with a linear transformation F' and the known control
dynamics u;:

X, = Fxy +uy. @)
Besides the measurement vector z;, we compute the predicted measurement vector
Z: = H Xty (8)

which plays the crucial role in the correction of x;_ ;. To correct updated state x,, ;, Kalman filter uses the following
equation
Xep1 = X + Kip1(2y 00 — Zer1), )

where the Kalman gain Ky, = P, | H T(H P, H T+ R)~!. The state covariance matrix P, firstly predicted
from motion equation as
P ,=FPF' +Q, (10)

where Q is a pre-defined constant process covariance matrix related to the motion noise n from (I). And then it is
updated with the Kalman gain K, according to the following formula: P;,; = (I — K1 H)P; . The equations
of the state (7) and measurement (8)) updates are the particular cases of (I)) and (3), respectively.

This method iteratively gives estimate of state x;1 and covariance matrix P, from the previous state x; and mea-
surement results z; ;. The main advantages of Kalman filter are low computational costs and low memory consump-
tion. At the same time, it has significant drawbacks, like the linearity of motion and measurement equations, and the
assumptions on the normal noise.

To generalize the Kalman filter to non-linear motion and measurement equations, the Extended Kalman Filter was
proposed [32]. It operates with non-linear equations on coordinates x and measurements z. These non-linear equations
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are incorporated in the standard Kalman filter as:

X1 = f(xe,141,0) Zi+1 = 9(X;41,0)
af(x,u dg(x) (an
B = % x=x; Hi = ox _—

In addition, since motion noise 17 is not additive, the covariance process matrix @@ = Q; depends on time moment and
is recomputed in every time step as follows
S

1 _ -
Q= 3 Z(Xt+1 = f O, ) (X — (e e mi) T 12)
i=1
where 17;, i = 1,...,s are sampled from some pre-defined distribution N'(0, M) corresponding to our assumption

on the motion noise. Other equations in the Extended Kalman filter coincide with equations in the Kalman filter.

Since the exact computation of Jacobians in (IT)) can be computationally intensive, the unscented Kalman filter [16]
computes f and g at the specific sigma points and uses the computed values to approximate the corresponding Jaco-
bians. This approach reduces the runtime of every iteration but can lead to slow convergence if the approximations of
Jacobians are not sufficiently accurate.

In this section, we have briefly described some filtering algorithms inspired by the classical Kalman filter. They extend
the classical Kalman filter to non-linear motion and measurement equations. However, they still assume that the noise
distribution is normal and require the initial object state and its covariance. These assumptions and requirements limit
the practical usage of the aforementioned filtering algorithms in a real-world scenario.

4. Particle filter algorithm

As it was previously mentioned, the Kalman filter requires Gaussian distribution of motion and measurement noise
and known initial state. If these requirements do not hold, the particle filter method [21] can help. This method
successfully operates with arbitrary distributions of state and measurement noise and even with the unknown initial
state.

The idea of the particle filter method is to generate a set of trial state vectors xi_, € R? 4 = 1,..., N, which are
called particles and the corresponding weights w® which are initialized as 1/N. These vectors are used to approximate
unknown distribution p(«;) and weights

wy = P(x; = xy). (13)
Then, the particle states are updated according to the motion equation: x;_, = f(x}, u;,n°), where external control
u; is the same for all particles. At this stage, the information is partially lost due to the uncertainty 1 in the external
control.

After that, we perform the measurement and obtain z; ;. Then, to estimate the uncertainty in the measured z;, we
compute its conditional likelihood given state vector x;:

L(ze|x;) = Hp z][x}), (14)

where K is a number of beacons, see Section [2 l Here p( \xt) is the probablhty to get measurement value z; ' for
beacon with index j at time ¢ given the state x:. In the general case, p(z |x) is calculated from the dlstrlbutlon
of the measurement noise ¢. In this study, the distribution of measurement noise is Gaussian, i.e. ¢ ~ N(0, R),
where R = o021. The predicted values of distances to K beacons from the i-th particle are z! = g(xi,¢). At the
same time, we perform measurement from the ground-truth object position to the K nearest beacons and get values

27,..., 2} stacked in the vector z; € RK Therefore, we can estimate the likelihood (14) with the following formula:

L(ze41]xiy1) = W XP( (Zt —z;) R (2} — Zi))-

Then, to compute the updated particles’ weights w; 41 We use likelihood and current weights:
Wiy ~ L(Zer1|Xpp1)wy, 15)

where ~ indicates equality up to the normalization factor, i.e. Z _, wi,; = 1. From the updated weights w; , the
object state x;41 can be estimated as expectation over the generated particles:

Xt+1 = E[@y41] E wt+lxt+1 (16)
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According to [33] at a large enough number of particles and sufficiently large time steps, values x; converge to known
values x;.

As it was mentioned above, despite the simplicity of implementation and universality of this method, it has drawbacks
such as degeneracy and impoverishment [34]. The formal measure of degeneracy is the number of effective particles:

1
Nepp=|— |, 17
7 {Zﬁl(wi)zJ )

which varies from 1 to IN. The worst case is Ny¢ = 1, i.e. the single particle has non-zero weight. The best case is
N.s¢ = N, i.e. all particles have the same values of weights w’ = 1/N. If N, ¢ drops below a pre-defined threshold,
for example, Ny < N/4 or Noyy < N/2, it indicates a degeneracy problem. To address this problem, a resampling
procedure is used.

The widespread resampling procedure is known as stochastic resampling [35} [29]]. Formally it samples /V indices of
particles from the multinomial distribution with repetitions. The parameters of multinomial distributions are weights
wi. After that, the j-th particle state is updated with the i; particle state, where 7; is sampled index. The described
stochastic resampling procedure is summarized as follows:

i1,y in ~ Multinomial (wyy, ..., wi)
1 N i1 iN

Kit1ro o X1 S Xpp1s -0 X (18)
i 1

'I.Ut_,’_l = N

After the resampling of particles is done, few particles have the same states. Therefore, they represent the target
probability density function poorly and particle filter may converge to the wrong state. This problem is known as
impoverishment [34]. To improve the diversity of particles, random noise with sufficiently large variance is added to
particle states [36]. The described particle filter method is summarized in Algorithm [I}

Algorithm 1 Particle filter method with stochastic resampling.

Require: Number of particles N > 1, number of beacons K > 1, motion and measurement equations f, g, covariance
matrices M and R of motion and measurement noise.
Ensure: predicted object states x; fort =1,...,T
1: for: =1to N do
2:  Initialize weights w* < 1/N

3:  Initialize particle state X% < U (Xmin, Xmax)
4: end for
5: fort=1toT do
6: fori=1to N do
7: Generate n° ~ N'(0, M), ¢ ~ N (0, R)
8: Update state x;, ; = f(x},us,n’) and perform measurements z; , ; = g(xi,,¢")
9: Compute likelihood L(z¢41]x}, ) = m exp (—1(z; —z}) "Rz} —z}))
10: Update particle’s weight w}_ | ~ L£(z41|x}, | )w;

11:  end for
12:  Perform resampling of the updated states according to (18]

N . 3
130 X1 ¢ D0 Wi X
14: end for

The impoverishment problem might be especially severe in highly symmetric environments. In this case, consistent
state representation in several similar subparts of the environment requires the number of particles proportional to the
number of subparts, see Figure [2| (left). Moreover, if the environment is highly symmetric, the filtered trajectory may
coincide with the ground truth but only up to the symmetric subpart, see Figure 3] where the predicted trajectory is
computed by the particle filter method. To reduce the number of particles necessary for convergence in a symmetric
environment, we suggest equipping every particle with equations (TT) and (I2Z) from the Extended Kalman filter. A
detailed description of the proposed Multiparticle Kalman filter (MKF) is given in the next section.
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Figure 3: Visualization of the symmetric test environment with the ground truth and filtered trajectories marked with
circles and crosses, respectively. The measurements are performed from the five nearest beacons. The final positions
are shown with a big circle and cross. Note that the final filtered points may differ from the corresponding points in
the ground-truth trajectory, though they are identical up to symmetry. Number of particles N = 10000.

5. Multiparticle Kalman filter

We propose a new natural combination of Kalman and particle filters. The goal of such a combination is to develop
an algorithm, which deals with the unknown initial states like particle filter and accelerates convergence to an optimal
state like the Kalman filter. Since the symmetric environments are especially challenging for the particle filter, we will
use them to illustrate the accelerated convergence of the proposed method.

The idea of the proposed method is to generate a set of trial state vectors (particles) xi_, € RY, i=1,.. ., N with
corresponding weights w;_, = 1/N, and also covariance matrices P;_,. Again, vectors x; and weights w] play the
same role as in the particle filter.

Then, we use the formulas from the Extended Kalman filter for every generated particle in parallel. In particular,

equations @), l) 1l l) are used to compute the updated state vector of every particle x: 11 After that, to update

weights wl“ we compute distances to the beacons from the updated states z: 11 = g(xiil). Then the weights are

updated in the same way as in the particle filter based on the likelihood
L(2i41 ‘XéL) = H p(z] 44 ‘X;il)7

Jj=1

where K is the number of beacons, which are used to measure distances. Now, the updated weights are computed as
follows:

Wiy ~ L (Zega|x L )wy (19)

To prevent the degeneracy phenomenon, we perform resampling of the obtained particle states. We follow the resam-
pling procedure used in the particle filter and modify it to resample not only particle states x; but also corre-
sponding covariance matrices P/, ;. The modified resampling procedure used in the proposed method is summarized

7
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i1y in ~ Multinomial(wjy, 1, ..., wi,)
1+ i1+ iN+
Xi X e X x
i1+ N+ (20)
Py, PYy < PO, P
i oL
Wit = -

Now to address the impoverishment issue, we add noise to the resampled states:
X;H»l = f(xzih Ou 7]1)7 (21)
where 7' ~ N'(0, M), where M is given covariance matrix.

Note that the per-iteration computational complexity of the presented algorithm is higher than the complexity of the
standard particle filter. Indeed, in addition to the particle filter steps, the proposed method processes d x d matrices for
every particle. Therefore, to process every particle memory complexity is increased up to O(d?) caused by storing ma-
trices, and computational complexity is increased up to O(d?) operations caused by matrix multiplicationﬂ Despite
this, we observe in the experiments (see Section [6)) that it ensures faster convergence since requires fewer particles.

6. Computational experiments

In this section, we present the description of the experiments for comparison of the proposed multiparticle Kalman
filter (MKF) with a standard particle filter in symmetric and non-symmetric environments. We exclude the Kalman-
based filters from our comparison since they require the object’s initial state, which is unknown according to our
assumption. Every experiment is conducted on a single NVIDIA Tesla V100 GPU.

6.1 Test environments

To evaluate the performance of the proposed method and compare it with the particle filter we use different types
of environments. In particular, we consider the symmetric environments with an increasing number of symmetrical
subparts and call them world 10 x 10, World 18 x 18, and WORLD 27 x 27. The number of beacons is also increased
with the number of symmetrical subparts which makes filtering of object states more challenging. The considered
symmetric environments are shown in Figure ]
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Figure 4: Visualization of symmetrical test environments. Beacons and obstacles are shown as black crosses and grey
blocks, respectively.

To illustrate the effect of symmetry in an environment, we remove a subpart in every environment described above
such that they become nonsymmetric. The nonsymmetric analogs of the aforementioned symmetrical environments
are shown in Figure|§|and we call them n-world 10 x 10, n-World 18 x 18, and n-WORLD 27 x 27, respectively.

2This complexity can be slightly reduced to O(d?-3?) according to [37]
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Figure 5: Visualization of nonsymmetric test environments. Beacons and obstacles are shown as black crosses and
grey blocks, respectively.

One more test environment Labyrinth is considered in [36] and is shown in Figure [f] Compared to the previous
environments, Labyrinth environment has a lower degree of symmetry and allows solving localization problems accu-
rately and comparatively fast in terms of the number of time steps for the convergence. Therefore, we also compare
the considered methods in this relatively friendly environment.

TH

12 X% E 3
10
)
2 8
£ F 3
$ 6 F 3
S

B x
2

0

0 5 10 15 20 25 30

x coordinate
Figure 6: Visualization of the Labyrinth environment. Beacons and obstacles are shown as black crosses and grey
blocks, respectively.

6.2 Trajectory generation procedure

To generate trajectories for an object in the considered environments, the following procedure is used. The object
starts motion from a random location without obstacles and has a randomly chosen direction. In every step, it moves
according to external and known velocity v € [0,0.5], and the direction remains the same from the previous step
within the noise. If this movement leads to a collision with an obstacle, the object’s direction is changed randomly to
avoid collision with another obstacle. To simulate engine noise, the velocity u is perturbed by 7, ~ U[—0.02,0.02]
and the direction ¢ is also perturbed by 14 ~ 2ma, where o ~ U[—0.01,0.01]. The direction perturbation simulates
the uncertainty in the object control system. In the considered environments, we set the number of time steps in every
trajectory 7' = 100. To make a fair comparison of the considered methods, we generate 10000 trajectories for testing.

Filter input data. The input data for every filter algorithm consists of the following parts: ground-truth measurement
vector z;, external control vector u; = [u,, A¢:]. An element A¢; # 0 only if the collision with obstacle appears.
Note that, the object movement is affected by the additional noise 7,, and 7. Therefore, the filtering methods have to
identify the ground-truth object state including its position and heading.

6.3 Hyperparameters

Before one runs the proposed filtering method, the following hyperparameters have to be set: covariance matrices of
motion and measurement noise M and R, and initial state covariance matrix P,—y. These hyperparameters signifi-

9
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cantly affect the performance of the method and have to be tuned carefully. According to [36]], a filtering approach
based on particles works better if the variances of motion and measurement noise exceed the ground-truth variances
in measurement devices and the object control system. However, the excessively large variance of motion and mea-
surement noise may lead to slow convergence. In the experiments, we use the following ground-truth variances in
measurement devices and the object control system: Ry = U?iOI , where O’?io = 0.01 and M, = diag(afo, O'io),
oro = 0.02, 0po = 0.01 - 27. At the same time, to study the robustness of the proposed approach to different scales
of motion and measurement variance, we consider the following settings. The first setup is M = M, and R = 2R,.
The second setup is M = 4Mj and R = 2Ry. The initial state covariance matrix Pi—o = diag(c2,0;,07) and

2 2 _ wh (2m)?

oy =0, = 95 and oi = ~55—, where w, h are width and height of environment and factor 1/12 is used to model the

uniform distribution of particle states in the environment.

6.4 Comparison of multiparticle Kalman filter with particle filter

In this section, we provide a comparison of the considered filtering methods in the aforementioned environments.
However, before presenting the comparison results we introduce the upper bound of the MSE error that indicates the
poor quality of the state estimate. The naive filtering method just generates uniformly random states of the object
in the given environment. Therefore, we can estimate MSE between randomly generated states and the ground-truth

states for the considered environments as M SE,qndom = wzg’ﬁ , where w and h are the width and height of the
environment, respectively. If a filtering method generates states such that MSE between them and the ground-truth
states is larger than M SF,.4,40m, We consider such filtering completely useless and show this threshold in the plots
below.

In the experiments, we compare the proposed filtering method with the classical particle filter (see Algorithm [T).
Kalman filter and its modifications are excluded from the comparison since they do not perform well without knowl-
edge of the initial state. Moreover, the Gaussian distribution of state vectors assumes an elliptical uncertainty region
that is irrelevant to the considered environments. We use both MSE @ and FSE @ loss functions. Also, we compare
the robustness of the considered methods to the scale of motion covariance matrix M. In particular, the first setting is
M = M, which is further referred to as 3 in legends. The second setting is M = 4 M, which is further referred
to as 4% in legends. Here we denote by M the ground-truth covariance matrix of the noise from the object control
system. The measurement noise covariance matrix in both settings is R = 2R, where Ry is the covariance matrix of
the noise from a measurement device. The values for M, and R used in our simulations are given in Section

The comparison results of the proposed filtering method with the particle filter in terms of the MSE (5) are shown
in Figures [7] and [§] for symmetric and non-symmetric environments, respectively. Both plots show that the proposed
filtering method (MKF) requires fewer particles to achieve smaller values of MSE in the considered environments.
Also, one can observe that the filtering process in non-symmetric environments is more accurate and robust than in
symmetric environments. The smaller value of MSE indicates higher accuracy and the robustness is illustrated by the
number of particles necessary for the convergence of MSE. Also, these plots show that the proposed method is less
sensitive to the estimate of motion noise than the particle filter.
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Figure 7: Dependence of MSE on the number of particles in three symmetric environments. Multiparticle Kalman filter
(MKF) demonstrates more accurate filtering of states and requires fewer particles for MSE convergence compared to
the particle filter (PF). Our method is also less sensitive to the estimate of the motion noise than the particle filter.

Additional experiments are carried out to evaluate the considered filtering methods in terms of the final state error
function (6). The comparison results are shown in Figures [9]and [I0] for symmetric and non-symmetric environments,
respectively. The final states are computed after 100 time steps in the considered environments. These plots demon-
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Figure 8: Dependence of MSE on the number of particles in three non-symmetric environments. Multiparticle Kalman
filter (MKF) demonstrates more accurate filtering of states and requires fewer particles for MSE convergence compared
to the particle filter (PF). Our method is also less sensitive to the estimate of the motion noise than the particle filter.

strate the same trends that are observed in the analysis of MSE dependence on the number of particles presented in

Figures[7]and
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Figure 9: Dependence of the final error loss function (FSE) on the number of particles used in the PF and MKF in the
considered symmetric environments. MKF provides more accurate filtering of the states and requires fewer particles
for convergence of FSE. Our filtering method is also less sensitive to the estimate of the motion noise than the particle

filter.
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Figure 10: Dependence of the final error loss function (FSE) on the number of particles used in the PF and MKF in
the considered non-symmetric environments. MKF provides more accurate filtering of the states and requires fewer
particles for the convergence of FSE. Our method is also less sensitive to the estimate of the motion noise than the
particle filter.

Last but not least comparison of the particle filter and the multiparticle Kalman filter is performed in the Labyrinth
environment (see Figure [6). Figure shows that the proposed filtering method outperforms the particle filter in
terms of both MSE and FSE quality criteria. Also, we again observe the smaller number of particles required for the
convergence of both loss functions. The proposed method is more robust with respect to the motion noise level than
the particle filter, which is aligned with previous results.

Variance analysis. To make the previous plots clear, we do not provide confidence intervals there. To fill this gap in
the reporting comparison results, we summarize the FSE values and the corresponding variance in Table (1] This table
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Figure 11: Dependence of MSE (left) and FSE (right) values on the number of particles in the Labyrinth environment.
Our method (MKF) is also less sensitive to the estimate of the motion noise than the particle filter.

shows that the MKF provides a more accurate and less variable estimation of the final state for both symmetric and
nonsymmetric environments. This gain is observed uniformly with respect to the considered range of the number of
particles.

Table 1: FSE values and variance comparison of particle filter (PF) and the proposed multiparticle Kalman filter
(MKF). Standard deviation is given in braces near the corresponding mean FSE value. In these simulations, we use
M = 4M,, which is equal to 4 setting.

Number of particles N = 100 N = 500 N = 1000 N = 4000 N = 10000

Environment PF MKF PF MKF PF MKF PF MKF PF MKF
world 10 537(3.53) 4.86(376) S5.13(3.91) 471(278) 4.93(3.87) 4.65(244) 485(3.31) 457205 4.8(2.82) 4.55(1.98)
n-world 10 3.07(3.63)  024(1.26) 191(3.25 003(0.07) 140(2.88) 043(1.67) 0.04(0.21) 0.11(0.70) 0.03(0.02) 0.03 (0.02)
World 18 10.10 (649)  9.22(7.87) 9.40(7.72) 841(7.22) 8.89(8.20) 8.38(5.94) 8.47(7.79) 8.34(3.62) 8.38(6.64) 8.34(3.18)
n-World 18 6.56(6.94)  3.87(6.37) 491(6.89) 1.70(4.54) 391 (6.46) 130(3.75) 1.83(4.86) 1.13(2.99) 124(3.77) 1.15(2.94)
WORLD 27 1341 (7.50)  11.14(7.62) 11.49(7.48) 7.26(6.33) 10.19(7.21) 5.96(5.55) 7.13(6.27) 4.89 (4.42) 5.71(547) 4.80 (4.23)
n-WORLD 27 11.84 (8.60) 9.35(841) 997(832) 5.77(6.86) 8.68(8.03) 4.34(5.89) 5.66(6.75) 291(4.39) 3.95(5.56) 2.83(4.25)
Labyrinth 1045 (10.11)  1.83(5.65)  6.84(9.53) 0.06 (0.68) 4.83(8.49) 0.03(0.02) 1.00(4.23) 0.03(0.02) 0.11(1.17) 0.03(0.02)

Runtime comparison. In the previous sections, we demonstrate the performance of the proposed filtering method
in terms of the required number of particles for convergence of MSE and FSE and the smaller variance of these
quantities compared to the particle filter. Here, we provide the runtime comparison of the proposed filtering method
and the particle filter. In this experiment, we simulate 10000 trajectories in the considered environments and provide
the total runtime of such a simulation. Since the runtime of both compared methods significantly depends on the used
number of particles, we consider 2000 and 5000 particles in the particle filter simulations and report the resulting FSE
values. Then, we tune the number of particles in the MKF such that the resulting FSE values are the same or slightly
smaller than the corresponding FSE in the particle filter simulations. The measured runtime, FSE, and the numbers
of particles are shown in Table 2] From this Table follows that the proposed multiparticle Kalman filter is typically
3-4 times faster than the particle filter. This observation indicates that the gain from the reduction of the number of
particles dominates the increasing per-iteration complexity of the proposed method.

7. Conclusion

In the presented study, we consider the object localization problem with an unknown initial state in both symmetric
and non-symmetric environments. We demonstrate that the standard particle filter algorithm performs poorly in highly
symmetrical environments. We propose a novel multiparticle Kalman filter (MKF) based on the combination of the
extended Kalman filter and particle filter. The MKF successfully addresses the problem of uncertainty in the object’s
initial state and outperforms the particle filter in all considered environments. Our numerical experiments demonstrate
that MKF requires fewer particles to achieve convergence in terms of both MSE and FSE quality criteria. Although
every iteration of the proposed method is more costly compared to the particle filter, MKF converges faster since
fewer particles are required to achieve the same error rates. Also, we show that MKF is more robust to the level of
measurement noise than the classical particle filter.
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Table 2: Comparison of the total runtime of particle filter (PF) and the proposed multiparticle Kalman filter (MKF) to
simulate 10000 trajectories in the considered environments. The number of particles required for the MKF is set such
that it achieves the same or slightly smaller FSE compared to values from PF simulations.

PF MKF
Environment  # particles FSE Time,s # particles FSE Time,s
world 10 2000 5.03 156 100 4.92 58
n-world 10 2000 0.87 151 100 0.80 46
World 18 2000 9.26 186 200 8.96 80
n-World 18 2000 4.87 168 100 4.61 50
WORLD 27 2000 11.0 204 200 10.62 86
n-WORLD 27 2000 9.58 211 150 9.45 70
Labyrinth 2000 4.8 139 100 3.02 48
world 10 5000 4.72 368 150 4.84 63
n-world 10 5000 0.30 334 250 0.25 90
World 18 5000 8.81 415 200 0.20 75
n-World 18 5000 3.49 412 300 3.20 111
WORLD 27 5000 9.50 489 400 9.00 153
n-WORLD 27 5000 7.94 473 400 7.54 151
Labyrinth 5000 2.69 323 150 1.86 61
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