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Abstract
Motivated by some spectral results in the characterization of concept lattices we investigate the spectra 

of reducible matrices over complete idempotent semifields in the framework of naturally-ordered 
semirings, or dioids. We find non-null eigenvectors for every non-null element in the semifield and 
conclude that the notion of spectrum has to be refined to encompass that of the incomplete semifield 
case so as to include only those eigenvalues with eigenvectors that have finite coordinates. Considering 
special sets of eigenvectors brings out finite complete lattices in the picture and we contend that such 
structure may be more important than standard eigenspaces for matrices over completed idempotent 
semifields.

Keywords: Matrix spectra; Dioids; Complete idempotent semifields; Complete idempotent semimodules; 
Spectral order lattices

1. Introduction

Several attempts have been made to generalise the basic framework of Formal Concept Analysis (FCA) [1] or 
Galois lattice theory [2] since it was conceived. Recall that this is a theory of concrete lattices arising from certain 
Galois connections between two sets induced by a binary incidence relation. It finds concrete applications in data 
mining and exploratory information retrieval, among others [3].

Perhaps the earliest and more developed generalisation is that of Formal Concept Analysis in a Fuzzy Setting, 
where incidences are allowed to have values in a fuzzy algebra which is also a complete lattice [4,5]. Such fuzzy
algebras can alternatively be described as fuzzy semirings [6]. Recall that a semiring is an algebra S = 〈 S, ⊕, ⊗, 
ε, e〉 whose additive structure, 〈S, ⊕, ε〉, is a commutative monoid and whose multiplicative structure, 〈S\{ε}, ⊗, 
e〉, is a monoid with multiplication distributing over addition from right and left and with additive neutral element 
absorbing for ⊗, i.e. ∀a ∈ S, ε⊗ a= ε [6].

* E-mail addresses: fva@lsi.uned.es (F.J. Valverde-Albacete), carmen@tsc.uc3m.es (C. Peláez-Moreno).
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An independently motivated generalisation of FCA, K-Formal Concept Analysis, uses an idempotent semi-field
K—a kind of semiring with a multiplicative group structure—as the range of the relation [7]. Whereas fuzzy 
semirings are mostly used to capture a “degree of truth”, semifields are used to capture the concept of “cost” or 
“utility”.

It is intriguing that these algebras induce Galois connections and Formal Concept Analysis inasmuch as 
idempotent semifields are as far as a naturally ordered semiring can be from prototypical fuzzy semirings like 
〈[0, 1], max, min, 0, 1〉—in a sense made evident in this paper. In fact, idempotent semifields do not fulfil some of 
the more restrictive or technical conditions for an algebra L to define an L-fuzzy set [8]: in particular, in an 
idempo-tent semifield the identity is never an infinity element.

However, it has already been determined that the condition for an algebra to induce a flavour of FCA is that it 
be a complete residuated lattice [5]. Unsurprisingly, one of the notoriously overlooked abstractions of fuzzy 
semirings and idempotent semifields are dioids, or naturally-ordered semirings whose zero is the bottom in the 
order. Dioids are already residuated so complete dioids are already complete residuated lattices (see Fig. 1), hence 
Formal Concept Analysis-inducing. Furthermore, semiring 2 is embedded in both fuzzy semirings and idempotent 
semifields. Note that Ref. [9] already asked in this venue for a revisiting of idempotent semifields and the 
investigation of their relationship to fuzzy algebras.

On the other hand, concept lattices as issued from standard FCA show a remarkable relation to some 
eigenspaces of the incidence relation. For instance Ref. [10] found that the formal concepts in K-Formal Concept 
Analysis could be defined by means of the eigenequation of the unit eigenvalue. Building on earlier work, Ref. [11]
demonstrated that binary formal concepts were optimal factors for decomposing a Boolean matrix, while Ref. [12]
extended this to formal concepts over a residuated lattice. Both kind of results hint strongly that Formal Concept 
Analysis has some relationship with the Singular Value Decomposition (SVD) of the incidence relation and that 
formal concepts are pairs of left/right singular vectors. Despite the spectral theory of dioids having a long history of 
results [6], few general results for the cases of interest are known [13,14] and a theorem of spectral decomposition 
is undiscovered, to the best of our knowledge.

This work tries to pave the way for an overarching theory of Formal Concept Analysis over complete dioids by 
trying to make explicit the relation from the other side of the picture: between complete lattices and some eigenspaces 
related to relations with entries in a complete (residuated) dioid. Unfortunately, idempotent semifields, except 2 are 
all incomplete, what seems to doom our efforts in this direction. However, it is well-known that idempotent semifields 
can easily be completed: the problem with the bottom being its lack of inverse, we can easily prescribe the top 	 to 
take this role.

This paper is dedicated to exploring the consequences of this decision in what respects the spectral theory of 
matrices over such top-completed idempotent semifields. We will prove that, far from harming our initial intentions, 
completing the semifield unveils lattice structures as scaffoldings of eigenspaces, and that such structures extend to 
more general semirings.

Also, we point out noticeable differences with the spectrum of incomplete idempotent semifields. To start with, 
since 	 may be a coordinate in eigenvectors, the spectrum is more extensive, to the point where, once a non-null 
eigenvalue is found, most of the values in the dioid are spectral, albeit their eigenvectors will have non-finite coor-
dinates (Section 3.1). This necessitates the definition of the proper right (left) spectrum, PP(A) whose 
corresponding eigenvectors have some finite coordinate, which partially recovers the picture in the incomplete, 
irreducible case (Section 3.2).

Furthermore, once K is a completed idempotent semifield, 	 may be an eigenvalue (Section 3.1.3), whence the 
structure of the eigenspaces is that of a complete lattice. Therefore, independency of eigenvectors plays a lesser 
role than heretofore expected. Rather, in our analysis, the order properties of such eigenvectors—induced from the 
order in the underlying semiring—are highlighted (Section 3.2.1).

This paper is organized as follows: Section 2 delimits the area of application of our findings by presenting a 
family picture of semirings (Section 2.1) followed by a discussion of completeness issues in idempotent semifields 
(Section 2.2). Then we state formally the eigenproblem on semirings as well as some techniques to solve it in 
dioids (Section 2.3). A review of the different cryptomorphisms or interpretations of matrices over semirings as 
number arrays, relations or networks with weights in a semiring, crucial for the spectral theory, can also be found 
in Section 2.4. Section 3 presents our results for the spectra of irreducible matrices over completed idempotent 
semifields beginning with a compilation and contextualization of previous results about the null eigenvalue and 
eigenspace (Section 3.1) 
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also useful for the reducible case, tackled in [15]. The spectra are finally characterized in Section 3.2 including a 
discussion about the role of this eigenvectors for the representation of eigenspaces (Section 3.2.1). Then, we 
illustrate our findings with examples (Section 4), discuss the existent solutions for the incomplete case (Section 5), 
and draw some conclusions in Section 6.

2. Preliminaries

2.1. Semirings: a family picture

Considering the enrichment of the properties of semirings, it is a well known result that the multiplicative and 
additive structures are completely independent, what accounts for their abundance [6,14]. They also have different 
importance in the classification and usability of semirings, as shown in Fig. 1, a “family picture” of commutative 
semirings as a concept lattice [1].

Focusing on the additive structure, a semiring is (additively) cancellative if for a, b, c ∈ S when a ⊕ b = a ⊕ c

implies b = c. Of course, a ring is a cancellative semiring whose additive structure is that of a group, ∀a ∈ S, ∃c ∈
S, a⊕ c= ε. On the other hand, a semiring is zerosumfree if for a, b ∈ S when a⊕ b= ε then a= b= ε. Compared 
to a ring, zerosumfree semirings crucially lack additive inverses. In fact, rings are as “far away” as possible from 
zerosumfree semirings, the singleton 1 = { ε} being the only semiring that is both. See for instance the locations of 
N0, B and Z in Fig. 1.

A semiring S is partially-ordered iffthere exists a partial order relation 〈S, ≤〉 compatible with addition and multi-
plication, such that for all a, b, c ∈ S, if a ≤ b then a⊕ c≤ b⊕ c, a⊗ c ≤ b⊗ c and c⊗a ≤ c⊗b. In partially-ordered
semirings, if ai ≤ bi then 

∑
ai ≤∑

bi . Furthermore, if S is a partially-ordered set, then it is positive [16] if ε =⊥ is 
the infimum or bottom for this set ⊥ ≤ a, for all a ∈ S. If S is positive then it is zerosumfree and also if ai ≤ bi then∏

ai ≤∏
bi [16].

In a semiring, the natural or canonical or difference pre-order is for all a, b ∈ S, a � b ⇐⇒ a ⊕ c = b for
some c ∈ S. A semiring D = 〈D, ⊕, ⊗, ⊥, e〉 is a dioid—for double monoid—or naturally- or canonically- [14] or 
difference-ordered [6,16,17] if a � b and b � a entails a = b for a, b ∈D. This is clearly a partial-order [14, Chap. 1,
Prop. 6.1.7] with ⊥ = ε, hence dioids are positive semirings, whence also zerosumfree.

Example 1. The following dioids are to be compared in the text:

1. The Boolean lattice B ≡ 2 ≡ 〈{0, 1}, ∨, ∧, 0, 1〉
2. The fuzzy algebra Imax,min ≡ 〈[0, 1], max, min, 0, 1〉 [18]
3. The tropical semiring Nmin,+ ≡ 〈N ∪ {0, ∞}, min, +, ∞, 0〉
4. The max-plus algebra Rmax,+ ≡ 〈R ∪ {−∞}, max, +, −∞, 0〉 [19]
5. The optimization algebra, Rmin,+ ≡ 〈R ∪ {∞}, min, +, ∞, 0〉 [19]
6. The max-times semiring, Rmax,× ≡ 〈R+0 ∪ {∞}, max, ×, 0, 1〉 [14]
7. The fuzzy max-times algebra, Imax,× ≡ 〈[0, 1], max, ×, 0, 1〉 [14]

Their relationships can be gleaned from Fig. 1.

A big class of dioids is that of (additively) idempotent semirings. An idempotent semiring D is a semiring whose 
additive structure 〈D, ⊕, ε〉 is an idempotent semigroup, that is, ∀a ∈ D, a ⊕ a = a. Idempotent semirings are all 
canonically-ordered and, if commutative, they are already ∨-semilattices (read sup- or join-semilattice), whose oper-
ation is compatible with the canonical order a⊕ b= a ∨ b and selects the lowest upper bound, supremum or join [14, 
Chap. 1, Theorems 1 & 2]. The simple semirings, or commutative inclines, a useful generalization of the fuzzy alge-
bras, are idempotent semirings whose unit is also the maximum in the order e=	 [6, p. 4]. Note that an idempotent 
semiring is selective [14] or extremal [6] if the argument where the addition is attained can be selected. (Commutative) 
selective semirings are all totally-ordered [14, Chap. 1, 3.4.7], [6, p. 228], like B, Rmax,+ or Imax,×.

In this paper we are going to delve into the idiosyncratic character of some idempotent semirings stemming 
from their multiplicative structure. A commutative semiring is one whose multiplicative structure is commutative, 
a multiplicatively-idempotent semiring one whose multiplicative structure is a (commutative) idempotent monoid, 
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Fig. 1. Concept lattice of a choice of abstract (leading asterisk, white label) and concrete (white label) commutative semirings and their properties
(grey label) mentioned in the text. Each node is a concept of Abstract Algebra: its properties are obtained from the grey labels in nodes upwards,
and its structures from the white labels in nodes downwards. The picture is related to the chosen sets of properties and algebras and does not fully
reflect the structure of the class of semirings. We have chose to highlight dioids and, within them, complete idempotent semifields.
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and a division semiring is one whose multiplicative structure 〈K\{ε}, ⊗, e, ·−1 〉 is a group, that is, there is an opera-
tion, ·−1 : S\{ε} → S\{ε} such that ∀a ∈ S, a ⊗ a−1 = a−1 ⊗ a = e. A radicable [14] or algebraically complete [6]
semiring is one in which equation ab = c can be solved for a. A semifield is a commutative division semiring [6], 
so an idempotent semifield is an idempotent semiring K whose multiplicative structure is a commutative group. For 
semifields we have (a ⊗ b)−1 = a−1 ⊗ b−1. Both Rmax,+ and Rmin,+, our main interest in this paper, are idempotent
semifields with the same multiplicative inverse ·−1 := −·.

A nonzero element a of a semiring S is a left zero divisor iff there exists a nonzero element b ∈ S such that 
b⊗ a = ε. Right zero divisors are defined similarly. It is a zero divisor iff it is either a left or a right zero divisor. 
A semiring with no zero divisors is zero-divisor free or entire. Entire zerosum-free semirings are also called informa-
tion algebras and will prove important in our description. Semifields are all entire, whence idempotent semifields are 
all information algebras.

All of the above examples are idempotent semirings, but B, Rmax,+ and Rmin,+ (both with inverse ·−1 := −·) and
Rmax,× (with the usual multiplicative inverse) are also idempotent semifields. Notice that in a dioid with a multi-
plicative group structure the bottom cannot have an inverse since a ⊗ ε = ε �= e, for a ∈ S. Therefore, they are all 
incomplete, lacking a top element, except for B ≡ 2.

Recall that the canonical order turns idempotent semirings into sup-semilattices 〈D, ∨〉with the supremum defined 
as a∨ b= a⊕ b. A ∧-semilattice (read inf- or meet-semilattice) is likewise defined to select the greatest lower bound, 
or infimum in the order. A lattice is an ordered set L = 〈L, ≤〉 which is at the same time an algebra L = 〈L, ∨, ∧〉
where 〈L, ∨〉 is a ∨-semilattice and 〈L, ∧〉 a ∧-semilattice, and the absorption laws hold: a ∨ (a ∧ b) = a and 
a ∧ (a ∨ b) = a. In general, a semiring is not a lattice. But in an idempotent semifield the formula for the infimum 
of two elements was already given by Dedekind [14]: the meet law is a ∧ b = a ⊗ (a ⊕ b)−1 ⊗ b. Thus, idempotent 
semifields are lattices in their canonical order 〈K, ∨, ∧〉, with bottom element ⊥ = ε.

Henceforth S will denote a generic semiring, D a dioid, and K an idempotent semifield. To emphasize when a 
semiring is complete we will use an overline, as in K. For further information about semirings consult [6,14].

2.2. Complete idempotent semifields and semimodules

A complete semiring S [17] is a semiring where for every (possibly infinite) family of elements {ai}i∈I ⊆ S we can 
define an element 

∑
i∈I ai ∈ S such that

1. if I =∅, then
∑

i∈I ai = ε,
2. if I = {1 . . . n}, then 

∑
i∈I ai = a1 ⊕ · · · ⊕ an,

3. if b ∈ S, then b⊗ (
∑

i∈I ai) =∑
i∈I b⊗ ai and (

∑
i∈I ai) ⊗ b=∑

i∈I ai ⊗ b, and
4. if {Ij }j∈J is a partition of I , then

∑
i∈I ai =∑

j∈J (
∑

i∈Ij
ai).

If I is countable in the definitions above, then S is countably complete and already zerosumfree [6, Prop. 22.28].
The existence of the following elements is crucial for our purposes after Theorem 2.4: In a semiring S for each 

a ∈ S, define

a∗k = e⊕ a⊕ a2 ⊕ . . .⊕ ak =
k∑

i=0

ai a+k = a⊕ a2 ⊕ . . .⊕ ak =
k∑

i=1

ai (1)

In complete semirings, the Kleene star is the sum a∗ =∑
k∈N0

ak . Likewise the Kleene plus is the sum a+ =∑
k∈N ak , 

when it exists. Since a∗k = e⊕a+k and a+k = a⊗a∗(k−1) = a∗(k−1)⊗a the existence of one of these elements entails 
the existence of the other:

a∗ = e⊕ a+ a+ = a⊗ a∗ = a∗ ⊗ a. (2)

To investigate completion issues, call an element in a semiring a ∈ S infinite iff a⊕b= a for all b ∈ S, and strongly 
infinite if also a⊗b= a = b⊗a [6]. If S is a complete semiring, then it has a (necessarily unique) infinite element [6, 
Prop. 22.27].

Complete semirings with strongly infinite elements can be created on demand:
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Example 2 (Completion with strongly infinite element). (See [6, p. 250, Chap. 22] and [20, p. 16].) If S is an entire 
zerosumfree semiring, it can be endowed with a unique strongly infinite element: for ∞ /∈ S consider S = S ∪ {∞}
and extend S = 〈S, ⊕, ⊗, ε, e〉 to S = 〈S ∪ {∞}, ⊕, ⊗, ε, e〉 by b ⊕∞ = ∞ ⊕ b = ∞ ⊕∞ = ∞ for all b ∈ S, 
b⊗∞ =∞ ⊗ b=∞ ⊗∞ =∞ for all b ∈ S/{ε} and ε⊗∞ =∞ ⊗ ε = ε. Clearly ∞ is the unique infinite element 
and it is strongly infinite by definition.

We have:

Proposition 2.1. (See [6, 22.32].) If S is a (commutative) entire zerosumfree semiring, its strong infinite completion 
S is a (commutative) complete entire zerosumfree semiring.

Recall that on any semiring S , left and right multiplications can be defined: La : S → S, b �→ La(b) = ab, and 
Ra : S → S, b �→ Ra(b) = ba. A dioid D is complete, if it is complete as a semiring, further complete as a naturally 
ordered set 〈D, �〉 (see Section 2.1) and left (La) and right (Ra) multiplications are lower semicontinuous, that is,
join-preserving. In such cases, the top of the dioid is the unique infinite element 	 =∑

a∈D a, whence 	 = 	 ⊕ a

for all a ∈ D, but 	 ⊗ ⊥ = ⊥. Note that in complete dioids an adequate notion of topology can be defined, the 
sup-topology, where infinite summation can be defined in terms of suprema, 

∑
i∈I ai =∨

i∈I ai .
An element a ∈D of a dioid is k-stable iff for k ≥ 0, a∗(k+1) = a∗k [14, p. 97]. The following results are crucial 

later on:

Proposition 2.2.

1. If D is a dioid then
(a) if a is k-stable, then a∗ = a∗k ,
(b) a � a+k � a∗k ,
(c) for a � b we have a+k � b+k and a∗k � b∗k ,
(d) ⊥ =⊥+ ≺⊥∗ = e.

2. Furthermore, if D is a complete dioid, then
(a) a � a+ � a∗,
(b) for a � b we have a+ � b+ and a∗ � b∗,
(c) for e � b we have b+ = b∗,
(d) e+ = e∗ and 	 =	+ =	∗.

3. Furthermore, if D is a complete multiplicatively-cancellative dioid then for b ∈D such that e ≺ b ≺	 we have
b∗ = 	.

4. Furthermore, if D is a complete idempotent dioid then
(a) (a∗)2 = a∗, (a∗)∗ = a∗, a∗k = (e⊕ a)k and even a∗ = (e⊕ a)+,
(b) for a ∈D such that ⊥ � a ≺ e we have a = a+ ≺ a∗ = e and e= e+ = e∗.

5. Furthermore, if D is a complete multiplicatively-cancellative idempotent dioid then if a, b ∈ D exist such that
⊥ ≺ a ≺ e ≺ b ≺	 we have

⊥=⊥+ ≺ a = a+ ≺⊥∗ = a∗ = e= e+ = e∗ ≺ b+ = b∗ = 	=	+ =	∗

Proof. If a is k-stable, by induction we may prove a∗(k+r) = a∗k ∀r ≥ 0, whence 1a. From a∗k = a+k ⊕ e, claim 1b 
follows. For a � b by the compatibility of the product it is not difficult to obtain ak � bk . By the compatibility of the
sum of all power inequalities claim 1c follows. Finally, ⊥∗ =⊥ ⊗⊥∗ ⊕ e= e, whence ⊥+ =⊥∗ ⊗⊥ =⊥.

Since in complete dioids Kleene’s stars exist, claim 2a follows from (2). With countable summation in claim 1c 
we obtain 2b. If e � b, by the compatibility of multiplication b∗ � b ⊗ b∗ = b+ whence 2c. Claim 2d follows with
	+ =	 ⊕∑

i≥2	k =	.
For claim 3, if e ≺ b ≺ 	 then by claims 2b and 2c, b+ = b∗ � 	. On multiplicatively-cancellative partially-or-

dered semirings the following strong law of compatibility holds [20, Chap. III, Lemma 2.4]: if a < b then for all 
c ∈ D, a ⊗ c < b ⊗ c and c ⊗ a < c ⊗ b. A fortiori, the law holds on multiplicatively-cancellative dioids, so for 
multiplicatively-cancellable b∗ ≺ 	 from e ≺ b we get b∗ ≺ b∗ ⊗ b= b+, a contradiction, so b∗ = 	.
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Claim 4a is well-known [21]. For claim 4b, since in an (additively-)idempotent dioid we have a⊕ b= b⇔ a � b,
so from a � e we have ak � ak−1 whence a∗k = ak⊕ . . .⊕a⊕ e= e and a+k = ak⊕ . . .⊕a = a. Since the semirings
are complete, the countably infinite summations exist. Claim 5 is just a corollary of the rest of claims. �
All the above can be seen instantiated in:

Example 3.

1. In B we have 0∗ = 1∗ = 1, hence 1 is (vacuously) strongly infinite.
2. In the schedule algebra Rmax,+ we have ak := k · a so e ⊕ ak := max(0, k · a). That is, for a ≤ 0, e ⊕ ak = e

and a∗ := 0. On the other hand, for b > 0, e ⊕ bk = bk and such elements do not have a star, hence Rmax,+ is
incomplete. When we complete Rmax,+ with 	 :=∞, for b > e we have b∗ = b+ =	.

In general 	 is not strongly infinite, but for the construction in Example 2 we have:

Proposition 2.3. (See [6, Prop. 22.14].) If D is a totally-ordered, entire positive semiring then it can be (countably)
completed to D with 	 =∑

D a strongly infinite element.

Proof. Use 	 =∞ /∈ D in the completion, with the natural order in D extended by a ≺ 	 for all a ∈ D, and let ∑
i∈I ai = sup{∑ai | J ⊆ I, J finite}, whence 	 =∑

D. �
Note that even already complete semirings can be extended in this way. For instance, B can be extended to 3

below. There are plenty of completable totally-ordered semirings, like entire selective semirings [6, Chap. 20]. In 
the following, by completed semirings we mean those in the completion of Example 2, and by completed (entire, 
totally-ordered) dioids we mean those of Proposition 2.3.

A fortiori, selective semifields can all be completed, as, for instance, the (initially incomplete) maxplus and minplus 
semifields in Example 3 [22–25]:

1. the completed Minplus semifield, Rmin,+ = 〈R ∪ {−∞, ∞}, min, 
�+, ∞, 0, −∞〉,

2. the completed Maxplus semifield, Rmax,+ = 〈R ∪ {−∞, ∞}, max, 
���
+, −∞, 0, ∞〉.

These two completions are actually inverses Rmin,+ = R−1
max,+ and order-dual [22]. Indeed they are better jointly

called the max–min-plus semiring Rmin,
�+

max,
���
+. We have −∞ 

���
+∞ = −∞ and −∞ 

�+∞ =∞, which solves several is-

sues in dealing with the separately completed dioids.1 This was first recorded as a blog, a bounded, lattice-ordered 
group [27, §4.1], although the name did not catch, and would be called a bounded �-group nowadays. The lat-
tice B can be embedded in any bounded �-group, by restricting the carrier set to {⊥, 	}. The boolean operations 
would then be implemented as 

���
⊕ and 

���
⊗ restricted to such set. A richer structure is the 3-element bounded �-group 

3 = 〈 {⊥, e, 	}, 
���
⊕, 

�⊕, 
���
⊗, 

�⊗, ⊥, e, 	 〉. Such structure is therefore isomorphically embedded into any completed,
naturally-ordered semifield by the restriction of its operations to the carrier set {⊥, e, 	}. This is the only bounded 
�-group having a finite number of elements [27, Propos. 4.6–4.9], and will prove crucial for the representation of 
certain lattices related to eigenspaces of completed idempotent semifields.

In this context, a semimodule over a semiring, is the analogue of a module over a ring [6,17,28]: a right 
S-semimodule is an additive commutative monoid X = 〈X, ⊕, εX 〉 endowed with a right action (x, λ) �→ x � λ

such that ∀λ, μ ∈ S, x, x′ ∈X. Following the convention of dropping the symbols for the scalar action and semiring 
multiplication we have:

1 In this paper we propound the use of dotted ⊗ and ⊕ signs for the operations in either semiring: they are more coherent with Moreau’s 
notation [22], which has the precedence, and is reminiscent of [26] for max-times. Besides, the notation using an apostrophe for the min-related
operations in [27]—clearly downplaying the min-plus semiring—seems to have been prompted by obsolete typesetting technology.
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x(λμ)= (xλ)μ xε = εX(
x ⊕ x′

)
λ= xλ⊕ x′λ xe= x

The definition of a left S-semimodule Y follows the same pattern with the help of a left action, (x, λ) �→ λ � x

and similar axioms. An (R, S)-semimodule is a set M endowed with left R-semimodule and a right S-semimodule 
structures, and an (R, S)-bisemimodule an (R, S)-semimodule such that the left and right actions commute. Column 
spaces Sn×1 are (Sn×n, S)-bisemimodules, and row spaces (S, Sn×n)-bisemimodules.

In a semimodule X over a semifield K one can define an element-wise inversion operation ·−1 : X → X, 
x �→ x−1 such that (x−1)i = xi

−1. If the semifield is also a dioid, then the “inverse” semimodule is the order dual 
X−1 ∼= 〈X,≤d〉.
Example 4. Semimodules over Rmax,+ have inverses over Rmin,+ and vice versa. In particular (Rmax,+)−1 = Rmin,+,
and dually.

A complete semimodule [6] is also a complete lattice, with join and meet operations fulfilling v1 ≤ v2 ⇐⇒ v1 ∨
v2 = v2 ⇐⇒ v1 ∧ v2 = v2. In the case of semimodules over complete dioids with a multiplicative group structure 

one has v1 ∧ v2 = (v−1
1 ∨ v−1

2 )−1 à la Boole. For Rmax,+, it is v1 ∧ v2 = v1
�⊕v2 = (v−1

1 �
⊕ v−1

1 )−1 =min(v1, v2).

For n, p ∈N, the semimodule of finite matrices Mn×p(S) = 〈Sn×p, ⊕, E〉 is an (Mn(S), Mp(S))-bisemimodule,
with matrix multiplication-like left and right actions and entry-wise addition. Special cases of it are the bisemimodules 
of column vectors Mp×1(S) and row vectors M1×n(S). In the following we systematically equate left (resp. right) 
S-semimodules and row (resp. column) semimodules over S .

2.3. The spectral problem in semirings

Given a square matrix A ∈ Sn×n the right (left) eigenproblem is the task of finding the right eigenvectors v ∈ Sn×1

and right eigenvalues ρ ∈ S (respectively left eigenvectors u ∈ S1×n and left eigenvalues λ ∈ S) satisfying:

u⊗A= λ⊗ u A⊗ v = v⊗ ρ (3)

The left and right eigenspaces—Uλ(A) and Vρ(A)—and spectra—Λ(A) and P(A)—are the sets of solutions:

Uλ(A)= {
u ∈ S1×n

∣∣ u⊗A= λ⊗ u
} Vρ(A)= {

v ∈ Sn×1
∣∣ A⊗ v = v⊗ ρ

}
(4)

Λ(A)= {
λ ∈ S

∣∣ Uλ(A) �= {
εn

}}
P(A)= {

ρ ∈ S
∣∣ Vρ(A) �= {

εn
}}

(5)

Since Λ(A) = P(AT) and Uλ(A) = Vλ(A
T), from now on we will omit references to left eigenvalues, eigenvectors 

and spectra, unless we want to emphasize differences.
Regarding the structure of right eigenspaces, it is well-known that they are right subsemimodules of Sn×1 [6, 

p. 219], [29, §4.1.1]. When an eigenspace can be finitely generated, it will be convenient to define it as the span of
some column eigenvectors gathered in a matrix V ∈ Sn×m as 〈V 〉S = {V ⊗ z | z ∈ Sm×1}.

Notice that the spectral theories of rings and zerosumfree semirings are deeply different even at first glance: the 
well-known techniques for R+,× or C+,× are totally different to the less-known techniques like the Perron–Frobenius 
theory for R++,× = 〈R+0 , +, ×, 0, 1〉—widely used in search engine technology.

With so little structure it might seem hard to solve (3). Readily available techniques are combinatorial in nature 
and a very generic solution exists based on the following recurring concept. For a matrix over a semiring A ∈ Sn×n

consider the sum A∗k = I ⊕ A ⊕ A2 ⊕ · · · ⊕ Ak , where addition and multiplication over matrices are intuitively 
obtained from those of the underlying semiring, Ak represents a product of k factors and I is the neutral element 
for matrix multiplication (cf. Section 2.1). The Kleene star of A is A∗ =∑

k∈N0
Ak and the Kleene plus of A is 

A+ =A ⊗A∗. Most of the results on eigenvalues and eigenvectors in this paper stem from the following fact:

Proposition 2.4. (See Gondran and Minoux, Theorem 1 [13,14].) Let A ∈ Sn×n. If A∗ exists, the following two 
conditions are equivalent:

1. A+.i ⊗μ =A∗.i ⊗μ for some i ∈ {1 . . . n}, and μ ∈ S.
2. A+.i ⊗μ (and A∗.i ⊗μ) is an eigenvector of A for e, A+.i ⊗μ ∈ Ve(A).
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Proof. (1 ⇒ 2) If A∗·i ⊗ μ = A+·i ⊗ μ, since A ⊗A∗ = A+, then we have A ⊗A∗·i ⊗ μ = A∗·i ⊗ μ which proves that
A∗·i⊗μ ∈ Ve(A) (hence A+·i ⊗μ). (2 ⇒ 1) Assume A∗·i⊗μ ∈ Ve(A). Then A ⊗A∗·i⊗μ =A∗·i⊗μ. On the other hand,
since A ⊗A∗ =A+, we have A ⊗A∗·i ⊗μ =A+·i ⊗μ hence, A∗·i ⊗μ =A+·i ⊗μ. �

Depending on the properties of the semiring, transitive closures may be easy to calculate [30] or non-existent. As 
transitive closures always exist in complete dioids, this will be our natural upper bound in the lattice of semirings (see 
Fig. 1).

However, although a number of spectral results exist for information algebras—entire zerosumfree semirings—and 
dioids, we prefer to adopt idempotent semifields as the basic level in the lattice of structures in Fig. 1. Unfortunately, 
this means most of our results will not be available in inclines or non-idempotent semifields, e.g. R+0 [14]. So that no
connection is lost to these other methods, when results are general enough we will state them in the highest possible 
level in the lattice of semirings. For instance, a right semimodule X over an idempotent semiring D inherits the 
idempotent law: ∀x ∈X, x ⊕ x = x, which induces a natural order on the semimodule

∀x, x′ ∈X, x � x′ ⇐⇒ x ⊕ x′ = x′

whereby it is already a ∨-semilattice with x ∨ x′ = x ⊕ x′ and εX its minimum, whence:

Corollary 2.5. Let A ∈Dn×n be a matrix with entries in a commutative idempotent semiring D. For all eigenvalues 
ρ ∈ P(A), Vρ(A) is a ∨-semilattice with bottom ⊥n.

2.4. Square matrices over semirings and their cryptomorphisms

All of the problems in the previous section can be solved by considering different interpretations for matrices over 
a semiring: namely, merely as arrangement of numbers, as linear forms, as relations or as directed graphs.

If S is a semiring, Mn(S) = 〈Sn×n, ⊕, ⊗, E, I 〉 is the semiring of (square) matrices over S with Sn×n denot-
ing the set of square matrices of order n, matrix operations (A ⊕ B)ij = Aij ⊕ Bij , 0 ≤ i, j ≤ n and (A ⊗ B)ij =∑n

k=1 Aik ⊗Bkj , 0 ≤ i, j ≤ n, null matrix E , Eij = ε, 0 ≤ i, j ≤ n and unit matrix I , Iii = e, 0 ≤ i ≤ n, Iij = ε,
0 ≤ i, j ≤ n, i �= j . Such semirings are not commutative in general even if S is, except for M1(S) = S . They are 
idempotent and complete if S is.

If K is a completed semifield, then matrix multiplications for conformant A, B are:

(A
���
⊗B)ij =

n∑
•

k=1

Aik ���
⊗Bkj (A

�⊗B)ij =
n∑•

k=1

Aik

�⊗Bkj

2.4.1. Matrices as number arrays
From its definition, A ∈Mn(S) carries implicitly a set of indices n̄ = {1, . . . , n}.2 Given subsets of indices α, β ⊆ n̄

we denote by Aαβ =A(α, β) the submatrix of A selected by the indices in classes α, β . It is convenient to denote by 
A·j =A(n̄, {j}) (resp. Aj · =A({j}, n̄)) with j ∈ n̄ the j -th column (resp. row) of a matrix.

Given a linear ordering of the indices σ , its permutation matrix is P(σ) = I (n̄, σ). The permutation of the columns 
of A as in σ is denoted by A ⊗ P(σ) = A(n̄, σ), and the permutation of its rows is P T(σ ) ⊗ A = A(σ, n̄). For 
A, B ∈Mn(S) we say that B is permutationally equivalent to A, A ∼= B , if there exists a permutation (matrix) P(σ)

such that B = P T(σ ) ⊗A ⊗P(σ) =A(σ, σ). The eigenspaces of permutationally equivalent matrices can be related:

Lemma 2.6. (See [29, Prop. 4.1.3].) Let A, B ∈Mn(S) and B = P T ⊗ A ⊗ P , where P is a permutation matrix. 
Then there is a bijection between V(A) and V(B) described by V(B) = {P T ⊗ v | v ∈ V(A)}, and likewise for left 
spectra, mutatis mutandis.

Call a matrix reducible if n ≥ 2 and for some integer r with 1 ≤ r ≤ n − 1, there exists an r × (n − r) zero 
submatrix that does not meet the main diagonal of A—equivalently iff it is permutationally equivalent to a blocked 
form as in (6)—and irreducible otherwise.

2 The notation n̄ is chosen to resemble that of antichains.
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P T ⊗A⊗ P =
[

Aαα Aαβ

· Aββ

]
(6)

Proposition 2.7. Let A ∈Mn(S) be a matrix over a semiring. The following are equivalent:

1. A is irreducible.
2. For each pair {i, j} ⊆ n̄, there are paths from i to j and from j to i.
3. If further S is zerosumfree, for each pair {i, j} ⊆ n̄, A+ij �= ε and A+ji �= ε.

Corollary 2.8. If A ∈Mn(S) is an irreducible matrix over a semiring, then none of its rows or columns is null.

Properties maintained modulo permutation equivalence are weak combinatorial invariants of a matrix:

Proposition 2.9. (See [31, §27.1] [29, Prop. 4.1.3].) Weak combinatorial invariants of a matrix are:

1. The multiset of elements and the number of zeros in its diagonal.
2. The composition of its spectra.
3. Whether it is reducible or irreducible.
4. The cycles and cycle weights of its induced network (see Section 2.4.3).

2.4.2. Matrices as relations
Let A ∈Mn(S) be a semiring-valued matrix:

1. the transpose of A is the matrix (AT)ij =Aji . Transposition is an involution,
2. the reflexive closure of A is r(A) =A ⊕ In,
3. the symmetric closure of A is s(A) =A ⊕AT,
4. the transitive closure [14]—also Kleene plus [21] or metric matrix [27]—of A is the matrix A+ =∑

k∈N Ai when 
such sum exists,

5. the transitive–reflexive closure—also Kleene-star or quasi-inverse—of A is the matrix A∗ =∑
k∈N0

Ai when the 
sum exists.

Note that transitive(-reflexive) closures differ, at most, in their diagonals A∗ii = e⊕A+ii , i ∈ n̄. We will rely in Propo-
sition 2.2, specially claim 4a, to calculate them efficiently.

2.4.3. Matrices as networks with weights in a semiring
A digraph (or directed graph),3 is a pair G = (V , E), with V a set of vertices and E ⊆ V ×V a set of arcs (directed 

edges), ordered pairs of vertices, such that for every i, j ∈ V there is at most one arc (i, j) ∈ E. Let a path in G be 
a sequence of arcs w = (i0, i1), (i1, i2), (i2, i3), . . . , (ik−1, ik), pairwise sharing a vertex; a cycle a path with io = ik ; 
and a loop a cycle composed of the single arc (i, i). Then let an elementary path be a path none of whose vertices is 
repeated, except possibly for io = ik , and likewise for elementary cycles.

For every pair of vertices i, j ∈ V and k ∈N, let Πk
G(i, j) be the set of paths of length k from i to j ; Π+(k)

G (i, j) =⋃k
l=1 Πl

G(i, j) be the set of paths of length up to k, and Π+
G(i, j) =⋃

k∈N Πk
G(i, j) be the (possibly empty) set of paths

of any length from i to j . Similarly, let Ck
G(i) be the set of cycles of length k through vertex i and C+G(i) =⋃

k∈N Ck
G(i)

be the set of cycles of all possible lengths through vertex i. The set of elementary paths from i to j and cycles through 
i are Πe

G(i, j) and Ce
G(i), respectively.

If S is a semiring, an S-network or S-weighted digraph NS = (V , E, w) is an underlying digraph GN = (V , E)

together with an S-valued weight (or cost) function w : V ×V → S\ε on the set of arcs. If S ≡ B, then NS = (V , E, w)

does not carry more information in its weight function than its underlying digraph.

3 The definitions and notations in this section are those of [32] applied to matrices with entries and graphs with weights in semirings.
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The paths and cycles of a network NS are those of its underlying digraph and for each path p ∈Π+
N its path prod-

uct, or simply weight, is the lifting of the weight function to paths, w : Π+
N → S, p �→ w(p) =⊗k

l=1 w(il−1, il). 
For each set of paths P ⊆ Π+

N its path sum, or weight, is the lifting of the weight function to sets of paths:

w : 2Π+
N → S, P �→ w(P ) =∑

p∈P w(p), with w(∅) = ε. In radicable semirings, a special type of path weight is 

used for cycles: for c ∈ C+N , call its cycle mean the geometric mean of its weight, μ(c) = l(c)
√

w(c)=w(c)
1

l(c) . For a
set of cycles C ⊆ C+N the aggregated cycle mean is μ⊕(C) =∑

c∈C μ(c).

Example 5.

1. In the Boolean semiring the aggregated cycle mean just describes whether there is any cycle in the digraph.
2. The maxplus semiring is radicable and selective and the aggregated cycle mean is called the maximal cycle mean,

μmax(C) =maxc∈C
w(c)
l(c)

.

In a selective semiring, a cycle that attains the aggregated cycle mean is called a critical cycle of NS . Therefore the
set of critical cycles is Cc

N = arg
∑

c∈C(G) μ(c). The critical vertex set is the union of vertices in the critical cycles, 
and the critical sub-digraph the union of its critical cycles Gc

N =
⋃{c | c ∈Cc

N } as graphs.
Given A ∈Mn(S), the network (weighted digraph) induced by A, NA = (VA, EA, wA), consists of a set of vertices 

VA = n̄, a set of arcs, EA = {(i, j) | Aij �= εS}, and a cost function wA : VA × VA → S, (i, j) �→ wA(i, j) = aij . 
This allows us to apply intuitively all notions from networks to matrices and vice versa, like the underlying graph 
GA = (VA, EA), the set of paths Π+

A (i, j) between nodes i and j or the set of normal C+A (i) or elementary cycles 
Ce

A(i) through node i. The following result transforms intuitions on matrix closures into intuitions about path weights 
in the associated network:

Proposition 2.10. Let A ∈Mn(S) be a matrix over semiring S . Then,

1. Ak
ij =wA(Πk

A(i, j)), A+k
ij =wA(Π+k

A (i, j)).

2. If A+ exists,
(a) A+ij =wA(Π+

A (i, j)) and A+ii =wA(C+A (i)).

(b) If there is a non-null μ ∈ S and a vertex i ∈ n̄ such that wA(C+A (i)) ⊗μ ⊕μ =wA(C+A (i)) ⊗μ then A+·i ⊗μ

is an eigenvector of A for e.
3. If S is entire and zerosumfree then A+ii = ε iff C+A (i) =∅.
4. If S is complete and multiplicatively-cancellative and there is some c ∈ C+A (i) with wA(c) � e, then A+ii = 	. 

Furthermore, if 	 is strongly infinite, A+ij =	 for vertices j reachable from any vertex i in such c.

5. If S is complete and idempotent and wA(c) � e for all c ∈ C+A (i), then A∗ii = e.
6. If S is a complete selective multiplicatively-cancellative semiring and C+A(i) �=∅, then A∗ii ∈ {e, 	}.

Proof. For claims 1 and 2a consult [14, Chap. 4, Property 3.2.1].
For claim 2b recall that A+ and A∗ only differ in their diagonals. If the condition is true, by claim 2a we get 

A+ii ⊗μ = (A+ii ⊕ e) ⊗μ whence by Theorem 2.4 A+·i ⊗μ ∈ Ve(A).
For 3, by claim 2a if C+A (i) = ∅ then A+ii = wA(∅) = ⊥. Since S is entire and zerosumfree, no path sum may 

be null otherwise. Recall that all stars exist in complete semirings, so if c ∈ C+A (i) then ck ∈ C+A (i)—where ck

is the concatenation of k of these cycles—and wA(ck) = wk
A(c). Call c+ = limn�→∞

⋃n
k=1 ck whence wA(c+) =

limn�→∞
∑n

k=1 wA(ck) =wA(c)+ whence A+ii =wA(C+i (GA)) � wA(c+)=wA(c)+. In the conditions of claim 4, if
wA(c) � e by Proposition 2.2, claim 3, we have wA(c)+ = 	, so A+ii = 	. For claim 5, since S is idempotent and 
complete, by Proposition 2.2, claim 4b, if wA(c) � e then wA(c)∗ = e, whence A∗ii = e. Claim 6 is a corollary of
claims 3–5 and claim 5 of Proposition 2.2. �

Note that the existence of the completion procedure in Example 2 guarantees the existence of many dioids in which 
the conditions for claim 4 hold, including all dioids with multiplicative group structure, such as Rmax,+ or R

+
+,×, or 

even N+,×.
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Finally, matrix scaling affects the induced network, but not the underlying graph:

Lemma 2.11. Let A ∈Mn(S) be a matrix over semiring S . If α �= ε ∈ S then:

1. Gα⊗A =GA and wα⊗A(p) = αl(p) ⊗wA(p) for p ∈Π+
A .

2. If S is further radicable, then μα⊗A(c) = α⊗μA(c) for all c ∈C+A .
3. If S is further a radicable dioid, Gc

α⊗A =Gc
A. But if S has a strongly infinite element α =	 only Gc	⊗A ⊇Gc

A

holds.

Proof. Since VA = Vα⊗A and EA = Eα⊗A then GA =Gα⊗A. If p = (i0, . . . , ik) ∈Π+
A with l(p) = k then we know 

wα⊗A(p) = (α⊗ ai0i1) ⊗ · · ·⊗ (α⊗ aik−1ik ) = αk ⊗wA(p). If S is radicable and p is a cycle, μα⊗A(c) = α⊗μA(c). 
Since product and order are compatible in a dioid, the critical character is maintained in α⊗A in incomplete dioids. 
Of course 	 ⊗A makes all of its cycles critical so Gc	⊗A = C+A ⊇Gc

A. �
3. The spectra of irreducible matrices over completed idempotent dioids

First we gather some very general results, mostly either of combinatorial in nature or holding in interesting
classes of semirings (Section 3.1). We finally concentrate on irreducible matrices over complete semifield case (Sec-
tion 3.2). We will use the notation of complete semirings throughout but caution that in generic semirings 

���
⊕, 

���
⊗ default

to ⊕, ⊗.

3.1. General results

The proofs of Propositions 2.4 and 5.1 highlight the role of transitive closures. Inconveniently, the very stringent 
condition that A∗ exists deters practitioners from using it. Recall that a semiring S is complete, if for any index 
set I including the empty set, and any {ai}i∈I ⊆ S the (possibly infinite) summations 

⊕
i∈I ai are defined and the 

distributivity conditions: (
⊕

i∈I ai) ⊗ c =⊕
i∈I (ai ⊗ c) and c⊗ (

⊕
i∈I ai) =⊕

i∈I (c⊗ ai), are satisfied. Note that 
for c= e the above demand that infinite sums have a result. Luckily, since completion in a semiring lifts to its induced 
matrix semirings, A+ exists for every A ∈ Sn×n as soon as S is complete. In such case, the top element 	, the
supremum in the canonical order 	 ⊕a =	, is the sum of all the elements in the dioid 	 =⊕

a∈D a. By the semiring
axioms, however, we have: 	 ⊗ ε = ε. Note that if a⊗ b=	 then a =	 or b=	 or both.

As a partially-ordered set, a ∨-semilattice is complete when the lowest upper bound operates on arbitrary subsets of 
S and likewise for complete ∧-semilattices. Lattices are complete when both their ∨- and ∧-semilattices are complete, 
hence they have both a top and a bottom. From a well-known order-theory theorem—a complete ∨-semilattice with 
bottom is also a complete lattice [33, Theorem 2.31, p. 47]—it is clear that complete idempotent semirings are already 
complete lattices, whence,

Corollary 3.1. Let A ∈Kn×n
be a matrix with entries in a commutative complete idempotent semiring. For all eigen-

values ρ ∈ P(A), Vρ(A) is a complete lattice.

Without loss of generality, from now on call 	 any strongly infinite element of S . Corollary 3.1 highlights the 
novelty afforded by complete dioids and preludes the following crucial difference between spectra in completed and 
incomplete semirings:

Proposition 3.2 (Improper spectrum). Let A ∈Mn(S) be a matrix with entries in an entire zerosumfree semiring with 
strongly infinite element 	 ∈ S . If ρ �= ε and v ∈ Vρ(A), v �= εn then,

1. v⊗	 ∈ Vρ(A) ∩ Vρ′(A), with ρ′ ∈ S\{ε}.
2. P(A) ⊇ S\{ε}.

Proof. If v ∈ Vρ(A), v �= εn, by the associativity of ⊗ and since 	 is strongly infinite
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A⊗ (v⊗	)= (A⊗ v)⊗	= (v⊗ ρ)⊗	= v⊗ (ρ ⊗	)= v⊗ (	⊗ ρ)

= v⊗ (	⊗	)= v⊗ (	⊗ ρ′
)= (v⊗	)⊗ ρ′,

for ρ′ �= ρ ∈D\{ε}, proving both claims. �
This raises a terminological issue since we would like to distinguish between the proper eigenvalues, like those 

afforded by the spectral theory on matrices over incomplete dioids, and the induced or improper eigenvalues in Propo-
sition 3.2. Since the situation is brought about by v ⊗ 	 having only non-finite coordinates, call the support of a 
vector the set of indices of v whose coordinates are non-null, supp(v) = {k ∈ n̄ | vk �= ε}. We say that v has full 
support if all of its coordinates are non-null, otherwise we say that it has partial support. For the case of complete 
semirings, call the saturated support of an eigenvector the set of indices of v whose coordinates are the infinite, 
sat-supp(v) = {k ∈ n̄ | vk =	}. The rest of the support is the finite support, fin-supp(v) = {k ∈ n̄ | ε �= vk �= 	}.

We propose to call an eigenvalue proper when it has at least one eigenvector with finite coordinates, otherwise it is 
improper. The set of proper (left) eigenvalues is the proper (left) spectrum,

PP(A)= {
ρ ∈ P(A)

∣∣ ∃v ∈ Vρ(A) fin-supp(v) �=∅

}
(
ΛP(A)= {

λ ∈Λ(A)
∣∣ ∃u ∈ Uλ(A), fin-supp(u) �=∅

})
,

so the improper (left) spectrum is P(A)\PP(A) (respectively, Λ(A)\ΛP(A)).

3.1.1. General results on supports
We use the following shorthand for proofs: J	 = sat-supp(v), JF = fin-supp(v) and Jε = (supp(v))C for the com-

plement of the support, with n1 = |J	|, n2 = |JF|, n3 = |Jε | and vF = vJF and Axy = AJxJy . From the permutation 
induced by n̄ = J	 ∪ JF ∪ Jε ,[

A		 A	F A	ε

AF	 AFF AFε

Aε	 AεF Aεε

]
⊗

[	n1

vF
εn3

]
=

[	n1

vF
εn3

]
⊗ ρ, (7)

A		 ⊗	n1 ⊕A	F ⊗ vF =	n1 ⊗ ρ (8a)

AF	 ⊗	n1 ⊕AFF ⊗ vF = vF ⊗ ρ (8b)

Aε	 ⊗	n1 ⊕AεF ⊗ vF = εn3 . (8c)

Lemma 3.3. Let A ∈Mn(S) over an entire zerosumfree semiring with ρ ∈ P(A), v ∈ Vρ(A). Then:

1. If v has partial support, A is reducible.
2. If i /∈ supp(v), then for all j ∈ supp(v), aij = ε.
3. The eigenequations become:

∀i ∈ supp(v),
⊕

k∈supp(v)

aik ⊗ vk = vi ⊗ ρ

4. If ρ = ε, then for all i, j ∈ supp(v), aij = ε.

Proof. If v has partial support, (8c) entails that AεF = εn3×n2 so by definition A is reducible. Claim 2 is just another 
way to state the preceding. Claim 3, then, is (8a) and (8b) put together, and claim 4 follows from (8a) and (8b). �

As the contrapositive of Lemma 3.3, claim 1 we generalize the well known:

Corollary 3.4. (See [34, Lemma 5.5.4, slightly generalized].) Let A ∈Mn(S) be an irreducible matrix over an entire 
zerosumfree semiring. Then, if v ∈ Vρ(A) with v �= εn, it is fully-supported, supp(v) = n̄.
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In contrast, saturated supports may arise even for finite eigenvalues:

Lemma 3.5. Let A ∈Mn(S) over an entire zerosumfree semiring with a strongly infinite element 	 with ρ �= ε and 
v ∈ Vρ(A). Then:

1. If aij =	 and j ∈ supp(v) then i ∈ sat-supp(v).
2. If aij �= ε and j ∈ sat-supp(v) then i ∈ sat-supp(v).
3. If ρ = 	, for all i ∈ fin-supp(v) either there exists k ∈ fin-supp(v), aik = 	, or there exists j ∈ sat-supp(v),

aij �= ε, or both.
4. If ε �= ρ �= 	 then:

(a) For all i ∈ fin-supp(v), there exists k ∈ fin-supp(v), aik �= ε, and for all j ∈ sat-supp(v), aij = ε. That is, AFF
has no null rows but AF	 is null.

(b) If v has full support but partial finite support, A is reducible.

Proof. Claims 1, 2, 3 and 4a are read from (8a) and (8b). For claim 4b, if i ∈ fin-supp(v) then since ρ is finite, 
from (8b) follows that AF	 = εn2×n1 . �
3.1.2. General results on the null eigenvalue and its eigenspace

Call ei = I·i the i-th column of I , the unit in the semiring of matrices Mn(S)—ei is a vector whose coordinates 
are zero except for ei(i) = e—and note that A ⊗ ei =A·i .

Lemma 3.6. (See [34, Lemmas 5.5.1 and 5.5.2, generalized].) Let A ∈Mn(S) over a semiring. Then:

1. If the i-th column of A is zero, then ei ∈ Vε(A), whence ε ∈ PP(A).
2. Further, if S is entire, then GA has no cycles if and only if ε is the unique eigenvalue of A.
3. Further, if S is entire and zerosumfree and ε ∈ P(A), then A has at least one zero column.

Proof. Suppose column i ∈ n̄ is zero A·i = εn×1. Then ei is an eigenvector of A for ε since A ⊗ ei = A·i = ei ⊗ ε. 
For claim 2, if C+A =∅ without loss of generality we suppose cycle-free A in Upper Frobenius Normal Form as in (9),

A=

⎡
⎢⎢⎢⎢⎣

ε a12 . . . a1(n−1) a1n

ε ε . . . a2(n−1) a2n

...
...

. . .
...

...

ε ε . . . ε a(n−1)n

ε ε . . . ε ε

⎤
⎥⎥⎥⎥⎦ . (9)

Since A·1 = εn, ε ∈ PP(A). Conversely, suppose there exists a non-null eigenvector v ∈ Vρ(A) of A for ρ �= ε. For 
the last row of the eigenequations of the matrix in (9) we have ε = vn ⊗ ρ and since S is zero-divisor free and ρ �= ε

by hypothesis, we have vn = ε. For the last but one row we have an−1n ⊗ vn = vn−1 ⊗ ρ with vn = ε so vn−1 = ε. 
Proceeding this way we conclude that v= εn×1, a contradiction.

Finally, let v ∈ Vε(A). From Lemma 3.3, claim 2 we know that aij = ε for i /∈ supp(v), j ∈ supp(v). Since ρ = ε

we even know that aij = ε for i, j ∈ supp(v). Hence if there is some j ∈ supp(v) then for all i ∈ n̄, aij = ε. �
Call the columns of I selected by the set of zero columns of A, the fundamental eigenvectors of A for ε, FEVε(A)=

{I·i |A·i = εn}. The name is justified by,

Proposition 3.7. Let A ∈Mn(S) over an entire zerosumfree semiring. The null eigenspace is generated by the fun-
damental eigenvectors of A for ε.

Vε(A)= 〈
FEVε(A)

〉
S (10)

Proof. Call zc = {i ∈ n̄ | A·i = εn}. Surely Vε(A) ⊇ 〈Izc〉S , so suppose v ∈ Vε(A) with vj �= ε and j /∈ zc. Then 
A·j �= εn×1 so, for instance, aij �= ε. Then (A ⊗ v)i �= ε = v ⊗ ε whence v is not an eigenvector of A for ε, a contra-
diction. �
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As a side note, this completely describes the eigenspace of the null eigenspace for the information algebras of 
Fig. 1, being quite different to the null eigenspace for fields.

3.1.3. General results on non-null eigenvalues and their eigenspaces
By definition, PP(A) ⊆ P(A). Furthermore,

Corollary 3.8. Let A ∈Mn(D) be a matrix over an entire zerosumfree semiring with strongly infinite element and 
ε �= ρ ∈ PP(A). Then

1. if A has no zero columns, P(A) =D\{⊥},
2. if A has no zero rows, Λ(A) =D\{⊥}.

Proof. By Proposition 3.2, claim 2 and Lemma 3.6, claim 3, since A has no zero columns, P(A) = D\{⊥}. Since 
Λ(A) = P(AT), claim 2 follows. �

Once the improper spectrum characterized, we would like to start elucidating the relation between PP(A) and the 
cycle structure of A, as suggested by Lemma 3.6. So consider each cycle c ∈ C+A a subgraph c= (Vc, Ec) of GA, and
for each eigenvector v ∈ Vρ(A) define the sets of (possibly partially):

• unsupported cycles, Cc(v) = {c ∈ C+A | Vc ∩ suppc(v) �=∅},
• supported cycles, C(v) = {c ∈ C+A | Vc ∩ supp(v) �=∅},
• finitely-supported cycles, CFIN(v) = {c ∈ C+A | Vc ∩ fin-supp(v) �=∅},
• saturatedly-supported cycles, CSAT(v) = {c ∈ C+A | Vc ∩ sat-supp(v) �=∅},

and we say that c ∈ C+A is in the support of vector v if c ∈ C(v), and so on. Note that C(v) ∪ Cc(v) = C+A and 
CFIN(v) ∪CSAT(v) = C(v). Lemma 3.9 states that any eigenvector for ρ �= ε actually partitions the set of cycles of a 
matrix:

Lemma 3.9. Let A ∈Mn(S) be a matrix over an entire zerosumfree semiring with v ∈ Vρ(A) and ρ �= ε. Then:

1. A has at least a cycle, C+A �=∅.
2. Cycles are either totally supported or unsupported by v, C(v) ∩Cc(v) =∅.
3. If S is further an entire dioid with strongly infinite element 	, then:

(a) If ⊥ ≺ ρ ≺	 then those cycles supported by v are totally supported whether finitely or saturatedly, CFIN(v) ∩
CSAT(v) =∅.

(b) If CFIN(v) ∩CSAT(v) �=∅ then ρ =	.

Proof. The first claim is the contrapositive of Lemma 3.6, claim 2. For claim 2, let 1 � k � K = |Vc| index the vertices
of c (as dictated by Ec). For each ik ∈ Vc , we have from (7) for node ik−1 that: 

∑
j∈supp(v) aik−1j ⊗ vj = vik−1 ⊗ ρ,

but if ik ∈ supp(v), then vik �= ε, since it belongs to the cycle aik−1ik �= ε and ρ �= ε, so we must have vik−1 �= ε that 
is ik−1 ∈ supp(v). The preceding reasoning serves as induction case, so if we suppose that iK ∈ supp(v), this means 
Vc ⊆ supp(v). As any vertex in the cycle can be chosen for iK , this applies to all ik .

For claim 3a from Lemma 3.5, claim 4, we know that AF	 is zero, hence no cycle may span both finite and saturated 
supports. Claim 3b is just its contrapositive. �

The following lemma highlights the importance of cycle weights in dioids:

Lemma 3.10. (Compare to [14, Chap. 6, Th. 2].) Let A ∈Mn(D) be a matrix over a commutative dioid with ρ �= ⊥
and v ∈ Vρ(A). Then,
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1. For any cycle c ∈C(v) of length l(c),

wA(c)
���
⊗vi � vi ���

⊗ρl(c), for i ∈ Vc. (11)

2. If D is further selective, there is a cycle c′ ∈ C(v) of length l(c′) such that

wA

(
c′

)
���
⊗vi = vi ���

⊗ρl(c′), for i ∈ Vc′ . (12)

Proof. Consider cycle c= (i1, i2, i3, . . . , ik) of length l(c) = k in the support of v. From the eigenequations (8a)–(8c), 
for the vertices in the cycle we have:

ai1i2 ���
⊗vi2 � vi1 ���

⊗ρ (13a)

ai2i3 ���
⊗vi3 � vi2 ���

⊗ρ (13b)

...

aiki1 ���
⊗vi1 � vik ���

⊗ρ. (13k)

Multiplying (13b) by ai1i2 and then introducing (13a), by the compatibility of the product and the order, we get 
ai1i2 ���

⊗ai2i3 ���
⊗vi3 � vi1 ���

⊗ρ2. By iterating on the other inequalities we get claim 1 as ai1i2 ���
⊗· · ·

���
⊗aiki1 ���

⊗vi1 � vi1 ���
⊗ρk .

When D is selective, for each i ∈ supp(v) the sum in the eigenequations is attained at a particular index ϕ(i) ∈
supp(v) where aiϕ(i) ���

⊗ vϕ(i) = vi ���
⊗ ρ. Gather the edges EH = {(i, ϕ(i)) | aiϕ(i) ���

⊗ vϕ(i) = vi ���
⊗ ρ, i ∈ supp(v)} and

consider the partial graph H = (supp(v), EH ) ⊆GA: it has |supp(v)| vertices and arcs hence its cyclomatic number 
equals its connectivity number, K . Let H =⋃K

k=1 Hk , where Hk is a connected component of H . Since every vertex 
has out-degree 1, each connected component contains a single circuit {ck}Kk=1. On any such circuit ck , supported by
construction, (13a)–(13c) hold with equality so claim 2 follows. �

Notice that if 	 is a strongly infinite element of D, when vi =	 (11) and (12) are not very informative; we need 
to work in finite supports, hence with proper eigenvalues:

Lemma 3.11 (Witness cycles). Let A ∈Mn(K) over a completed idempotent semifield. Let ρ ∈ PP(A) such that ⊥ ≺ ρ

and v ∈ Vρ(A). Then,

1. For any cycle c ∈C(v) of length l(c),
(a) If wA(c) � ρl(c) then Vc ⊆ sat-supp(v).
(b) If Vc ∩ fin-supp(v) �=∅, then wA(c) � ρl(c).

2. If K is further selective and fin-supp(v) �=∅ there is a cycle c′ ∈ CFIN(v) of length l(c′) such that wA(c′) = ρl(c′),
and we call it a witness cycle for ρ.

3. If K is further selective and radicable, then all such witness cycles are critical among the cycles (partially) finitely
supported by v, and ρ is their shared mean,

μA

(
c′

)= l(c′)
√

wA

(
c′

)= ρ ⇔ c′ ∈ argμ⊕A
(
CFIN(v)

)
. (14)

Proof. For claim 1a suppose wA(c) � ρl(c). If i ∈ Vc ∩ fin-supp(v) �=∅ since K is a semifield we may multiply both 
sides of Lemma 3.10, claim 1, by v−1

i to obtain a contradiction. Claim 1b is just the contrapositive, but worth stating.
Note that under the conditions of claim 1 K is already totally-ordered by the remarks after Proposition 2.3. In the 

proof of Lemma 3.10, claim 2, consider the cycles {ck}Kk=1. Since v is finitely supported, for one of those cycles c′, at
least there is ⊥ ≺ vi ≺	, hence its inverse exists and claim 2 follows.

The equality of the eigenvalue and the cycle mean follows from claims 1 and 2 and the properties of radicable 
semirings. The characterization of the cycles follows from claim 2 when we restrict ourselves to (partially) supported 
cycles. �

Recall that when ρ is the maximal cycle mean ρ = μ⊕(A) its witness cycles are customarily called critical. The 
top eigenvalue may be proper if it is a cycle mean:
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Corollary 3.12. Let A ∈Mn(K) be a matrix with entries in a completed selective semifield. If 	 ∈ PP(A) then there 
is a cycle c ∈ C+A such that aij =	 for (i, j) ∈Ec.

Proof. By Lemma 3.11, claim 2, we surely have a c such that wA(c) =	l(c), whence wA(c) =	. Since l(c) ≤ n this 
must mean some of the edges in the cycle, say (i, j), have a weight of aij =	. �
Corollary 3.13. Let A ∈Mn(K) be a matrix over a complete selective radicable semifield. Only cycle means may be 
non-null proper eigenvalues,

PP(A)\{⊥} ⊆ {
μ⊕(c)

∣∣ c ∈C+A
}
.

Proof. This follows from claims 2 and 3 of Lemma 3.11, and Corollary 3.12. �
3.1.4. On a finite eigenvalue and its eigenspace

If K is a completed naturally-ordered semifield for ⊥ < ρ <	, define a normalized matrix Ãρ =A /
�

ρ = ρ−1
�⊗A. 

By Lemma 2.11, G
Ãρ = GA, and in particular Gc

Ãρ
= Gc

A and μ
Ãρ (c) = ρ−1

�⊗μA(c). If there exists a cycle with
μA(c) = ρ then μ

Ãρ (c) = e.

Lemma 3.14. Let A ∈Mn(K) over a completed semifield and ⊥ < ρ <	. Then:

1. v is an eigenvector of A for ρ iff it is an eigenvector of Ãρ for e.
2. ρ is a proper eigenvalue of A iff e is a proper eigenvalue of Ãρ .

Proof. For finite values of ρ, ρ−1
�⊗A = ρ−1

���
⊗A = ρ−1 ⊗A, hence we may write v ∈ Vρ(A) ⇔ A 

���
⊗v = v

���
⊗ρ ⇔

ρ−1 ⊗ (A 
���
⊗v) = (ρ−1 ⊗ A) 

���
⊗v = v ⇔ v ∈ Ve(Ã

ρ), which also proves claim 2, as soon as v has non-empty finite 
support. �

Hence, for finite eigenvalues it is enough to work with B = Ãρ . Locating candidate eigenvectors for the unit 
eigenvalue is easy:

Proposition 3.15. Let B ∈Mn(D) over a complete selective multiplicatively cancellative dioid For i ∈ n, the follow-
ing are equivalent:

1. B+·i ⊗μ ∈ Ve(B) with μ /∈ {⊥, 	}.
2. B+ii = e or B+ii =	.
3. Either there exists c ∈ C+B (i) such that wB(c) > e, or for all cycles passing through i, wB(c′) ≤ e with some 

wB(c) = e.

Proof. Note that since D is selective and entire it is totally-ordered. (1 ⇒ 2) By Theorem 2.4 the condition 
equals B∗ii ⊗ μ = B+ii ⊗ μ. Since D is complete all stars exist and since it is multiplicatively cancellative for 
μ /∈ {	, ⊥}, B∗ii = B+ii , whence from Proposition 2.10, claim 6, B+ii = B∗ii = {e, 	}. (2 ⇒ 3) By Proposition 2.10, 
claim 2a, B+ii =

∑
c∈C∗B wB(c)+, but since D is selective and totally-ordered Proposition 2.2, claim 5, describes the

choices exhaustively: for B+ii = 	 we must have wB(c) � e for some c ∈ C+B (i), and if B+ii = e for every cycle 
wB(c′) � e. But since D is selective, in particular for some c we must have wB(c) = e. (3 ⇒ 1) If e ≺ wA(c) then
B+ii = B∗ii =	, and if wA(c′) � e with some wA(c) = e then B+ii = B∗ii = e, whence B+ii = B∗ii = {e, 	} so B+·i = B∗·i
whence B+·i ⊗μ ∈ Ve(B) for all μ. �

For (incomplete) idempotent semifields, the way Ve(B) is generated is well understood [14, Ch. 6, Lemma 3.1, 
Theorem 2 and Corollary 3.2]. For complete commutative dioids, the following proposition allows us to detect the set 
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of critical nodes ne
B that index into the columns of the transitive closure matrix B+ to later extract the fundamental

eigenvectors for eigenvalue e:

Proposition 3.16. Let B ∈Mn(D) be a matrix with entries in a complete commutative dioid D such that e ∈ P(B). 
Then:

1. Ve(B) is generated by the columns of B+.
2. If D is further selective, then Ve(B) is generated by the subset of columns of B+ selected by the nodes in witness

cycles, ne
B .

Proof. For claim 1, for every v ∈ Ve(B) we have B
���
⊗v = v. This is the initial step to induce that Bk

���
⊗v = v. Adding

for k→∞ we have v = B+
���
⊗v—since B+ always exists if D is complete—so the coordinates of an eigenvector are

the coefficients to generate it from B+.
For claim 2, by applying Lemma 3.10, claim 2, with ρ := e we get for all ik ∈ Vck , wB(ck) 

���
⊗vik = vik . Since D

is idempotent vi ⊕ vi = vi whence wB(ck) 
���
⊗vik ⊕ vik = wA(ck) 

���
⊗vik so for all ik we have B+·ik ���

⊗vik ∈ Ve(B) by
Corollary 3.15.

These are the only generators since, for each component k in the proof of Lemma 3.10, let cji be the single path 
from any non-cycle vertex j to any vertex i in the cycle. Since this path is of length r ≥ 1 with Br

ji = wB(cji),

we have wB(cji) ���⊗vi = vj . As D is selective (hence idempotent), we have B+ ⊕ B∗
���
⊗Br = B+, whence B+·i ⊕

B∗·j ���
⊗wB(cji) = B+·i and then B+·i ���

⊗vi ⊕ B+·j ���
⊗vj = B+·i ���

⊗vi . That is, column j is absorbed by column i in v =
B+

���
⊗v, so we need only retain those columns of B+ indexed by the nodes in the cycle in each component ne

B(ck) =
Vck , whence v = B+·ne

B ���
⊗vne

B
with ne

B =
⋃K

k=1 ne
B(ck) ⊆ supp(v). �

3.2. The spectra of irreducible matrices over completed idempotent semifields

We describe the eigenspaces of improper eigenvalues straightforwardly:

Proposition 3.17 (Saturated eigenspace). Let A ∈Mn(D) be an irreducible matrix over a commutative dioid with a 
strongly infinite element. Then

1. if ρ ∈ P(A), then Vρ(A) ⊇ {⊥n, 	n},
2. if ρ ∈ P(A)\PP(A), then Vρ(A) = {⊥n, 	n}.

Proof. By Corollary 2.8, A 
���
⊗	n =	n so 	n ∈ Ve(A). By claim 1 of Proposition 3.2, claim 1 follows. For improper

eigenvalues these are the only possible eigenvectors. �
Notice that all ρ ∈ P(A)\PP(A) have the same (non-trivial) eigenspace and that eigenspaces have non-unitary 

intersections, Vρ(A) ∩ Vρ′(A) = {⊥n, 	n} for ρ, ρ′ ∈ P(A). In fact, since claim 1 of Proposition 3.17 asserts that
it is embedded in any other eigenspace, we call this intersection the saturated eigenspace, V	(A) = Vρ(A) when 
ρ ∈ P(A)\PP(A). As a lattice, it is clearly boolean V	(A) ∼= 2. It would be tempting to discard improper eigenvalues
as trivial—much as those eigenvalues with a single null eigenvalue are disregarded in incomplete semirings—but this 
will not do for reducible matrices [15].

On the other hand, detecting a proper top eigenvalue μ⊕(A) =	 is easy.

Proposition 3.18. Let A ∈Mn(D) be an irreducible matrix with entries in a completed commutative selective dioid. 
Then 	 ∈ PP(A) if and only if there is a cycle c ∈ C+A such that aij =	 for (i, j) ∈Ec.
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Proof. Corollary 3.12 accounts for the first implication. Now, let e−1
j be a vector such that (e−1

j )k = e if j = k and

(e−1
j )k =	 otherwise. When an aij =	, e−1

j is an eigenvector of 	, since for every k in the saturated support (8a)

holds while for the finitely-supported (e−1
j )j = e we have aij ���

⊗ e
���
⊕ . . .=	, hence 	 is proper. �

For irreducible matrices over semifields we can strengthen Proposition 3.16:

Proposition 3.19. Let B ∈Mn(K) be an irreducible matrix over a complete selective semifield. The following are 
equivalent:

1. e ∈ PP(B).
2. B+ii = e for i ∈ ne

B .
3. Ve(B) is the semimodule generated by those columns of B+ with B+ii = e.

Proof. (1 ⇒ 2) Since e ∈ PP(B), let v be an eigenvector of B for e with finite support, whence it must be of full 
finite support. And all the cycles it supports must be totally finitely supported. Specifically, for the witness cycles we 
must have wB(ck) = e after Corollary 3.11, claim 2. Whence for any node in a witness cycle i ∈ ne

B we have B+ii = e. 
(2 ⇒ 3) After Proposition 3.16, claim 2, Ve(B) = 〈{B+·i ���

⊗vi | i ∈ ne
B}〉K with B+·i ���

⊗vi ∈ Ve(B). As K is a semifield, 

there exists v−1
i so that B+·i ∈ Ve(B). (3 ⇒ 1) Since B+ii = e, B+ii is a finitely-supported eigenvector of B for e. �

Proposition 3.20. Let A ∈Mn(D) be an irreducible matrix over a completed selective radicable semifield. Then 
ΛP(A) = {μ⊕(A)} = PP(A).

Proof. Note that μ⊕(A) = 	 is proper by Proposition 3.18. When μ⊕(A) ≺ 	, call B = Ãμ⊕(A), so that by 
Lemma 3.14 μ⊕(A) is proper for A if and only if e is proper for B . But this is warranted by Proposition 3.19
since it is clear that for c ∈ C+B , wB(c) � e with witness cycles of B for e those of A for μ⊕(A). For uniqueness,
since μ⊕(A) is an eigenvalue for a critical (witness) cycle μA(c) = μ⊕(A)l(C). Clearly, for any other proper eigen-
value ρ � μ⊕(A) by definition. After Corollary 3.11 μA(c) � ρl(c), hence μ⊕(A)l(C) � ρl(C). By the compatibility
of order and product, then μ⊕(A)� ρ which entails μ⊕(A)= ρ. �

Hence, call principal eigenvalue of an irreducible matrix μ⊕(A) = μ⊕A(C+A ) the greatest of its cycle means. Since 
every eigenvector is fully supported, witness cycles must all be critical. In such case, we say that FEVμ⊕(A)(A) =
nμ⊕(A)

A = ne

Ã
= {B+·i | B+ii = e} are the fundamental eigenvectors of A for μ⊕(A) ≺ 	, since clearly Vμ⊕(A)(A) =

〈FEVμ⊕(A)(A)〉K. By Corollary 3.20, if e ∈ PP(B) we may call the witness cycles of B for e critical and matrix B
itself is definite [29] or normalized [35].

3.2.1. Discussion: bases vs. generators, eigenspace schematics and spectral lattices
Usual spectral theory in incomplete idempotent semifield proceeds by looking for a basis among the generators of 

the eigenspace, as a mechanism to find a minimal representation for the eigenspaces [36,37]:

Proposition 3.21. Let B ∈Mn(K) be an irreducible matrix over a completed selective semifield such that e ∈ PP(B). 
Then:

1. If i, j are vertices in witness cycles for e, then B+·i = α
���
⊗B+·j , α �= 	 if and only if they belong to the same witness

cycle c ∈ C+B .
2. The set of distinct fundamental eigenvectors of B for e obtained from each witness cycle c, ne

B(c), is a finite chain,
that is, a totally-ordered set.

3. Ve(B) is generated by a subset of the fundamental eigenvectors obtained by picking a single eigenvector from
each witness cycle, me

B .
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Proof. Regarding claim 1 (from [29, Theorem 4.3.3]), let i, j ∈ n be nodes in witness cycles, that is B+ii = e= B+jj , 

and B+·i = α
���
⊗B+·j . Then B+ji = α

���
⊗B+jj = α and B+ii = α

���
⊗B+ij = e, hence B+ij = α−1. Therefore, a path c= (i � j),

(j � i) has maximum weight wB+(c) = wB+(cij ) ���⊗wB+(cji) = α
���
⊗α−1 = e whence c is a witness cycle and

i, j ∈ Vc . On the other hand, if i, j ∈ Vc, c ∈ C+B with wB+(c) = e, call cij that path in the cycle from i to j , so 
that B+ij = wB+(cij ) = α ≺	. By definition B+ki � B+kj ⊗ α, but if B+ki � B+kj ⊗ α, since ⊥ ≺ α ≺	, we would have 

B+kj ≺ B+ki ⊗ α−1, contradicting that cij is maximal, so B+ki = B+kj ⊗ α. Since k is generic, the claim follows.

For claim 2, fix i ∈ Vc and c a witness cycle, and notice from the previous paragraph that the scalar in B+·i = B+·j ���
⊗α

is precisely α =wB+(cij ). Given a matrix over an entire zerosumfree semiring S , choose any i in a cycle c and define 
the set of path weights from i as Wi

A(c) = {wA(cij ) | j ∈ Vc}. In the set of weights Wi
B+(c) = {wB+(cij )}j∈c—

including wB+(c = cii) = e—if we have wB+(cij ) �= wB+(cik) for j �= k this implies B+·j �= B+·k and vice versa. 

Hence ne
B(c) = {α

���
⊗B+·i | α ∈Wi

B+(c)} has |WB+(c)| � n elements so, finally, order the fundamental eigenvectors by
the proportionality constants αj turning the set into an induced total order. If S is commutative and incomplete we 
can dispense with specifying the starting node for WA(c), since every choice of i generates the same set of values.

Regarding claim 3, from claim 1 we know that all the fundamental eigenvectors provided by a witness cycle ck can 
be generated by a single eigenvector in that cycle me

B(ck) since these are all proportional. Agreeing with claim 3 the 
set of these me

B =
⋃

ck∈Cc
B

me
B(ck) is enough to generate the eigenspace, Ve(B) = 〈me

B〉K. �
By Lemma 3.14 and Proposition 3.21,

Corollary 3.22. Let A ∈Mn(K) be an irreducible matrix over a completed selective semifield such that μ⊕(A)≺	. 
Then nμ⊕(A)

A ⊇mμ⊕(A)

A , and mμ⊕(A)

A =me

Ã
are a basis for Vμ⊕(A)(A), Vμ⊕(A)(A) = 〈mμ⊕(A)

A 〉K.

However, in complete idempotent semifields the technique sketched in Proposition 3.21 cannot be used with 
μ⊕(A)=	, since when wA(c) =	 the set WA(c) may be reduced to WA(c) = {	} when i is such that the weight to 
the next j in the cycle is 	. Furthermore, finding a basis for the top (proper) eigenvalue may be problematic as shown 
in Example 7.

Even if a basis is found, a continuous semimodule may be difficult to visualize, since, on the one hand, only 
techniques for low-dimensional spaces are known—like Mairesse’s projection [38]—and, on the other, these mostly 
overlook the order properties of eigenvectors. For instance, for a vector v ∈ Sn, call the ray of v the set λv = {λ ⊗ v |
λ ∈ S}. Clearly vectors in the same ray are linearly dependent and the basis extraction process directly addresses this 
issue by keeping a single generating vector per ray [36]. However, in complete idempotent semimodules different rays 
with the same support meet at two points, {⊥ 

���
⊗v, 	 

���
⊗v}, unlike rays in incomplete semimodules (see Fig. 2), and

these have completely different interpretations (null eigenvector and saturated eigenvector).
To overcome these limitations we propose the use of (eigenspace) schematics which are modified order diagrams 

where rays are represented as continua (dashed lines) and the joins are suggested by the overall order structure. 
Examples of this representation can be found in Section 4.

When order properties are important we propose an alternative representation for an eigenspace: the subsemimod-
ule generated from the fundamental eigenvectors by the action of the complete idempotent subsemifield 3, its (right) 
eigenlattice or spectral lattice,

Lμ⊕(A)(A)= 〈
FEVμ⊕(A)(A)

〉
3.

Furthermore, if we consider for improper ρ ∈ P(A)/PP(A) and call the saturated eigenvectors FEVρ(A) =
	 

���
⊗ FEVμ⊕(A)(A)= {	n}, we can check that

Lρ(A)= 〈
FEVρ(A)

〉
3 = V	(A).

For such finite lattices we have strong representation theorems in terms of the sets of join and meet irreducibles [1, 
Theorem 3, p. 20]. Taking these in consideration, our results can be summarized as,

Theorem 3.23. Let A ∈Mn(K) be an irreducible matrix over a complete selective radicable semifield, K. Then,
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Fig. 2. Spectrum of an irreducible matrix with finite ρ(A1) = 8. The irreducible matrix (a), its normalized transitive closure (b) with the left and 
right eigenvectors indicated in the row and column numbers, a schematics of the right eigenspace (c) and its right eigenlattice (d). The lattice for
an improper eigenvalue is reduced to 2 as shown in (e).

1. Λ(A) =K\{⊥} = P(A).
2. ΛP(A) = {μ⊕(A)} = PP(A).
3. If ρ ∈ P(A)\PP(A), then Vρ(A) = {⊥n, 	n} = Lρ(A).
4. If μ⊕(A) ≺	, then Vρ(A)(A) = 〈FEVρ(A)(A)〉K ⊃ Lρ(A)(A) = 〈FEVρ(A)(A)〉3.

Proof. Claim 1 follows from Corollary 2.8 and Corollary 3.8. Claim 2 is Proposition 3.20. Claim 3 is claim 2 of 
Proposition 3.17 and claim 4 follows from Lemma 3.14, Corollary 3.22 and the paragraphs after it describing the 
spectral lattices. �
4. Examples

We next provide some examples over the completed max-plus algebra Rmax,+, being, to the extent of our knowl-
edge, the most widespread completed idempotent semifield, going also by the name of min–max-plus [39], mini-
max [27] or morphological algebra [6].

Example 6. (From [29, Example 4.3.7].) The matrix in Rmax,+ in Fig. 2 is irreducible with ρ(A) = 8.
The maximal cycle mean is ρ(A) = λ(A) = 8 and the critical cycles are Cc

A = {c1, c2, c3} with c1 = (1 → 2 → 1), 
c2 = (4 → 5 → 6 → 4), c3 = (5 �). Since the loop c3 has its vertices included in those of c2, only the latter is
considered.

Call vi = Ã·i . The first cycle generates the chain v1 < v2 with W 1
Ã
(c1) = {0, 1} and the second cycle generates

v4 < v5 = v6 with W 4
Ã
(c2) = {0, 1}, so that v2 = 1 

���
⊗v1 and v5 ≡ v6 = 1 

���
⊗v4. Furthermore v5 ≡ v6 > v2 > v4 > v1 so

a schematic representation of the eigenspace will look like Fig. 2c.
For proper ρ(A) = 8 FEVρ(A)(A)= n

ρ(A)
A = {1, 2, 4, 5} so that if we select mρ(A)

A = {1, 4} the (right) eigenspace 
is Vρ(A)(A) = 〈v1, v4〉Rmax,+ and the spectral lattice is Lρ(A)(A) ∼= 〈v1, v2, v4, v5〉3 ∼= 6, whereas for an improper

ρ ∈ P(A)\PP(A) the eigenspace and the spectral lattice are reduced to ⊥6 <	6.

But the eigenspace for ρ(A) = 	 will not admit a compact expression in some cases: As Example 7 shows, the 
situation for a proper top eigenvalue is more complicated.
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Fig. 3. An irreducible matrix with ρ(A2) =	, (a), some left and right eigenvalues (b), the schematics of the right eigenspace (c) and the represen-
tation of the eigenlattice (d). The saturated eigenspace V	(A2) is not represented.

Example 7. Matrix A2 with entries in Rmax,+ in Fig. 3 is irreducible with ρ(A2) =	, therefore A+2 =	4×4. A top 
cover for columns is {3, 4} and a top cover for rows is {1, 2}, so {e−1

3 , e−1
4 } ∈ V	(A2). But note that for finite 

k3, k4 ∈ Rmax,+, K3 ⊗ e−1
3

�⊕K4 ⊗ e−1
4 ∈ V	(A2) although it cannot be obtained as an Rmax,+-linear combination 

from {e−1
3 , e−1

4 }.
Note that for matrix A2 in Fig. 3, 	 

�⊗ e−1
3 does not belong to V	(A2) but for any other k3 ∈ Rmin,+, k3

�⊗ e−1
3 does, 

and similarly with k4 ∈ Rmin,+, as well as their min-plus combinations. This seems to indicate that V	(A2) behaves 
like a (n incomplete) min-plus space, to which a ⊥4 has been added,

V	(A2)=
〈{e−1

3 , e−1
4 }〉Rmin,+ ∪

{⊥4}= 〈{⊥4, e−1
3 , e−1

4

}〉
Rmin,+ .

Of course, this is the inverse of a (n incomplete) max-plus space completed with a top, V	(A2) =
〈{e3, e4}〉Rmax,+ ∪ {	4}−1.

5. Discussion: the spectral problem in incomplete idempotent semifields

Recall from Section 2.1 that an idempotent semifield K is an idempotent semiring whose multiplicative structure is
a commutative group, and that these are all incomplete, unless completed (cf. Section 2.2). The characterization of the 
spectra of matrices over incomplete idempotent semifields has been developed, among others, by [13,26,27,34,40–44]
for the Rmax,×, Rmax,+ or Rmin,+ cases. Ref. [45] related the Rmax,+ and Rmax,× cases with the Perron–Frobenius 
spectral theory. Most of this work has been done for the irreducible matrix case, although some works address the 
reducible case [34,42,45,46]—but [14,29] are the most up-to-date presentations. It remains at the basis of a number of 
applications in optimization [40], discrete event systems [41], classification [14], and data mining [7]. Only Ref. [10]
addresses the issue of concept lattices.

As a concrete instance of commutative idempotent semifields, we choose Rmax,+ whose spectral theory already 
shows notorious differences with the spectral theory over commutative fields, since the eigenvalue equations become:

max
1≤j≤n

{Aij + vj } = vi + ρ, ∀1≤ i ≤ n max
1≤i≤n

{ui +Aij } = λ+ uj , ∀1≤ j ≤ n.
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The spectral description of irreducible matrices is the building block for other spectra. Irreducible matrices are 
those not permutationally equivalent to block triangular matrices (see Lemma 2.7). A well-known result in incomplete
idempotent semifields is:

Proposition 5.1 (Spectrum of irreducible matrices over incomplete idempotent semifields). Let A ∈Kn×n be an irre-
ducible matrix with entries in a commutative, selective, radicable idempotent semifield. Then,

1. Λ(A) = {μ⊕(A)} = P(A).
2. Vμ⊕(A)(A) = 〈FEVμ⊕(A)(A)〉K.

Proof sketch. Call μ⊕(A) the extremal cycle mean of the matrix considered as a graph, which is guaranteed to exist 
and be finite if we further demand that K be radicable (Section 2.4.3), that is, semirings in which equation ab = c can 
be solved for a.

Since K is a semiring we may define a normalized Ã =A/μ⊕(A) guaranteed to have a transitive closure Ã
+

and an 
efficient way to find it (Section 2.4.2). Now, the columns of Ã

+
with a diagonal unit entry are called the fundamental 

eigenvectors of A for μ⊕(A), FEVμ (A)(A), which can be proven to generate the eigenspace (Section 3.2.1). The 

actual proof can be consulted in [14, 
⊕
Chap. 6, §4].

Proposition 5.1 is in stark contrast with our main result, Theorem 3.23, and the differences seem to be deeper 
when we consider the case of reducible matrices, a matter for future consideration.

6. Conclusions

The spectra of matrices over complete commutative selective radicable semifields show already notable differences
with respect to that over incomplete semifields. First there is the topic of improper eigenvalues and the proper/improper 
distinction; then the question of saturated supports giving richness to eigenspaces; and finally the issue of the structure 
added to eigenspaces due to the order relation between vectors: these are already complete continuous lattices.

This suggests introducing a complementary approach to that of describing eigenspaces by their bases by consider-
ing certain complete subsemimodules, viz. the eigenlattices or spectral lattices.
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