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Abstract

In granular computing, fuzzy sets can be approximated by granularly rep-
resentable sets that are as close as possible to the original fuzzy set w.r.t.
a given closeness measure. Such sets are called granular approximations.
In this article, we introduce the concepts of disjoint and adjacent granules
and we examine how the new definitions affect the granular approximations.
First, we show that the new concepts are important for binary classification
problems since they help to keep decision regions separated (disjoint gran-
ules) and at the same time to cover as much as possible of the attribute
space (adjacent granules). Later, we consider granular approximations for
multi-class classification problems leading to the definition of a multi-class
granular approximation. Finally, we show how to efficiently calculate multi-
class granular approximations for  Lukasiewicz fuzzy connectives. We also
provide graphical illustrations for a better understanding of the introduced
concepts.
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1. Introduction

Granular computing is a paradigm in information processing which in-
cludes a segmentation of complex information into smaller pieces called in-
formation granules [1, 2, 3]. An information granule (or just a granule) is a
collection of instances that can be interpreted jointly. For example, an im-
age of a human body can be disentangled into certain body parts that have
precise meanings. Also, those parts can be later segmented into even smaller
meaningful parts, etc. The previous example also shows the hierarchical na-
ture of granulation, i.e., the definition of granules depends on the level of
detail that we want to capture. Granules are usually constructed based on
a common association (indiscernibility, similarity, functionality, proximity,
coherency etc.) of instances [4, 5].

Fuzzy logic and fuzzy set theory are used to model partial truth of logical
expressions [6]. In other words, the expression is not only true or false, but it
possesses a degree of truth represented by a value from interval [0, 1]. Value 0
stands for a completely false statement, while value 1 stands for a completely
true statement. With the help of fuzzy logic, one can introduce the concept
of a fuzzy granule [7] where every instance has a degree of membership to a
certain granule. Fuzzy granules are useful when it is hard to determine sharp
boundaries of pieces obtained from a disentanglement of a complex object.
In such case, soft boundaries are expressed using fuzzy sets.

Lotfi Zadeh identified granulation as one of three basic concepts in under-
lying human cognition [8], the other two being organization and causation.
While organization represents the integration of parts into a whole, granu-
lation refers to the opposite process. With fuzziness as a key part of the
granulation in human cognition, humans are able to make reasonable deci-
sions in a world that is characterized with partial knowledge, partial certainty,
partial truth and imprecision in general.

In this article, granules are identified in information tables based on the
concept of data consistency, following our previous work in [9, 10]. Assume
we have a prediction problem where we want to assign a decision label to
a given instance described by condition attributes. In this setting, we say
that two instances are consistent w.r.t. a given relation, if their relation on
the condition attributes implies the same type of relation on the decision
attribute. The relations that we consider here are (fuzzy) indiscernibility
and (fuzzy) dominance. Based on that, an instance is consistent in a dataset
if it is consistent with all other instances. For a consistent instance (w.r.t. a

2



given relation), a granule is formed as a conjunction of two concepts:

• the set of instances that relate to the given consistent instance, and

• the association of the consistent instance to a particular decision.

Due to consistency, the instances that relate (w.r.t. a given relation like
e.g. indiscernibility or dominance) to a given consistent instance will be
associated to the same decision or to a decision that relates to the decision of
the consistent instance. In a classification problem, we have decision classes
and association of the consistent instance refers to the membership of the
instance to a decision class. In a regression problem, the association refers
to the numerical value that the consistent instance takes in the decision
attribute.

In practice, due to perturbation in data caused by incomplete knowledge
or by random effects that occur during data generation, datasets contain
instances that are not consistent. To make a dataset consistent, different ap-
proaches have been applied. The best-known symbolic approach to this issue
is the rough set approach (or the indiscernibility-based rough set approach
(IRSA)) and its generalizations like the dominance-based rough set approach
(DRSA) and fuzzy rough sets (fuzzy IRSA and fuzzy DRSA) [11, 12, 13, 9].
The disentanglement of crisp rough sets into granules was discussed in [5] and
of fuzzy rough sets in [4, 14, 15]. The IRSA and DRSA were integrated into
the preorder-based rough set approach (PRSA), and their fuzzy counterparts
into the fuzzy PRSA. A more comprehensive overview is provided in [9].

On the other hand, removing inconsistencies using machine learning w.r.t.
a crisp preorder relation is covered in [16] and w.r.t. a fuzzy preorder relation
in [10]. The result of the former approach is called monotone approximation
(due to the monotonicity properties of the granules), while the result of the
latter approach is called granular approximation. These machine learning
approaches include an optimization procedure that removes inconsistencies
at the least possible cost (w.r.t. a certain loss function).

In this article, we extend the definition of granular approximations to the
multi-class context. We introduce concepts of disjoint and adjacent fuzzy
granules and we discuss how these concepts relate to the formerly introduced
granular approximations. They are important in classification problems since
they help us to keep decision regions separated (disjoint granules) while cov-
ering as much as possible of an attribute space (adjacent granules). Then,
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we formulate an optimization procedure in order to extend granular approx-
imations to the multi-class classification problem leading to the definition of
multi-class granular approximations. Such approximation is a union of gran-
ules constructed in the way described above; it is a fuzzy set constructed as
a conjunction of a fuzzy relation and an association value. These association
values, as discussed in [10], can be interpreted as the degree up to which an
instance belongs to a certain decision class.

In some classification problems, application of “the degree up to which an
instance belongs to a class” may not be possible, since a decision class may be
defined in a strictly discrete way, i.e., an instance belongs to a decision class
or not. Examples of the case where consideration of membership degrees is
more appropriate are recommender systems. A degree of preference for a
certain product by a user can be modeled using values between 0 and 1. It is
also possible that collected data contain only binary preferences (e.g., likes
and dislikes) while the underlying degree of preference is hidden and can be
estimated using machine learning techniques.

The remainder of this paper is structured as follows. In Section 2, we
recall some useful preliminaries about fuzzy logic theory, fuzzy rough and
granularly representable sets, and granular approximations. Section 3 deals
with the concept of disjoint granules and adjacent granules. It provides def-
initions of the concepts together with an analysis of how these definitions
pertain to the granular approximations introduced in the previous section.
Section 4 explains how the concepts from the previous sections can be ap-
plied in binary and multi-class classification problems, and it introduces the
definition of a multi-class granular approximation. Section 5 presents how
to efficiently calculate multi-class granular approximations and provides a
graphical illustration of how the granules look in practice. Section 6 contains
the conclusion and outlines future work.

2. Preliminaries

2.1. Fuzzy logic connectives

In this subsection, the definitions and terminology are based on [17]. Re-
call that t-norm T : [0, 1]2 → [0, 1] is a binary operator which is commutative,
associative, non-decreasing in both arguments, and ∀x ∈ [0, 1], T (x, 1) = x.
Since a t-norm is associative, we may extend it unambiguously to a [0, 1]n →
[0, 1] mapping for any n > 2. Some commonly used t-norms are listed in the
left-hand side of Table 1.
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Name Definition R-implicator

Minimum TM(x, y) = min(x, y) ITM (x, y) =

{
1 if x ≤ y
y otherwise

Product TP (x, y) = xy ITP (x, y) =

{
1 if x ≤ y
y
x

otherwise
 Lukasiewicz TL(x, y) = max(0, x+ y − 1) ITL(x, y) = min(1, 1− x+ y)

Drastic TD(x, y) =

{
min(x, y) if max(x, y) = 1

0 otherwise
ITD(x, y) =

{
y if x = 1
1 otherwise

Nilpotent
minimum

TnM(x, y) =

{
min(x, y) if x+ y > 1

0 otherwise
ITnM

(x, y) =

{
1 if x ≤ y

max(1− x, y) otherwise

Table 1: Some common t-norms and their R-implicators

An implicator (or fuzzy implication) I : [0, 1]2 → [0, 1] is a binary operator
which is non-increasing in the first component, non-decreasing in the second
one and such that I(1, 0) = 0 and I(0, 0) = I(0, 1) = I(1, 1) = 1. The
residuation property holds for a t-norm T and implicator I if for all x, y, z ∈
[0, 1], it holds that

T (x, y) ≤ z ⇔ x ≤ I(y, z).

It is well-known that the residuation property holds if and only if T is left-
continuous and I is defined as the residual implicator (R-implicator) of T ,
that is

IT (x, y) = sup{β ∈ [0, 1] : T (x, β) ≤ y}.

The right-hand side of Table 1 shows the residual implicators of the corre-
sponding t-norms. Note that all of them, except ITD , satisfy the residuation
property.

If T is a continuous t-norm, it is divisible, i.e., for all x, y ∈ [0, 1], it holds
that

min(x, y) = T (x, I(x, y)) = T (y, I(y, x)).

A negator (or fuzzy negation) N : [0, 1] → [0, 1] is a unary and non-
increasing operator for which it holds that N(0) = 1 and N(1) = 0. A
negator is involutive if N(N(x)) = x for all x ∈ [0, 1]. The standard negator,
defined as

Ns(x) = 1− x,

is involutive.
For implicator I, we define the negator induced by I as N(x) = I(x, 0).

We will call triplet (T, I,N), obtained as previously explained, a residual
triplet. For a residual triplet we have that the following properties hold for
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all x, y, z ∈ [0, 1]:

• T (x, y) ≤ x and T (x, y) ≤ y, (1a)

• I(x, y) ≥ y, (1b)

• T (x, I(x, y)) ≤ y, (1c)

• x ≤ y ⇔ I(x, y) = 1, (ordering property) (1d)

• T (x, I(y, z)) ≤ I(I(x, y), z), (1e)

• I(T (x, y), z) = I(x, I(y, z)), (1f)

• T (x,N(y)) ≤ N(I(x, y)) (consequence of (1e) when z = 0), (1g)

• N(T (x, y)) = I(x,N(y)) (consequence of (1f) when z = 0). (1h)

Two fuzzy binary operators B1 and B2 are isomorphic if there exists a bi-
jection ϕ : [0, 1] → [0, 1] such that B1 = ϕ−1(B2(ϕ(x), ϕ(y))) while unary
operators V 1 and V 2 are isomorphic if V 1 = ϕ−1(V 2(ϕ(x))). Moreover, we
write B1 ≡ B2

ϕ and V 1 ≡ V 2
ϕ .

If residual triplet (T, I,N) is generated by t-norm T , then the residual
triplet generated by Tϕ is (Tϕ, Iϕ, Nϕ).

A t-norm for which the induced negator of its R-implicator is involutive
is called an IMTL t-norm. In Table 1, TL and TnM are IMTL t-norms where
the corresponding induced negator is Ns. A residual triplet (T, I,N) that is
generated with an IMTL t-norm is called an IMTL triplet. If (T, I,N) is an
IMTL triplet, then (Tϕ, Iϕ, Nϕ) is also an IMTL triplet.

For an IMTL triplet, we have that the following property holds for all
x, y, z ∈ [0, 1]:

I(N(x), N(y)) = I(y, x) (2)

A continuous t-norm is IMTL if and only if it is isomorphic to the
 Lukasiewicz t-norm. Such t-norm is strongly max-definable, i.e., for all x, y ∈
[0, 1], it holds that

max(x, y) = I(I(x, y), y) = I(I(y, x), x). (3)

A residual triplet generated by a t-norm isomorphic to TL, TL,ϕ is denoted
by (TL,ϕ, IL,ϕ, NL,ϕ). Note that NL ≡ Ns.

2.2. Fuzzy sets and fuzzy relations

Given a non-empty universe set U , a fuzzy set A on U is an ordered
pair (U,mA), where mA : U → [0, 1] is a membership function that indicates
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how much an element from U is contained in A. Instead of mA(u), the
membership degree is often written as A(u). If the image of mA is {0, 1}
then A is a crisp (ordinary) set. For negator N , the fuzzy complement coA
is defined as coA(u) = N(A(u)) for u ∈ U . If A is crisp then coA reduces to
the standard complement. For α ∈ (0, 1], the α-level set of fuzzy set A is a
crisp set defined as Aα = {u ∈ U ;A(u) ≥ α}.

A fuzzy relation R̃ on U is a fuzzy set on U × U , i.e., a mapping R̃ :
U × U → [0, 1] which indicates how much two elements from U are related.
Some relevant properties of fuzzy relations include:

• R̃ is reflexive if ∀u ∈ U, R̃(u, u) = 1.

• R̃ is symmetric if ∀u, v ∈ U, R̃(u, v) = R̃(v, u).

• R̃ is T -transitive w.r.t. t-norm T if ∀u, v, w ∈ U it holds that
T (R̃(u, v), R̃(v, w)) ≤ R̃(u,w).

A reflexive and T -transitive fuzzy relation is called a T -preorder relation
while a symmetric T -preorder is a T -equivalence relation.

To illustrate some of these fuzzy relations, we assume that instances from
U are described with a finite set of numerical attributes Q. For attribute
q ∈ Q, Let u(q) and v(q) be the evaluations of instances u and v on attribute
q. An example of a TL-preorder relation (expressing dominance) on attribute
q, given in [18], is

R̃γ
q (u, v) = max

(
min

(
1− γ v

(q) − u(q)

range(q)
, 1

)
, 0

)
, (4)

where γ is a positive parameter and range(q) is the difference between the
maximal and minimal value on q. The illustration of such relation is given
in Figure 1. On the figure, we have attribute q with range equal to 1. The
value of v(q) is 0.5, while the value of u(q) goes from 0 to 1. For every u(q)

and for γ = 3, the value of R̃γ
q (u, v) is calculated and depicted.
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0.0 0.2 0.4 0.6 0.8 1.0 u(q)
0.0

0.2

0.4

0.6

0.8

1.0R q
(u

,v
)

1

v(q)

Figure 1: Illustration of the T -preorder relation on criterion q for pair of objects (u, v)

An example of a TL-equivalence relation (expressing indiscernibility) on
the same attribute is

R̃γ
q (u, v) = max

(
1− γ |u

(q) − v(q)|
range(q)

, 0

)
, (5)

while the illustration of such relation is given in Figure 2. The description
of the figure is same as for Figure 1.

0.0 0.2 0.4 0.6 0.8 1.0 u(q)
0.0

0.2

0.4

0.6

0.8

1.0R q
(u

,v
)

1

v(q)

Figure 2: Illustration of the T -equivalence relation on criterion q for pair of objects (u, v)

In both cases, the relation over all attributes fromQ is defined as R̃(u, v) =

minq∈Q R̃q(u, v).

2.3. Fuzzy rough and granularly representable sets

This subsection is based on [9]. Let U be a finite set of instances, A a

fuzzy set on U and R̃ a T -preorder relation on U . The fuzzy PRSA lower and
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upper approximations of A are fuzzy sets for which the membership function
is defined as:

aprmin,I

R
(A)(u) = min{I(R̃(v, u), A(v)); v ∈ U}

aprmax,T
R (A)(u) = max{T (R̃(u, v), A(v)); v ∈ U}.

(6)

For an IMTL t-norm and the corresponding implicator I and negator N , we
have the well known duality property.

N(aprmin,I

R
(A)(u)) = aprmax,T

R (coA)(u)

N(aprmax,T
R (A)(u)) = aprmin,I

R
(coA)(u)

(7)

A fuzzy granule with respect to fuzzy relation R̃ and parameter λ ∈ [0, 1]
is defined as a parametric fuzzy set

R̃+
λ (u) = {(v, T (R̃(v, u), λ); v ∈ U}. (8)

while the granule with respect to the inverse fuzzy relation R̃−1 is

R̃−λ (u) = {(v, T (R̃(u, v), λ); v ∈ U}. (9)

Here, parameter λ describes the association of instance u to a particular
decision. For example, in classification problems, it represents the member-
ship degree of u to a particular decision class. A fuzzy set A is granularly
representable (GR) w.r.t. relation R̃ if

A =
⋃
{R̃+

A(u)(u);u ∈ U},

where the union is defined using max operator. Some equivalent forms to
define granular representability are such that for all u, v ∈ U :

T (R̃(v, u), A(u)) ≤ A(v)⇔ R̃(v, u) ≤ I(A(u), A(v)) (10)

Proposition 2.1. [10] If fuzzy set A is granularly representable w.r.t. T -
preorder relation R̃, then coA is granularly representable w.r.t. R̃−1.

Proposition 2.2. [9] It holds that aprmin,I

R̃
(A) is the largest GR set contained

in A, while aprmax,T

R̃
(A) is the smallest GR set containing A.
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2.4. Granular approximations

This subsection is based on [10]. A granular approximation is a granularly
representable set that is as close as possible to the observed fuzzy set (set
that is approximated) with respect to the given closeness criterion. The
closeness is measured by a loss function L : R × R → R+. For a given
loss function L, fuzzy set A, relation R̃ and residual triplet (T, I,N), the
granular approximation Â is obtained as a result of the following optimization
problem:

minimize
∑
u∈U

L(A(u), Â(u))

subject to T (R̃(u, v), Â(v)) ≤ Â(u), u, v ∈ U
0 ≤ Â(u) ≤ 1, u ∈ U.

(11)

The objective function in (11) ensures that the resulting fuzzy set Â is as
close as possible to the given fuzzy set A (w.r.t. loss function L) while the
constraints of (11) guarantee that Â is granularly representable. We recall
two well-known loss functions; p-quantile loss:

Lp = (y, ŷ) = (y − ŷ)(p− 1y−ŷ<0) =

{
p|y − ŷ| if y − ŷ > 0,

(1− p)|y − ŷ| otherwise,
(12)

and mean squared error:

LMSE(y, ŷ) = (y − ŷ)2. (13)

The p-quantile loss for p = 1
2

is called mean absolute error:

LMSE(y, ŷ) = |y − ŷ| (14)

It was shown that optimization problem (11) can be efficiently solved
if T is isomorphic to TL (T = TL,ϕ) and for L being the scaled p-quantile
loss: Lp,ϕ = Lp(ϕ(y), ϕ(ŷ)) or the scaled mean squared error: LMSE,ϕ =
LMSE(ϕ(y), ϕ(ŷ)).

Definition 2.1. Loss function L is symmetric if L(y, ŷ) = L(ŷ, y).

It is easy to verify that LMSE,ϕ and LMAE,ϕ are symmetric loss functions,
while Lp,ϕ for p 6= 1

2
is not. However, it can be observed that Lp,ϕ(y, ŷ) =

L1−p,ϕ(ŷ, y).
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Definition 2.2. We say that loss function L is of ∨-type if for any real
number a, it holds that

• L(a, a) = 0,

• functions L(x, a) and L(a, x) are increasing for x > a and

• functions L(x, a) and L(a, x) are decreasing for x < a.

The previous definition says that the loss is greater if x is more distant
from a. It is easy to verify that the mean squared error and p-quantile loss
for p ∈ (0, 1) are of ∨-type. The p-quantile loss for p ∈ {0, 1} is not of ∨-type
since L0(a, x) = 0 for x < a and L1(a, x) = 0 for x > a.

Definition 2.3. A loss function L : [0, 1]×[0, 1]→ R+ isN-duality preserving
if L(y, ŷ) = L(N(ŷ), N(y)) for N from the residual triplet (T, I,N).

In [10], it was shown that both Lp,ϕ and LMSE,ϕ are N -duality preserving
for IMTL triplet (TL,ϕ, IL,ϕ, NL,ϕ).

3. Disjoint and adjacent granules

3.1. Definitions and basic properties

Note that from now on we assume that R̃ is a T -preorder relation for a
residual triplet (T, I,N).

Definition 3.1. Two fuzzy sets A and B, defined on universe U , are called
T -disjoint if

T (A(u), B(u)) = 0 for every u ∈ U.

For the fuzzy granules, we have the following property:

Proposition 3.1. Let u, v ∈ U . Two fuzzy granules R̃+
λ1

(u) and R̃−λ2(v) are
T -disjoint if and only if

T (λ1, λ2) ≤ N(R̃(v, u)). (15)
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Proof. The statement that two granules are T -disjoint is equivalent to:

max
w∈U

T (T (R̃(w, u), λ1), T (R̃(v, w), λ2)) = 0

⇔max
w∈U

T (T (R̃(v, w), R̃(w, u)), T (λ1, λ2)) = 0

⇔T
(

max
w∈U

T (R̃(v, w), R̃(w, u)), T (λ1, λ2)

)
= 0

⇔T (R̃(u, v), T (λ1, λ2)) = 0

⇔T (λ1, λ2) ≤ I(R̃(v, u), 0)

⇔T (λ1, λ2) ≤ N(R̃(v, u)).

The first equivalence holds because of the commutativity and associativity
of T . The second one holds because T is left-continuous. The third one is
a consequence of the T -transitivity of R̃ while the fourth equivalence follows
from the residuation property.

Please note that the T -disjointness is characterised by the above proposi-
tion only for granules of opposite types, i.e., granules w.r.t. relations R̃ and
R̃−1 respectively.

Proposition 3.2. Let (T, I,N) be an IMTL triplet. Then, fuzzy set A is

granularly representable w.r.t. R̃ if and only if the granules from A (w.r.t.

R̃) and coA (w.r.t. R̃−1) are disjoint.

Proof. We have the following equivalences.

A(u) ≥ T (R̃(u, v), A(v))⇔ R̃(u, v) ≤ I(A(v), A(u))

⇔ N(R̃(u, v)) ≥ N(I(A(v), A(u)))

⇔ N(R̃(u, v)) ≥ T (A(u), N(A(v))).

The last equivalence holds because of (1g), while the second one follows from
the fact that N is a decreasing function. The equivalences state that the
granular representability of A is equivalent to the T -disjointness condition of
granules from A and coA, as formulated in Proposition 3.1.

Corollary 3.1. Let (T, I,N) be an IMTL triplet. The granules from aprmin,I
R

(A)

and aprmax,T
R (coA) are disjoint (analogously, the granules from aprmin,I

R
(coA)

and aprmax,T
R (A) are disjoint too).
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Proof. The result holds from the duality property of the lower and upper
approximations (7).

Next, we examine a pair of granules R̃+
λ1

and R̃−λ2 that are not only disjoint,
but are adjacent to each other. In other words, if their parameters are λ1 and
λ2, then adding any ε to either λ1 or λ2 will cause the granules to overlap.
For fixed λ1, the largest λ2 for which the granules are still disjoint is:

λmax
2 = sup{λ;T (λ1, λ) ≤ N(R̃(v, u))} = I(λ1, N(R̃(v, u))).

Obviously,

T (λ1, λ
max
2 ) = T (λ1, I(λ1, N(R̃(v, u)))) ≤ N(R̃(v, u))

due to the modus ponens property (1c).

Definition 3.2. Granule R̃−λ2(v) is adjacent to granule R̃+
λ1

(u) if

λ1 = I(λ2, N(R̃(v, u))),

while R̃+
λ1

(u) is adjacent to R̃−λ2(v) if

λ2 = I(λ1, N(R̃(v, u))).

We call such defined relationship among granules the adjacency relation.

Proposition 3.3. Every granule is adjacent to all granules with parameter
1, under the assumption that they are disjoint.

Proof. If λ1 = 1, from the T -disjointness property we have:

T (1, λ2) ≤ N(R̃(v, u))⇔ 1 ≤ I(λ2, N(R̃(v, u)))⇒ 1 = I(λ2, N(R̃(v, u))).

From the proof of Proposition 3.3, we may conclude that granule R̃+
λ1

(u)

for λ1 = 1 is adjacent to R̃−λ2(v) if and only if λ2 = N(R̃(v, u)).
The previous reasoning also reveals that the adjacency relation is not

necessarily symmetric.

13



Proposition 3.4. For parameters λ1 and λ2 that are smaller than 1 and
for continuous t-norm T from the IMTL triplet (T, I,N), we have that the

adjacency relation is symmetric. In other words, if λ1 = I(λ2, N(R̃(v, u))),

then also λ2 = I(λ1, N(R̃(v, u))).

Proof. Ordering property (1d) implies that if λ1 < 1, then also λ2 > N(R̃(v, u)).
Using the strong max-definability (3), we have that

λ2 = I(I(λ2, N(R̃(v, u))), N(R̃(v, u))) = I(λ1, N(R̃(v, u))).

Example 3.1. Figures 3 and 4 illustrate different relationships between gran-
ules, in one and two dimensions respectively. In Figure 3, objects are rep-
resented using one condition attribute q whose range is 1. There are two
objects u1 and v1 with respective attribute values 0.4 and 0.6. Their gran-
ules R−λ1(u) and R−λ2(v) are formed based on a T -preorder relation (left side
of the figure) and T -equivalence relation (right side of the figure), parameter
value γ = 3 and the  Lukasiewicz t-norm. We vary parameters λ1 and λ2 in
order to represent different relationship among two granules. We depict the
fuzzy granules together with their 0.5-level sets. In the upper two images, the
values of parameters are λ1 = 0.95 and λ2 = 0.75 which leads to overlapping
granules (i.e., they are not T -disjoint). In the two images in the middle, the
values of parameters are λ1 = 0.85 and λ2 = 0.65 which leads to T -disjoint
granules, while in the lower two images, the values of parameters are λ1 = 0.9
and λ2 = 0.7 which leads to adjacent granules (here, the adjacency relation
is symmetric). It is easy to verify that in this case, the 0.5-level sets follow
the relation between granules, i.e., if the granules overlap, then the level sets
overlap, if the granules are T -disjoint, then the level sets are disjoint and if
the granules are adjacent, then the level sets have one common point.

The use of 0.5-level sets is in particular useful to visualize the granules
in the case of two dimensions. In Figure 4, we have four objects from two
classes, described by two condition attributes; u1 and u2 are from one class
and v1 and v2 are from the other one. We illustrate the relationship of
granules from different classes. The granules are formed using a T -preorder
relation (left side of the figure) and T -equivalence relation (right side of the
figure). While the granules in one dimension had triangular (T -equivalence)
or ”half-triangular” shape (T -preorder), in two dimensions they have pyra-
midal (T -equivalence) or ”half-pyramidal” (T -preorder) shape. However, for
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Figure 3: Granules in one dimension

the purpose of the visualisation in 2 dimensions of the 3-dimensional granules,
we use 0.5-level sets of the granules. The level sets for the T -preorder relation
take the form of quarter-plane (left images) and the rectangular form (right
images) for the T -equivalence relation. Again, we can distinguish granules
from different classes that overlap (upper two images), that are disjoint (two
images in the middle) and that are adjacent (lower two images). In this case,
the level sets of adjacent granules share an edge.

In Proposition 3.2 we showed that granules from A and coA are T -disjoint
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Figure 4: Granules in two dimensions

for granularly representable set A. Now we examine in which cases some of
them are also adjacent. If R̃−coA(v)(v) is adjacent to R̃+

A(u)(u) for u, v ∈ U , we
have that

A(u) = I(N(A(v)), N(R̃(v, u)))⇔ A(u) = I(R̃(v, u), A(v)), (16)

where the equivalence holds because of (2). If R̃+
A(u)(u) is adjacent to R̃−coA(v)(v)
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then

N(A(v)) = I(A(u), N(R̃(u, v)))⇔ A(v) = N(I(A(u), N(R̃(v, u))))

⇔ A(v) = T (R̃(v, u), A(u)),
(17)

where the second equivalence holds because of (1h).

3.2. Application to granular approximations

The next lemma, theorem, and corollary investigate the adjacency rela-
tionship of granules from the granular approximations, i.e., from the solutions
of optimization problem (11).

Lemma 3.1. Let loss function L be of ∨-type and let Â be a solution of
optimization problem (11). If Â(u) > A(u), then it holds that

Â(u) = max{T (R̃(u, v), Â(v)); v ∈ U, v 6= u},

while if Â(u) < A(u), then it holds that

Â(u) = min{I(R̃(v, u), Â(v)); v ∈ U, v 6= u}

Proof. Let αu = max{T (R̃(u, v), Â(v)); v ∈ U, v 6= u} for some u, Â(u) >
A(u). If the first condition of the theorem is not satisfied, then from the

granular representability it holds that αu < ˆA(u). Replacing ˆA(u) with
max(αu, A(u)) leads to a solution that is also granularly representable (easily
verifiable) and that ensures a smaller value of the objective function since
the loss function L is of ∨-type. That is a contradiction.

Now, let αu = min{I(R̃(v, u), Â(v)); v ∈ U, v 6= u} for some u, Â(u) <
A(u). If the second condition of the theorem is not satisfied, then from

the granular representability it holds that αu > ˆA(u). Replacing ˆA(u) with
min(αu, A(u)) leads to a solution that is also granularly representable (easily
verifiable) and that ensures a smaller value of the objective function since
the loss function L is of ∨-type. That is a contradiction.

Theorem 3.1. Let loss function L be of ∨-type and let Â be a solution of
optimization problem (11). We define three sets:

• U− = {u ∈ U ; Â(u) < A(u)},

• U0 = {u ∈ U ; Â(u) = A(u)},
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• U+ = {u ∈ U ; Â(u) > A(u)}.

It holds that

Â(u) = max{T (R̃(u, v), Â(v)); v ∈ U− ∪ U0}, (18)

for u ∈ U+ and

Â(u) = min{I(R̃(v, u), Â(v)); v ∈ U+ ∪ U0}, (19)

for u ∈ U−.

Proof. Condition (18) can be reformulated as

∀u ∈ U+, ∃v ∈ U− ∪ U0; Â(u) = T (R̃(u, v), Â(v)).

Let U+
1 ⊆ U+ be a set of instances which satisfy the previous condition and

let U+
2 = U+−U+

1 . Let u∗ ∈ U+
2 be an instance with the largest ˆA(u). From

Lemma 3.1, there is v ∈ U, v 6= u∗ such that Â(u∗) = T (R̃(u, v), Â(v)).
By the assumption u∗ ∈ U+

2 , we have that v ∈ U+. If v ∈ U+
1 , then there

is w ∈ U− ∩ U0 such that Â(v) = T (R̃(v, w), Â(w)). We have that

A(u∗) = T (R̃(u∗, v), Â(v))

= T (R̃(u∗, v), T (R̃(v, w), Â(w)))

= T (T (R̃(u∗, v), R̃(v, w)), Â(w))

≤ T (R̃(u∗, v), Â(w)).

The last inequality holds because of the T -transitivity of R̃ and the mono-
tonicity of T . The opposite inequality holds from the granular representabil-
ity which leads to the conclusion that A(u∗) = T (R̃(u∗, v), Â(w)) which con-
tradicts the assumption that u∗ ∈ U+

2 . Hence, v ∈ U+
2 .

From Â(u∗) = T (R̃(u∗, v), Â(v)), it holds Â(v) ≥ Â(u∗) due to (1a). Since
A(u∗) is the largest in U+

2 by the assumption, then Â(u∗) = Â(v). Denote
with U+

3 ⊆ U+
2 instances from U+

2 for which the membership degree in Â
is Â(u∗). Every pair of instances from U+

3 satisfies (10) since they have the
same membership value in Â. Due to maximality of Â(u) it holds that for

u ∈ U+
3 and for v ∈ U − U+

3 , it holds that Â(u) > T (R̃(u, v), Â(v)). Denote

β+ = max(max{A(u);u ∈ U+
3 },max{max{T (R̃(u, v), ˆA(v)); v ∈ U−U+

3 };u ∈ U+
3 }).
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From the assumptions above, it holds that β+ < Â(u∗) which implies β+ <
Â(u) for u ∈ U+

3 . Now, let Â∗ be a fuzzy set where values Â(u) for u ∈ U+
3

are replaced with β+. We observe that Â∗ is granularly representable since
Â∗(u) are pairwise equal for u ∈ U+

3 and also for every u ∈ U+
3 and for every

v ∈ U − U+
3 it holds that T (R̃(u, v), Â∗(v)) ≤ Â∗(u) by the definition of β+.

Next, we observe that the objective value with Â∗ is smaller than with Â
because A(u) < Â∗(u) < Â(u) for u ∈ U+

3 and due to the fact that L is of
∨-type.

Therefore, we obtained a feasible solution with a smaller objective func-
tion, which contradicts the optimality of Â. This contradiction implies that
U+
2 must be empty which is equivalent to (18).

On the other hand, condition (19) can be reformulated as

∀u ∈ U−, ∃v ∈ U+ ∪ U0; Â(u) = I(R̃(v, u), Â(v)).

Let U−1 ⊆ U− be a set of instances which satisfy the previous condition and
let U−2 = U− − U−1 . Let u∗ ∈ U−2 be an instance with the smallest Â(u).

From Lemma 3.1, there is v ∈ U, v 6= u∗ such that Â(u∗) = I(R̃(v, u), Â(v)).
By the assumption u∗ ∈ U−2 , it holds that v ∈ U−. Assume that v ∈ U−1 .

Then, there is w ∈ U+ ∩ U0 such that Â(v) = I(R̃(w, v), Â(w)). We have
that

A(u∗) = I(R̃(v, u∗), Â(v))

= I(R̃(v, u∗), I(R̃(w, v), Â(w)))

= I(T (R̃(v, u∗), R̃(w, v)), Â(w))

≥ I(R̃(w, u∗), Â(w)).

The last equality holds because of (1f). The last inequality holds because

of the T -transitivity of R̃ and the fact that I is decreasing in its first argu-
ment. The opposite inequality holds from the granular representability which
leads to the conclusion that A(u∗) = I(R̃(w, u∗), Â(w)) which contradicts the
assumption that u∗ ∈ U+

2 . Hence, v ∈ U−2 .

From Â(u∗) = I(R̃(v, u∗), Â(v)), it holds that Â(v) ≤ A(u∗) due to (1b).
Since Â(u∗) is the smallest by the assumption, then Â(u∗) = Â(v). Denote
with U−3 ⊆ U−2 instances from U−2 that have value Â(u∗). Every pair of
instances from U−3 satisfy (10) since they have the same membership degree
in Â. For every u ∈ U+

3 and for every v ∈ U − U+
3 it holds that Â(u) <
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I(R̃(v, u), Â(v)). Denote

β− = min(min{A(u);u ∈ U−3 },min{min{I(R̃(v, u), ˆA(v)); v ∈ U−U+
3 };u ∈ U+

3 }).

From the above assumption, it holds that β− > Â(u∗), which implies β >
Â(u) for u ∈ U−3 . Now, let Â∗∗ be a fuzzy set where values Â(u) for u ∈ U−3
are replaced with β−. We observe that Â∗∗ is granularly representable since
Â∗∗(u) are pairwise equal for u ∈ U−3 and also for every u ∈ U−3 and for every

v ∈ U −U−3 it holds that I(R̃(v, u), Â∗∗(v)) ≤ Â∗∗(u) by the definition of β−.
Next, we observe that the objective value with Â∗∗ is smaller than with Â
because A(u) > Â∗∗(u) > Â(u) for u ∈ U−3 and due to the fact that L is of
∨-type.

Therefore, we obtained a feasible solution with a smaller objective func-
tion, which contradicts the optimality of Â. This contradiction implies that
U−2 must be empty, which is equivalent to (19).

Corollary 3.2. Let loss function L be of ∨-type and let Â be a solution
of optimization problem (11) defined w.r.t. an IMTL triplet (T, I,N). Let
U−, U0, U+ be defined as in Theorem 3.1. Then, the following holds.

• For all u ∈ U+, there is v ∈ U− ∪ U0 such that R+

Â(v)
is adjacent to

R−
coÂ(u)

.

• For all u ∈ U−, there is v ∈ U+ ∪ U0 such that R−
coÂ(v)

is adjacent to

R+

Â(u)
.

Proof. The corollary is a direct consequence of Theorem 3.1 and equations
(16) and (17).

Note that Theorem 3.1 does not require for residual triplet (T, I,N) to
be an IMTL triplet, hence it can lead to more general results that are not
related to the granular adjacency relationships.

4. Case of a classification problem

First, we consider a binary classification problem, i.e., we distinguish two
classes in U : A and coA which are now crisp (ordinary) sets. Notations A
and coA will be also used for the fuzzy sets that encode the corresponding
decision class, i.e., A(u) = 1 if u ∈ A while A(u) = 0 if u ∈ coA.
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Proposition 4.1. Let loss function L be of ∨-type and let Â be a granular
approximation of a crisp set A w.r.t. an IMTL triplet (T, I,N). Then, the
following holds.

• For all u ∈ A, there is v ∈ coA such that R−
coÂ(v)

is adjacent to R+

Â(u)
.

• For all u ∈ coA, there is v ∈ A such that R+

Â(v)
is adjacent to R−

coÂ(u)
.

Proof. Let U+, U0, U− be the sets defined in Theorem 3.1. Obviously, it
holds that U− ⊆ A and U+ ⊆ coA. We prove the first part of the proposition,
while the second part holds by analogy.

Let u ∈ A. If u ∈ A − U− ⇔ Â(u) = 1, then from Proposition 3.3 we
have that for all v ∈ coA, R−

coÂ(v)
is adjacent to R+

Â(u)
. If u ∈ U−, then from

Corollary 3.2, there is v ∈ U0 ∪ U+ such that R−
coÂ(v)

is adjacent to R+

Â(u)
. If

v ∈ U+, then also v ∈ coA since U+ ∈ coA. If v ∈ U0, then either Â(v) = 0
or Â(v) = 1. If Â(v) = 1 then the fact that R−

coÂ(v)
is adjacent to R+

Â(u)
is

equivalent to

Â(u) = I(N(Â(v)), N(R̃(v, u))) = I(0, N(R̃(v, u))) = 1,

which contradicts the assumption that u ∈ U−. The last equality holds
because of the ordering property (1d). Therefore, it holds that Â(v) = 0
which implies v ∈ coA. This proves the first part of the proposition.

For a solution Â of optimization problem (11), we have that Â(u) for
u ∈ U represents the degree up to which u belongs to decision class A, while
coÂ(u) represents the degree up to which u belongs to decision class coA. We
may be interested to calculate only the degrees Â(u) for u ∈ A and degrees
coÂ(u) for u ∈ coA.

Proposition 4.2. Denote βu = Â(u) for u ∈ A and βu = N(Â(u)) for
u ∈ coA. Let L be of ∨-type and N -dual preserving and symmetric. Then,
in the classification case, problem (11) is equivalent to

minimize
∑
u∈U

L(1, βu)

subject to T (βu, βv) ≤ N(R̃(v, u)), u ∈ A, v ∈ coA
0 ≤ βu ≤ 1, u ∈ U.

(20)
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Proof. With the new notation and for L being N -duality preserving, the
objective function of (11) becomes:∑
u∈A

L(1, βu)+
∑
u∈coA

L(0, N(βu)) =
∑
u∈A

L(1, βu)+
∑
u∈coA

L(βu, 1) =
∑
u∈U

L(1, βu).

The granularity constraints from (11) are now divided into 3 groups:

• Granularity constraints for pairs of objects u, v ∈ A:

βu ≥ T (R̃(u, v), βv).

• Granularity constraints for pairs of objects u, v ∈ coA:

N(βu) ≥ T (R̃(u, v), N(βv))⇔ βv ≥ T (R̃(v, u), βu).

• Granularity constraints for pairs of objects u ∈ A, v ∈ coA. In that
case, the granularity condition is expressed using T -disjointness (ac-
cording to Proposition 3.2) as:

T (βu, βv) ≤ N(R̃(v, u)).

The goal is to show that the first two groups of constraints are redundant.
We first prove that the adjacency from Proposition 4.1 still holds in problem
(20), i.e., for every u ∈ A, there is v ∈ coA such that βu = I(βv, N(R̃(v, u)))

and that for all v ∈ coA, there is u ∈ A such that βv = I(βu, N(R̃(v, u))).
Using the residuation property, we have that

T (βu, βv) ≤ N(R̃(v, u))⇔ βu ≤ I(βv, N(R̃(v, u))).

If for some u and for all v it holds that βu < I(βv, N(R̃(v, u))), then there is
ε > 0 such that replacing βu with βu + ε leads to a smaller objective function
since the loss function is of ∨-type. This leads to a contradiction with the
assumption that β is optimal. Again, using the residuation property we have

T (βu, βv) ≤ N(R̃(v, u))⇔ βv ≤ I(βu, N(R̃(v, u))).

Using the same arguments as above, we get the second equality.
Next, we prove that the granularity criteria for βu and βv for u, v ∈ A

are satisfied. Let w ∈ coA such that βu = I(βw, N(R̃(w, u))). From the
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constraints, it holds that βv ≤ I(βw, N(R̃(w, v)))⇔ βw ≤ I(βv, N(R̃(w, v))).
Then, we have that

βu = I(βw, N(R̃(w, u)))

≥ I(I(βv, N(R̃(w, v))), N(R̃(w, u)))

≥ T (βv, I(N(R̃(w, v)), N(R̃(w, u))))

= T (βv, I(R̃(w, u), R̃(w, v)))

≥ T (βv, R̃(u, v)),

which is exactly the granularity condition for βu and βv. Now, let u, v ∈ coA
and let w ∈ A be such that βu = I(βw, N(R̃(u,w))). From the constraints,

it holds that βw ≤ I(βv, N(R̃(v, w))). Using a similar reasoning as above, we
conclude that the granularity condition is also satisfied for βu and βv when
u, v ∈ coA. Since the granularity constraints for pairs of objects from the
same class are a consequence of the T -disjointness constraints, they can be
omitted in the optimization problem.

From now on, we assume that R̃(u, v) is also a symmetric relation, i.e., it is
a T -equivalence. In such case, the granules in A and coA are of the same type.
We now consider crisp equivalence relation S on U defined as S(u, v) = 1 if
u and v are from the same decision class, and S(u, v) = 0 otherwise. If u and

v are from different decision classes then I(R̃(u, v), S(u, v)) = N(R̃(u, v)),

while I(R̃(u, v), S(u, v)) = 1 otherwise. With relation S, the T -disjointness
constraints from (20) may be reformulated as

T (βu, βv) ≤ I(R̃(u, v), S(u, v))), u, v ∈ U. (21)

Here, we need to note that S, as an equivalence relation, can distinguish
among more than two decision classes. In other words, S can be used to
model multi-class classification problems. Bearing this in mind, a multi-class
extension of problem (20) can be formulated as:

minimize
∑
u∈U

L(1, βu)

subject to T (βu, βv) ≤ I(R̃(u, v), S(u, v))), u, v ∈ U
0 ≤ βu ≤ 1, u ∈ U.

(22)

We name the result of problem (22) as multi-class granular approximation.
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We need to stress that while the binary classification problem (20) with
a T -preorder relation is suitable for the binary monotone classification prob-
lems, i.e., classification problems where there exists a monotone relationship
between condition attributes and a decision attribute, the problem (22) with
a T -equivalence relation is suitable for ordinary classification problems i.e.,
problems where such monotone relationship cannot be inferred.

5. Calculation

In this section, we use the notation: M(u, v) = I(R̃(u, v), S(u, v)). We
start with an important property.

Proposition 5.1. Problem (22) has a feasible solution.

Proof. We construct a feasible solution. Let u1, . . . , un be an ordering of
objects from U . We apply the following procedure.

1) βu1 is a random value from [0, 1].

2) For 1 < i ≤ n, βui = min{I(βuj ,M(uj, ui)); j < i}.

The adjacency property is obvious from the construction. We have to prove
the granularity property. Let ui and uk be two objects for which k < i. Since
βui = minj<i I(βuj ,M(ui, uj)), it holds that βui ≤ I(βuk ,M(ui, uk)). From
the residuation property, this is equivalent to T (βui , βuk) ≤M(ui, uk).

For different IMTL fuzzy connectives and for different loss functions L,
problem (22) may take forms that cannot be efficiently solved in practice.
However, we will consider the problem for L being a scaled form of MAE
or MSE (loss functions (14) and (13)), and T being isomorphic to the
 Lukasiewicz t-norm.

For such fuzzy connectives, the constraints of (20) are expressed as

ϕ−1(max(ϕ(βu) + ϕ(βv)− 1, 0)) ≤M(u, v)

⇔max(ϕ(βu) + ϕ(βv)− 1, 0) ≤ ϕ(M(u, v))

⇔ϕ(βu) + ϕ(βv) ≤ 1 + ϕ(M(u, v)),

for isomorphism ϕ and for u, v ∈ U . We introduce new variables ∀u ∈
U, αu = ϕ(βu) and ∀u, v ∈ U, Mϕ(u, v) = ϕ(M(u, v)). With the new nota-
tions, the previous constraints may be expressed as

αu + αv ≤ 1 +Mϕ(u, v).
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For the scaled mean absolute error LMAE,ϕ, the objective function becomes∑
u∈U

|ϕ(1)− ϕ(βu)| = |U | −
∑
u∈U

αu,

which leads to the optimization problem

maximize
∑
u∈U

αu

subject to αu + αv ≤ 1 +Mϕ(u, v), u, v ∈ U
0 ≤ αu ≤ 1, u ∈ U.

(23)

Optimization problem (23) can be solved efficiently using linear programming
techniques like the simplex method [19].

For the scaled mean squared error LMSE,ϕ, the objective function becomes∑
u∈U

(ϕ(1)− ϕ(βu))
2 =

∑
u∈U

(1− αu)2,

which leads to the optimization problem

maximize
∑
u∈U

(1− αu)2

subject to αu + αv ≤ 1 +Mϕ(u, v), u, v ∈ U
0 ≤ αu ≤ 1, u ∈ U.

(24)

Optimization problem (24) can be solved efficiently using quadratic pro-
gramming techniques like the simplex method variation for quadratic pro-
gramming [20].

Example 5.1. We may see another example in Figure 5, where the objects
come from the well-known iris dataset with, in this case, two features (petal
length and petal width) and three classes (setosa, versicolor and virginica).
The multi-class granular approximation is calculated by solving problem (24)

for R̃ being triangular similarity (5), and the granules are depicted using the
obtained solution. On this figure, we can observe how granules look on the
larger scale (in this case 150 objects).

We provide another example with more complex shapes of granules.
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Figure 5: An example of the multi-class granular approximation on iris dataset constructed
with relation (5)

Example 5.2. Consider a family of fuzzy relations defined as

R̃(u, v) = max

(
1− d(u, v)

a
, 0

)
, (25)

where d is a metric (or distance function) on U and a is a positive real value (a
parameter). It is easy to verify that such fuzzy relations are TL-equivalences.
More on the relationship between metrics and T -equality relations can be
found in [21]. We now consider the Mahalanobis distance defined as [22]:

d(u, v)Σ =
√

(u− v)TΣ(u− v), (26)

where u is a numerical vector representing condition attributes of instance
u while Σ is a symmetric and positive-definite matrix. If Σ is an identity
matrix, then d(u, v)Σ is equal to the Euclidean distance.

It is also easy to verify that the shape of level sets of granules, used to
represent them in 2 dimensions, are in the case of family (25) equal to the
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shape of equidistant points from the origin w.r.t. metric d. In the case of
the Mahalanobis distance, the shape of granules will be elliptical. The axis
of such ellipses is controlled by the eigenvalues of Σ while the rotation is
controlled by the eigenvectors of Σ.
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Figure 6: An example of the multi-class granular approximation on iris dataset constructed
with relation (25)

.

In Figure 6, we present an example of granules from the multi-class granu-
lar approximation calculated by solving (24) and by using fuzzy relation (25)
with d being the Mahalanobis distance. The approximation is calculated on
the iris dataset with two attributes and three decision classes as described
above. The granules have the elliptical shape where the ratio of width and
height of the ellipses is 2 : 1. The rotation angle in this case is 45◦.

In Figures 5 and 6, we can observe that some green points are depicted
without their granules and are completely surrounded by the granules of red
points. This basically means that the multi-class granular approximation
values of these green points is smaller than 0.5 (hence, the granules cannot
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be drawn), and that the red granules are covering those green points. There-
fore, it is suitable to change the labels of those green points into red. We
can conclude that the learning, characterized by optimization problems (23)
and (24), can be applied in classification problems and lead to an optimal
relabeling of instances based on the loss function L.

6. Conclusion and Future work

We have introduced the concepts of disjoint and adjacent fuzzy granules
and discussed their connection with the concept of granular approximation
introduced before. Based on disjoint and adjacent granules, a granular ap-
proximation concept was applied to the multi-class classification problem
leading to the definition of a multi-class granular approximation. At the end,
we explained how to calculate it efficiently in practice for the  Lukasiewicz t-
norm and other fuzzy connectives that it generates, using linear and quadratic
programming methods.

We consider the following future research directions.

• We discussed in Section 5 that newly obtained multi-class granular ap-
proximations can be used for prediction purposes. The main focus of
the future work will be to explore that more in depth i.e., to investigate
the performance of optimization procedures (23) and (24) in classifica-
tion problems. The goal will be to select classification datasets, set up
a benchmark and compare the performance of the approaches (23) and
(24) with other classification approaches.

• In order to define a multi-class granular approximation, we used only
symmetric loss functions compared to the original granular approxima-
tion that considers also non-symmetric loss functions (e.g., p-quantile
loss) [10]. It would be worth investigating if application of a non-
symmetric loss can help to control “preference” toward some decision
class (which is important in, e.g., imbalanced classification problems)
and how such loss functions would perform in classification tasks.

• In this article, S is a crisp equivalence relation. However, there is an
option to extend it to a fuzzy relation in order to handle regression
tasks. In such a scenario, the understanding of granules and other
properties is different than for S being crisp. Hence, more analysis is
required in the case of S being a fuzzy relation.
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• It would be worth to explore if the extension as for (22) can be obtained
for a T -preorder relation instead of a T -equivalence relation. Such
extension could be then applied in monotone classification problems.
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1576 2017, project “Multiple Criteria Decision Analysis and Multiple Criteria
Decision Theory”, grant 2017CY2NCA. Roman S lowiński is acknowledging
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