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Abstract

The GENIE project has built a Grid-enabled Earth system modelling framework that facilitates the integration,
execution and management of component models for the study of the Earth system over millennial timescales. The
existing framework supports collaborative study of GENIE models across heterogeneous compute grids through
scripted workflows in the Matlab environment. While the scripting approach achieves simplicity and flexibility, it
suffers from an essentially passive approach to work unit management and from a heavy reliance on a central database
to provide fault tolerance. The Windows Workflow Foundation (WF) technology provides a rich set of features to
support the authoring and execution of workflows, tracking services that enable the monitoring of a running workflow,
and state persistence services that allow workflows to be recovered and resumed upon failure. We demonstrate how
the Windows Workflow Foundation has been applied to build a complementary simulation management system which
provides rapid composition, event driven logic and reliable hosting of the scientific workflows while interfacing to
existing infrastructure. We also describe how the adoption of WF enables the application of a number of associated
technologies to provide better interoperability and accessibility for the simulation system. These improvements are
demonstrated through a parametric study of the bi-stability of the oceanic thermohaline circulation in a GENIE
model where the effects of a new carbon cycle are studied.
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people and digitally connected entities such as com-
puters, data, applications, sensors and networks.
Grid computing technology [8] is enabling these
interactions across distributed, heterogeneous do-
mains and is driving the field of e-Science. However,
harnessing Grid technology in a particular problem
domain requires scientists to become familiar to
some degree with the software supporting the Grid.

1. Introduction

Advances in science and engineering are increas-
ingly reliant upon building collaborations between
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Workflow tools are therefore important in e-Science
because they help abstract away the complications
of Grid middleware and leave the user with the task
of composing the logic and data flows to achieve
their scientific aims. Workflow technologies have
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become a key element to e-Science systems, helping
to orchestrate service interactions so that they can
be seamlessly knitted together to implement the
desired behaviour of the system.

An example of an e-Science system is the Grid En-
abled Integrated Earth system modelling (GENIE)
project [12]. The GENIE project has developed a
framework for the composition, execution and man-
agement of integrated Earth system models. Com-
ponent codes (e.g. ocean, atmosphere, land surface,
sea-ice, ice-sheets, biogeochemistry, etc.) of varying
resolution and complexity can be flexibly coupled
together to form a suite of efficient climate models
capable of simulation over millennial timescales.
The project brings together a distributed group of
environmental scientists with a common interest in
developing and using GENIE models to understand
the Earth system. Grid computing technology sup-
ports the virtual organization to collaboratively
study the models from the framework [28].

Climate models are both computationally and
data intensive processes. Typical studies involve
evaluation of large multi-member ensembles re-
quiring weeks of continuous CPU time. The client
software deployed to enable the GENIE science
team to manage Earth system simulations on the
Grid is built from the Geodise Toolboxes for Mat-
lab, a product of the UK e-Science pilot project
GEODISE [10]. These toolboxes provide Grid func-
tionality to extend the Matlab and Jython (Java
Python) problem solving environments that are
familiar to scientists and engineers. Simple linear
and cyclic scripted workflows have been developed
to enable collaborative ensemble studies of GENIE
models [12,26]. The scripting approach has proven
an accessible means of providing scientists with
powerful core functionality for model management
on the Grid and the means to coordinate collabo-
rative studies mediated by data services. However,
there are significant limitations to the nature of the
workflows that can be expressed; their re-usability;
and the robustness with which they can be executed
in the Matlab environment.

The Microsoft Windows Workflow Foundation
(WF) [31] is a general, extensible framework for de-
veloping workflow solutions. As an integral part of
the NET Framework 3.0 [19], WF provides a com-
mon development model for creating workflows, a
set of tools that facilitate workflow design, and a
robust workflow hosting environment. It also allows
seamless integration with other .NET technologies
to provide support for distributed communication

and rich user experiences.

We have applied WF to the GENIE framework to
provide a robust long-running workflow hosted on
a Windows Server to manage GENIE Earth system
models. The application is complementary to the ex-
isting Matlab client and interfaces to existing infras-
tructure. The WF solution provides a robust and re-
liable environment for executing GENIE workflows
for the management of Earth System simulations.
By exploiting event driven logic available in WF the
efficiency with which the workflows manage simu-
lations is greatly improved. A rich user interface,
delivered through an internet browser, enables the
scientist to monitor and manage experiments with
greater ease and convenience than is possible in the
Matlab problem solving environment.

In this paper we discuss and demonstrate how Mi-
crosoft Windows Workflow technologies are applied
to build an efficient and flexible workflow with the
GENIE framework. In section 2 we review existing
workflow technologies for e-Science and Grid com-
puting. In section 3 we describe the functions of the
GENIE workflows and explain why WF technolo-
gies have been adopted. Section 4 gives a detailed
summary of the features of WF. Section 5 describes
the design and running of our WF based GENIE
workflow. Results from a study of bi-stability in the
thermohaline circulation of a GENIE model are pre-
sented in section 6. Conclusions are drawn in section
7.

2. Related Work

Workflows are the expression and enactment of
connectivity, in both execution control and data
flow, between functional entities (variously referred
to as actors, processors, agents, services) to solve a
problem. Fox and Gannon [9] identify a hierarchy
of workflow technologies based upon a simple com-
plexity scale. This is an instructive methodology
for characterising workflows in the context of the
GENIE Earth system modelling project.

At its simplest a workflow is just a linear sequence
of tasks where the output from one activity is pro-
vided as input to a following activity. A series of
activities are invoked one after the other to achieve
the job at hand. The expression of linear workflows
is perhaps most commonly programmed in scripting
languages like bash/tcsh, Perl and Python. Indeed,
the GENIE project has adopted the Geodise Tool-
boxes [4] which augment the Matlab problem solving



environment with scriptable Grid functionality. Ac-
tivities for the management of Earth system models
on the Grid have been scripted by chaining simple
tasks in Matlab function scripts. For example, the
submission of a single simulation to a remote com-
pute resource involves a linear sequence of simple
tasks that coordinate the creation of a unique di-
rectory, the transfer of model binary, input files and
configuration files and the submission of the com-
pute job to the job manager. A large number of sim-
ilar sequential workflows have been developed for
the project to enable a range of studies including
task farming for parametric study [14], systematic
tuning of model parameters to improve fit to ob-
servational data [27,17] and collaborative ensemble
studies [12,26]. While linear workflows enable signif-
icant work to be achieved, and within PSEs provide
an intuitive extension to the functionality of an ex-
isting familiar environment, there are limitations in
their scalability and expressiveness. To extend the
workflows requires an additional framework to sup-
port them. For example, collaborative studies with
the GENIE workflows in Matlab rely extensively on
database services to provide fault tolerance and job
brokering [26]. We discuss the short-comings of the
Matlab workflows for GENIE in the next section
but first discuss workflow technologies that operate
higher up the complexity scale.

The next level of complexity involves acyclic work-
flows where task graphs are defined in terms of ex-
plicit dependencies between activities. Workflows
are built from activities that depend upon the prior
execution of other activities. The Java CoG kit pro-
vides GridAnt to express workflow and Karajan to
enact [33]. Grid computing is naturally supported
through the Java Globus API. Inspired by the Java
build tool Ant, GridAnt exploits the dependency
graphs that Ant naturally expresses to implement
acyclic workflows. The Java CoG kit extends the
workflow language with conditions, loops and excep-
tions to support more complex constructs. Similarly,
Condor DAGMan [32] expresses execution plans for
job scheduling in the Condor high throughput com-
puting system. UNICORE [29] defines Abstract Job
Objects (AJO) with the necessary synchronization
between the elements reflected by forming a directed
acyclic dependency graph. A drawback of these sys-
tems is that they can require the user to work with
unfamiliar languages such as XML. Although ele-
mentary GUI functionality exists the scientist would
have to spend significant time learning how to con-
struct the workflows.

Many workflow tools for e-Science avoid burden-
ing the user with expressing their desired system be-
haviour in a programming language by providing a
graphical composition environment. Almost all such
systems provide a set of ‘components’, typically rep-
resenting computational tasks or services, that are
added to a workspace or assembly where connections
are made between their typed inputs and outputs.
The resulting graph is then executed using a work-
flow enactment engine. Such systems enable cyclic
workflow expression and introduce support for asyn-
chronous activities.

The Taverna Workbench [23] has been developed
by the ™YGrid project for the composition and en-
actment of bioinformatic workflows. In Taverna,
workflow is considered to be a graph of processors
each of which transform data inputs to a set of
data outputs. The simple conceptual unified flow
language (scufl), an XML based language, is used
to represent the workflow and is enacted by the
Freefluo engine. Triana [3] provides a graphical
composition tool to link functional components via
synchronous or asynchronous communication pipes
resulting in a directed cyclic graph. Similarly, in
Kepler [13] workflow is considered in terms of con-
nections between independent components called
actors with communications channelled through
ports. Kepler introduces the concept of a model
of computation (MoC) which is determined by
providers that are associated with each actor using
the underlying Ptolemy II system. The execution
and communication semantics of the workflow are
determined by the choice of directors and this en-
ables behavioural polymorphism whereby the same
actors can be used in both control driven and data
driven workflows. Workflow projects such as these
are typically focussed on the problem domain for
which they were developed and integrating new ser-
vices from a novel domain can be time consuming. In
the absence of established standards for the expres-
sion of Grid workflows the investment in migrating
to these systems needs to considered carefully.

Alternatively, workflow environments in the
business community are well established. Eswaran
[5] discusses the application of commercial work-
flow products in e-Science and compares Microsoft
BizTalk (XLang), OracleBPEM and Microsoft
Windows Workflow Foundation. The key chal-
lenges that business workflow tools must address
for e-Science are identified as: providing support
for large data flows, enabling execution of large
numbers of parameterised tasks and supporting dy-



namic environments in which resources come and
go. Paventhan et al. [24] discuss the application
of Windows Workflow Foundation to the manage-
ment and processing of large volumes of data from
wind tunnel aeroacoustic measurements on a Grid
system. The graphical composition environment
of Visual Studio with code beside features enable
the workflow designer to exploit the full power of
object oriented languages. Visual Studio provides
comprehensive support for consuming web services,
databases (ODBC, etc.) and third parties have de-
veloped Grid client services (myCoG.NET) [25] and
native Globus clients [7].

Microsoft Windows Workflow Foundation is not
yet a common tool in the scientific community but
is well established in the document processing com-
munity in products such as Microsoft SharePoint.
WF provides a mature framework for the reliable
enactment of long running workflows and is an inte-
gral part of release 3.0 of the Windows .NET frame-
work. As such, WF applications can be deployed
and hosted on any recent Windows platform. WF is
well established in a number of important Microsoft
product lines and will therefore be well maintained
and supported into the future. WF supports syn-
chronous and asynchronous communication, event
driven logic and provides an extensible model for
workflow development. Microsoft Visual Studio pro-
vides a comprehensive environment for the design
and construction of workflows. These provide com-
pelling reasons to consider WF as a competitive al-
ternative to dedicated systems such as Taverna, Ke-
pler and Triana. Workflows fundamentally coordi-
nate the work performed by people and software and
it is important that users can interact with long-
running processes. WF solutions can leverage other
.NET technologies to build user interfaces to the
workflow applications.

Members of the GENIE project have a need to ex-
ecute large ensembles of long-running Earth system
models. To support this need, a number of linear
scripted workflows have been manually constructed
in Matlab to manage simulations through numerous
checkpoint and restart cycles to progress ensembles
to completion on Grid computing resource. These
workflows are critically reliant on a central database
to maintain the state of the study. The workflows on
the client side are operated in a speculative manner
and there is no coordinating process to guarantee
completion. Support for the reliable and robust en-
actment of a long-running workflow would therefore
benefit the GENIE community greatly. In practice

however, Matlab provides no “out-of-the-box” sup-
port to sustain long running processes and does not
provide the means to coordinate the actions of a dis-
tributed user base. We have therefore applied to WF
to the GENIE framework to provide a complemen-
tary simulation management system capable of reli-
ably managing long running ensemble simulations.

3. Workflow in the GENIE Framework

The GENIE framework has been designed to fa-
cilitate cooperation among project team members
to perform large ensemble studies of Earth system
models that would be impossible for a single user.
In contrast to system likes GridSolve [34] and Nim-
rod/G [1], in which a central manager controls all
available resources and makes decisions about where
to assign work units, the GENIE framework devolves
responsibility for the management of work units to
the client side, and pools compute resources con-
tributed by members of the project to carry out large
parametric studies. A central shared database ac-
cessible from all clients has been set up to provide
the means to upload model configurations and ex-
periment definitions, and be queried against to find
available work units.

A study is initiated by a scientist uploading an ex-
periment definition to the shared central database.
The system provides a unique identifier for that ex-
periment which is then distributed amongst the sci-
entists participating in the study. The experiment
definition comprises descriptive metadata and con-
tains references to a collection of configuration files
for the GENIE simulations that comprise the ensem-
ble to be studied. Typically, each simulation requires
many days of CPU time to complete and will typi-
cally need to be checkpointed and restarted on mul-
tiple occasions. The database system provides the
means to manage the execution of ensemble simula-
tions by automating the handling of the checkpoint
files.

A GENIE workflow running at the client side is
therefore responsible for the following tasks:

— Accepting user input with details of new resource
availability

— Querying the central database for available work

— Submitting the work to the compute resources
specified by the user

— Monitoring the status of the submitted jobs

— Retrieving and validating the results once jobs are
finished



— Post-processing the results and archiving them in

the database

A scripted workflow in the Matlab problem solv-
ing environment is invoked by the participating sci-
entists to progress the ensemble of simulations. The
Matlab workflow is shown in figure 1. The script
accepts as input from the user the unique experi-
ment identifier (exptID), a data structure describ-
ing a computer resource (resource), the number of
compute jobs to submit to that resource (njobs) and
the amount of work (timesteps) that each job should
perform. The script invokes three activities in se-
quence that attempt to progress the simulations of
the experiment. A post-processing script is invoked
first in order to poll the status of all active job han-
dles and process any work units that have completed
since the last invocation of the workflow. If compute
jobs have completed then their output is validated
and archived to long-term storage. This ensures that
all simulations are up to date before querying the
database for details of new work to perform. New
work is found by performing a number of queries on
the database and returning a list of the incomplete
simulations in the experiment that do not have ac-
tive compute jobs associated with them. The third
phase of the workflow submits a new compute job for
each simulation to the resource specified by the user.
This workflow is invoked at regular intervals until
all simulations are complete. Collaborative study is
achieved when the distributed user community in-
voke this workflow on multiple client systems and
submit jobs to heterogeneous compute resource.

Standard Grid-enabled GENIE activities are im-
plemented using the Matlab scripting language and
hosted in the Matlab environment. While simplicity
and flexibility are achieved through scripting, a few
problems remain. The scripting approach for work-
flow tends to be less efficient when dealing with ex-
ternal events. When running a GENIE simulation,
the user needs to keep running the script all the
time and query the central database periodically to
find work items, submit and monitor jobs, and post-
process data from completed work items. Time in-
tervals between two scheduled tasks can only be set
in a speculative mode. Events such as new work
units being added and compute tasks completing
are likely to remain unhandled for a lengthy period
of time. Callback mechanisms or publish/subscribe
mechanisms would be an optimal choice for improve-
ment. For example, the database could publish new
work as it becomes available and the clients would
subscribe for these events. However, it is difficult to

make such modifications in the Matlab scripting en-
vironment.

A further problem with hosting workflows in the
scripting environment is the lack of support for per-
sisting the state of the workflow. While it is possi-
ble for the users to manually save some of the state
information, restoring the running of a workflow in
the cases of a system or network failure is always
difficult. The GENIE workflow relies entirely on the
database for fault tolerance. The database maintains
the state of the study and the workflow is invoked at
regular intervals to make any progress that it can.
In the event of failure the workflow exits - the trans-
actions on the database recover to a consistent state
and the processing will be attempted again on the
next invocation. This relies upon a user to schedule
a regular invocation of the scripted workflow. There
is no persistence in the operation of the workflow.

Finally, implementing the GENIE workflow in the
Matlab script effectively ties the system to a single
user environment. Workflows in scripting languages
are also less well-structured and might require in-
dividual human knowledge to interpret or modify.
This makes it hard to maintain or to try to reuse
the workflows.

To address these problems, we have exploited the
WF technologies to develop a dynamic and robust
workflow implementation which actively manages
the operations of the GENIE simulations with im-
proved efficiency and stability.

4. Windows Workflow Foundation

Windows Workflow Foundation (WF) [31] is a
Microsoft technology for quickly building workflow
enabled applications. It consists of a programming
model, a host engine and tools for defining, execut-
ing, and managing workflows. WF significantly en-
hances a developer’s ability to model and support so-
phisticated science and engineering processes. Being
part of the recently released .NET Framework 3.0,
WF can be seamlessly integrated with other NET
technologies to provide a solid base for the design
and running of Earth system simulations.

4.1. Workflow Design with WF

WEF supports two built-in workflow styles: sequen-
tial workflows, which carry out a series of operations
in a pre-defined pattern, and state machine work-
flows, which are driven by external events. This en-
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Fig. 1. UML sequence diagram of the workflow enacted in the Matlab problem solving environment.

ables WF to accommodate both the well structured,
automated system workflows and the loosely de-
fined, flexible human workflows. WF adopts a com-
ponent like approach, where each step of a workflow
can be implemented by a specific piece of software
called ‘activity’. A base activity library is supplied
which contains a group of pre-defined activities most
commonly used in both sequential and state machine
workflows. Users are also allowed to build their own
customised activities, build new activities by aggre-
gating existing ones, and reuse activities in different
workflows.

WF is a general framework not limited to a single
language or a single tool. Workflows can be created
using any programming language that is compliant
with the .NET Frameworks Common Language
Specification, such as C#, Visual Basic and Visual
C++. In addition, WF supports defining workflows
in XAML (eXtensible Application Markup Lan-
guage) [22], an XML based object initialization lan-
guage, so that different workflow designers can be
used to generate or parse WF workflows. WF also
provides its own graphical designer, usually hosted
in Visual Studio 2005, to support visual design of

workflows.

4.2. Workflow Hosting with WF

WF workflows can be hosted in any Windows
process ranging from simple console applications to
large, sophisticated enterprise services. The work-
flow execution is carried out within the WF runtime
engine, which provides important services, such as
persisting workflow state, tracking the execution,
and supporting transactions. The WF runtime can
make decisions to unload long-running workflows
that have been inactive for a period of time, and load
them back when necessary. It also works as a proxy
for all interactions between the workflow and ex-
ternal software, including Web services, in an asyn-
chronous style.

Being an integrated part of the NET Framework,
it is possible for WF workflows to take advantage
of other Microsoft technologies including Windows
Communication Foundation (WCF) [21], Windows
CardSpace [2] and MS SQL Server 2005 [20] to
address problems such as communication in a dis-



tributed environment, federated security control
and data access. Application of some of these tech-
nologies together with WF can be found in our work
on the Earth system modelling workflows, which is
discussed in the following section.

5. A Composite Workflow for GENIE
Simulations

A number of key components have been devel-
oped for the GENIE project to facilitate the run-
ning of Earth system simulations. These include a
shared database hosted in Oracle 10g which con-
tains the definitions, states and results of the exper-
iments, a number of gateway systems to integrate
compute resources from different HPC platforms in-
cluding Microsoft Windows Compute Cluster Server
[18], Condor [32] and Globus [11], and a shared file
store managed by using the Geodise Toolkit [10]. In
order to bring these components together in a single
system that performs the Earth system simulations,
a composite workflow has been implemented using
the WF technologies. Figure 2 shows the structure
of the WF based Genie system.

The WF application complements the scripted
Matlab clients and provides a constantly running
process to progress the simulations in the exper-
iment. The workflow runtime engine enacts the
workflow of Figure 3 (which we discuss below). WF
uses a Microsoft SQL Server database to persist
the workflow. The Resource and Job services man-
age the interface between external events and the
running workflow. Windows Communication Foun-
dation and Windows Presentation Foundation are
used to provide a robust interface to the workflow
via a web browser for the end user. An Internet Ex-
plorer 7 browser is required for our implementation
but in principle the interface could be made avail-
able via the web service to an Ajax enabled browser.

The design of the linear scripted workflow from
the Matlab environment has been re-factored for
asynchronous execution in an event driven environ-
ment. Figure 3 shows the sequence diagram for the
WF system deployed to manage GENIE simula-
tions. There are a number of key improvements to
the design of the system:

(i) The user can interact with a continuously run-
ning workflow and is able to add and remove
resource on which the compute jobs are per-
formed. The workflow now manages the entire
experiment through to completion and only

terminates once all simulations are complete.
WF provides the robust environment in which
the workflow can remain operational for the
duration of the experiment and therefore guar-
antees completion. This provide a much more
reliable solution because it removes the depen-
dence on participants maintaining cron jobs or
scheduled tasks to regularly invoke the Matlab
client.

(ii) Asynchronous calls are made to the methods
of the Find And Submit Work and Post Pro-
cess activities. This means that job polling,
post-processing and the submission of new
work can all be carried out concurrently. In
an event driven environment this improves
the efficiency with which compute jobs are
managed and increases the throughput of the
system.

(iii) The retrieval of job handles from the database
is eliminated from the workflow because WF
maintains its own register of active jobs. The
active job handles are still archived after job
submission in order to ensure that the Matlab
clients can continue to function and operate
along side the WF solution.

The Genie WF workflow implementation auto-
mates the operations and interactions on the system
components. Figure 4 shows the main part of the
design of the GENIE workflow in Microsoft Visual
Studio 2005. The workflow is composed of activi-
ties that have been placed onto the design surface
from the toolbox side bar. There are many types
of activity that can be used to construct workflows
in WF but we limit our discussion here to describ-
ing the main features exploited in the GENIE work-
flow. The toolbox provides access to a base activity
library (BAL) comprising many of the basic logi-
cal building blocks required for most workflows and
also to more complex activities, such as components
for invoking web services. The toolbox also provides
access to custom activities that are added by de-
velopers to extend the functionality of WF. For the
GENIE application we have developed the GenieAc-
tivityLibrary that comprises four activities for the
management of simulations.

These components are required to implement the
functionality of the Matlab scripts from which the
application is derived. In order to build these Grid-
enabled activities the Matlab compiler was used to
generate a binary executable form of each script.
This had the great advantage of building the appli-
cation with well tested, understood, reliable and ro-
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Fig. 2. The Complete Structure of the WF based GENIE Simulation System.
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Fig. 3. UML sequence diagram of the workflow enacted in Windows Workflow Foundation.

bust underlying functionality for interfacing to the

GENIE database and managing simulations on het-

erogeneous Grid computing resource. The custom

activities were generated by wrapping system calls
to these Matlab executables. The separate activities
provide the following functionality:

— CreateExperimentActivity enables simple one-
and two-dimensional parametric studies to be
defined in the database.

— SpecifyResourceActivity handles the addition and
removal of resource definitions by the user.

— FindAndSubmitWorkActivity invokes the com-
piled binary version of the Matlab scripts that

query the database for incomplete simulations

and submit compute jobs to available resource.
— ImageActivity generates plots to show the

progress of the experiment.

The application coordinates these custom activ-
ities using a sequential workflow that consists of a
while loop activity which contains a single parallel
asynchronous event listening activity that waits for
the following changes in the state of an experiment:
newly specified resources, changes of job states and
completion of work item post-processing. This not
only provides a more responsive solution than the
original scripted polling, but also achieves better ef-



ficiency and robustness of the system by allowing the
runtime to persist workflow instances in a database
and unload them during periods of idleness. All of
the asynchronous events are indications that either
compute resources have become available or subse-
quent work items are now available. Consequently,
a find work activity is performed after any one of
these events has occurred.

The Genie workflow employs a set of external
data exchange services that run within the workflow
runtime. These services provide the means by which
events occurring within the experiment system are
passed into the workflow. When compute jobs are
submitted, the workflow registers their identifiers
with the Job Service which is responsible for mon-
itoring the jobs’ running statuses. The Job Service
notifies the workflow instance of changes to the
job status by firing a batched ‘jobStatusChanged’
event. In addition, the Job Service also performs
asynchronous post-possessing of results from com-
pleted jobs when the workflow receives a ‘jobSta-
tusChanged’ event of either ‘Completed’ or ‘Failed’.
Another external data exchange service, the Re-
source Service, allows the users to instruct the
workflow to create new experiment work units by
registering additional compute resources with it.

Based on the Windows platform and the .NET
3.0 technologies, the GENIE workflow can easily be
interacted with using secured and reliable commu-
nication supported by WCF. It is therefore possible
to host the workflow on an independent server and
steer the running of the workflow from a separate
client, which can be disconnected from the GENIE
system without affecting the running of the experi-
ments. This mode is ideal for the Earth system simu-
lations, which often run for a lengthy period of time.
To facilitate the use of the GENIE system in such
a disconnected client mode, we have developed a
browser based client application using the Windows
Presentation Foundation (WPF) [30]. The client can
be loaded in a web browser on any computer with
the .NET 3.0 runtime without installation. Figure 5
shows the running of the browser based client appli-
cation in monitoring workflow status and displaying
results.

6. Ocean Circulation Bi-stability Study

The world’s oceans play an important role in de-
termining climate both regionally and globally. The
waters of the world’s oceans circulate the planet in

a system of surface and deep currents collectively
known as the global ocean conveyor belt or ther-
mohaline circulation. An important aspect of global
ocean circulation is the strength of the meridional
overturning circulation (MOC) in the Atlantic which
affects the climate in North West Europe and else-
where in the world. Under global warming scenarios,
changes to atmospheric moisture transport proper-
ties could lead to a collapse of the Atlantic MOC
from its present “on” state to an “off” state in which
the northerly flow of warm surface water is dramat-
ically reduced causing Europe to experience a rela-
tive cooling. Understanding the behaviour and sen-
sitivity of the Atlantic MOC to changes in atmo-
spheric moisture transports is therefore important in
assessing the potential impacts of climate change. Of
particular interest is the possibility of an irreversible
transition between the “on” and “off” states. If an-
thropogenic climate change were to cause a collapse
of the Atlantic MOC would there be a barrier to
recovery to the present day “on” state? Further-
more, how would such a change in ocean circulation
feed back on the level of atmospheric carbon dioxide
(CO2)?

To demonstrate the WF based GENIE system, we
extend previous systematic 2-parameter studies of
bi-stability in the Atlantic thermohaline circulation
[14,6] using a new Earth system model from the GE-
NIE framework. For this work we use a model that
introduces atmospheric chemistry and ocean biogeo-
chemistry modules and provides a full atmosphere—
ocean carbon cycle. The study investigates the CB-
GOLDSTEIN composition constructed in the GE-
NIE framework (genie_eb_go_gs_ac_bg), which con-
sists of a 3D frictional geostrophic ocean coupled to
a simple 2D energy-moisture balance model and a
2D sea-ice component. A carbon cycle is introduced
by integrating atmosphere and ocean biogeochem-
istry components in the model. Following Marsh et
al. [14] the study seeks to investigate the proper-
ties of the Atlantic MOC as a function of two of the
key parameters that dominate atmospheric moisture
transport in the atmosphere model:

— FW: Zonal moisture transport from the Atlantic
to the Pacific

— K,: Atmospheric moisture diffusivity - principally
controls meridional moisture transport between
the equator and poles

For this study each model is run for a total of
5,000 simulation years requiring a total of ~ 10
hours of CPU time on an average desktop machine
(e.g. Intel P4 2.6 GHz) compared to the ~ 2 hours
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for the previous study. This necessitates an alterna-
tive approach to the Condor cycle stealing methods
used in the initial study [14]. We exploit the WF
client in conjunction with Matlab clients to progress
the simulations defined for the study using both in-
stitutional and national compute resources.

The experiment proceeds by performing an initial
factorial sampling of the parameter space by defin-
ing an evenly distributed 11 x 11 model evaluations
in the database. This comparatively coarse sampling
is sufficient to identify a region of collapse in the
Atlantic MOC. Taking the extreme end points from
the “top-left” and “bottom-right” points of the ini-
tial sampling we obtain models with strong “on” and
“off” states of the Atlantic MOC. Identical parame-
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ter space samplings are then defined in the database
using these end-states as initial boundary conditions
for an identical set of simulations. These repeat en-
sembles therefore examine the stability of the “on”
and “off” states as a function of the atmospheric
moisture transport properties. Once the initial sam-
pling is complete an analysis script in the Matlab
client is used to add new evaluation points (simu-
lation configuration files) in the parameter space in
the regions of interest — in particular the emerging
region of bi-stability of the model. The WF client
manages the execution of the ensembles over the re-
sources provided by the users. The addition of new
ensemble members provides new work units for the
workflow to manage and users resume the study at
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their convenience.

The results of the initial sampling of atmospheric
moisture transport parameter space are presented
in Figure 6. Figure 6(a) summarises the resource us-
age in performing the initial ensemble. The distri-
bution of compute jobs broadly reflects the relative
numbers of single concurrent compute tasks that the
schedulers on each system allow to a single user. The
distribution of simulations across the resource pool
is plotted in the parameter space in Figure 6(b). The
user additions of model runs are focused along the
“cliff-edge” of THC collapse (Figure 6(c, d)) where
the narrow region of bi-stability emerges.
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The EMBM atmosphere component of the GE-
NIE model provides the option for the radiative
forcing of the Earth system to be determined by
the concentration of greenhouse gases in the at-
mosphere. We have performed this study using
genie_eb_go_gs_ac_bg with both interactive and non-
interactive COs5 in the atmosphere. In the interac-
tive CO2 model, the energy balance at the surface
of the planet is determined in part by the concen-
tration of CO4 in the atmosphere. Changes in the
properties of the carbon cycle as a result of the
moisture transport anomalies therefore feed back
in to the radiation budget of the planet. In the
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Fig. 7. Range of maximum Atlantic meridional overturning circulation as a function of the atmospheric moisture transport
parameters for a) interactive CO2 and b) non-interactive CO2. The model with best fit to present day climate is indicated by

the white dot.

non-interactive CO2 model the radiative forcing
due to COq is fixed at 280 ppmv. Comparison of
the bi-stability of the model with and without an
interactive carbon cycle in the atmosphere provides
insight into whether CO45 enhances the stability of
different states of the ocean circulation.

The bi-stability of Atlantic meridional overturn-
ing circulation is shown in figure 7 for interactive and
non-interactive CO2. The accompanying changes in
the concentration of atmospheric carbon dioxide are
shown in figure 8. Several new findings arise:

(i) The tuned 16-level model has a narrower re-
gion of bi-stability than the original 8-level
model (comparing Fig. 7 with Fig. 8b in Marsh
et al., 2004 [14]).

Atmospheric carbon dioxide (CO3) increases
by about 20 ppmv when the Atlantic MOC col-
lapses (see minima in Fig 8) because of a less
effective ‘solubility pump’ of CO3 from the sur-
face to depth in the ocean, which is enhanced
by a vigorous overturning circulation.

The range of maximum Atlantic MOC shows a
slightly wider and more extensive region of bi-
stability with interactive CO2 (Fig. 7a) than
without (Fig. 7b), indicating that the increase
(decrease) in CO4 caused by a collapse (re-
covery) of the Atlantic MOC acts to slightly
maintain whatever is the initial state.

Significant differences in CO5 are seen be-
tween different restarts in parts of the param-
eter space away from the ‘threshold zone’ (no-
tably a 5-15 ppmv reduction restarting from
the “off” state at logio(K,) > 6.4) - see Fig.

(i)

(iii)

(iv)
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8e,f - because components of the circulation
other than the Atlantic MOC are also chang-
ing, with implications for carbon uptake.

7. Conclusions

In this paper we have demonstrated how the
Windows Workflow Foundation technologies can
be exploited to implement scientific workflows for
e-Science systems such as Earth system modelling
in the GENIE project. We reviewed features of WF
technologies and explained how they have been
deployed in the GENIE framework to facilitate
coordinated operations among various distributed
components. The WF system improves on the pre-
vious Matlab scripting approach because it exploits
an off-the-shelf workflow product and therefore
benefits from support for event driven enactment,
workflow persistence, improved fault tolerance and
managed message queuing. The user experience in
both design and management of GENIE workflows
benefits from both the Microsoft Visual Studio IDE
and the Windows Presentation Foundation which
delivers a browser based client interface. The WF
system is complementary to the existing software so
the Matlab problem solving environment can still
be used to perform numerical analysis of the results.

The WF application has been implemented by ex-
ploiting compiled versions of Matlab scripted activ-
ities. This ensures that the functionality of the sim-
ulation management system is identical to the client
it complements. Future development of this system
will implement a native interface to both the Globus
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resources exploited for compute jobs and to the GE- in WF. In addition to simplifying the overall deploy-
NIE database web services interface. This will in- ment the implementation of the system in WF will
volve implementing the scripted Matlab workflows also provide a more integrated error handling model
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to deal with potential causes of failure in the sys-
tem. With the Matlab activities the WF application
cannot provide any additional error checking so any
failures in the job life cycle can result in the work
being abandoned and the simulation continued at
a later invocation of the workflow. By providing an
implementation in WF of the core activities we will
be able to move away from the legacy persistence
model where the Oracle database provides the fault
tolerance.

A study of the bi-stability of the Atlantic merid-
ional overturning circulation in a GENIE model has
been carried out to investigate the effects of an inter-
active carbon cycle in the atmosphere. Atmospheric
CO;, feeds back (via the radiative “greenhouse” ef-
fect) on climate, with further implications for the
ocean circulation and the carbon cycle. There is
some evidence that the introduction of a full carbon
cycle within the ocean and atmosphere components
acts to enhance the bi-stability observed in the ocean
circulation states. In a small range of 2-parameter
space, where the two key parameters exert a strong
influence on the hydrological cycle, the model At-
lantic MOC is stable in two distinct states: “on” or
“off”. The Atlantic MOC plays an important role in
the uptake of atmospheric COs: in the MOC “off”
state, uptake is somewhat compromised, and atmo-
spheric COq levels are consequently higher by up to
20 ppmv. In conclusion, we note that such changes
in CO4, as a consequence of major changes in the
hydrological cycle and the global ocean circulation,
may have occurred under glacial climate, when these
key elements of the Earth System were episodically
disrupted [15]. It remains to see whether a similar
positive feedback unfolds in the coming decades, as
rising COx, levels drive climate change that may trig-
ger a substantial reduction in the Atlantic MOC [16],
leading to further increases of atmospheric COs.
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