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Abstract

Preventive healthcare requires continuous monitoring of the blood pressure (BP) of patients, which is not feasible
using conventional methods. Photoplethysmogram (PPG) signals can be effectively used for this purpose as there is a
physiological relation between the pulse width and BP and can be easily acquired using a wearable PPG sensor. However,
developing real-time algorithms for wearable technology is a significant challenge due to various conflicting requirements
such as high accuracy, computationally constrained devices, and limited power supply. In this paper, we propose a
novel feature set for continuous, real-time identification of abnormal BP. This feature set is obtained by identifying the
peaks and valleys in a PPG signal (using a peak detection algorithm), followed by the calculation of rising time, falling
time and peak-to-peak distance. The histograms of these times are calculated to form a feature set that can be used
for classification of PPG signals into one of the two classes: normal or abnormal BP. No public dataset is available for
such study and therefore a prototype is developed to collect PPG signals alongside BP measurements. The proposed
feature set shows very good performance with an overall accuracy of approximately 95%. Although the proposed feature
set is effective, the significance of individual features varies greatly (validated using significance testing) which led us
to perform weighted voting of features for classification by performing autoregressive modeling. Our experiments show
that the simplest linear classifiers produce very good results indicating the strength of the proposed feature set. The
weighted voting improves the results significantly, producing an overall accuracy of about 98%. Conclusively, the PPG
signals can be effectively used to identify BP, and the proposed feature set is efficient and computationally feasible for
implementation on standalone devices.

Keywords: Butterworth filters, Averaging filters, Classification, Photoplethysmogram (PPG).

1. Introduction

Wearable health monitoring technologies (smart watches,
fitness tracker, smart wristbands) are becoming widely
used by consumers for tracking and monitoring their health
conditions. It is estimated that more than 240 million
wearable devices will be shipped annually by the year
2021 [1] with an estimated revenue to cross US$ 30 Bil-
lion. Today, modern wearable devices can perform so-
phisticated tasks and constantly monitor health indica-
tors, such as glucose measurements in the blood, heart rate
variability, blood pressure readings, calories burned, steps
walked etc. Heart rate variability (HRV) is the most im-
portant parameter for predicting major cardiovascular dis-
eases in both the general population and patients. Nowa-
days, non-invasive detective methods have become a ba-
sic requirement for the wearable medical devices, espe-
cially in the scenario, when devices are used for the per-
sonal health monitoring without assistance from the nurs-
ing staff [2, 3, 4]. The bio-signal is highly related to the
cardiovascular conditions and thus can be an efficient way
to detect the heart diseases by estimating the Blood Pres-
sure (BP).

One way to measure the BP is through arterial tonome-
ter [5, 6]. The heart-to-beat waveform can be measured
from arterial tonometer but is strongly subject to mo-
tion artifacts caused by high sensitivity, sensor placement
and movement [7]. Cuff sphygmomanometer is the most
standard non-invasive technique that is used to measure
BP [8]. Continuous measurement of BP using this tech-
nique requires periodic cuff inflation and deflation, thus is
not suitable for the continuous measurement of BP. The
correlation between BP and Pulse Transit Time (PTT) has
also been used to estimate the BP [9, 10, 11]. Specifically,
PTT is the time interval for the arterial pulse pressure
wave to travel from the aortic valve to the peripheral site.
It is widely known that the PTT varies inversely with BP
changes and can be used for the cuffless and continuous es-
timation of BP. Usually, the time interval between R-wave
in the electrocardiography (ECG) signal and the peak of
the peripheral pulse is selected as the PTT [12]. The pe-
ripheral pulses are recorded at the fingertips using PPG
signals sensors (Fig. 1).

The risk of having hypertension (BP issues) is no longer
imminent only in aged patients but is also the younger peo-
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ple are also having the risk of cardiovascular diseases [13].
To identify cardiovascular events, the Electrocardiogram
signal has been widely used for tracking abnormalities in
patients. However, to collect the ECG parameters, it is
necessary that several bio-electrodes are placed at various
parts of the human body which might become complex
in emergency conditions and also requires the assistance
of technical personnel. Alternatively, Photoplethysmogra-
phy (PPG) can be used as a heart monitoring technique.
Specifically, PPG technique uses infrared light to measure
the blood volume changes in the microvascular bed of tis-
sues by using a pulse oximeter [14].

To effectively calculate BP, most of the previous works
are focused on the calculation of PTT from both the PPG
and the ECG signals. This requires affixing of sensors on
the chest of the patients due to which, the calculation of
BP on the fly is not feasible for the continuous seamless
monitoring. More recently, researchers have found that
PPG signals can be used for estimating BP levels. This
presents two major gaps in this area of research: 1) Given
that the aim of this work is to use wearable sensors for
preventive healthcare, it is imperative that the algorithms
developed can work in real-time on devices which are com-
putationally less powerful, and 2) The system should be
able to raise alarms for commercial usage of the devices
in a more reliable manner. In this context, it is possible
to further simplify the research problem: since the work
is mainly focused on preventive healthcare [15], the aim of
systems is more inclined towards the detection of abnor-
mal BP rather than being able to measure the exact value
of BP as already achieved in [16]. In this paper, we aim to
propose a novel method to detect an abnormality in the
BP using PPG signals acquired from the pulse oximeter
sensor. The method is based on de-noising of the signal,
followed by the peak detection in PPG signals. After peak
detection, different features are extracted which are then
passed through the machine learning module for detect-
ing abnormalities in BP. The major contributions of this
paper are as follows.

• Data collection: We have devised an experimental
protocol that can be used to collect PPG dataset.
The proposed system uses an embedded system (Ar-
duino board) and the pulse sensor to collect the data.
Along with the PPG signals, the BP readings of the
subjects are simultaneously recorded to validate the
correlation between the physiology of PPG signals
and BP.

• Feature extraction: We have proposed a novel tem-
poral feature set that can be used for the identifica-
tion of BP. Prior to feature extraction, de-noising of
the signals is performed for detecting the peaks and
valleys in a PPG signal. This is followed by the fea-
tures that have been proposed i.e. the rising time,
falling time and peak-to-peak distance.

• Feature analysis: We analyzed the statistical signif-

Figure 1: A PPG signal obtained after preprocessing followed by
butterworth filtering.

icance of each feature set by calculating their vari-
ations for the normal and abnormal cases and cal-
culate their individual and collective performances
using different machine learning methods.

• Weighted voting: We have proposed a feature vot-
ing strategy based on autoregressive modeling to cal-
culate weights assigned to individual features in the
least square manner which significantly improves the
classification results.

Rest of the paper is organized as follows: We review ex-
isting work (Section 2) followed by a description of dataset
(Section 3) . Later, we present the proposed approach
(Section 4) followed by a description of the experimental
setup (Section 5). The classification results are presented
in Section 6 and detailed discussion is provided in Sec-
tion 7.

2. Background and State of the Art

This paper is focused on using PPG signals to achieve
continuous measurement of BP for elderly and vulnerable
patients by exploiting the physiological relation between
pulse width and BP. In particular, we model this chal-
lenge as a general classification problem leveraging features
which can be used to identify if a patient has a normal or
abnormal BP. Within this context, the research presented
in this paper is relevant to multiple domains such as anal-
ysis of PPG signals and classification. In this section, we
present background on the PPG signal, the motivation of
this work and state of the art on the use of estimating the
blood pressure through sensor devices.

2.1. Photoplethysmogram (PPG)

PPG is a pulsating wave produced by a pulse oximeter
and has been traditionally used to measure oxygen satu-
ration, blood pressure, and other vital functions. A pulse
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oximeter is often used to have a PPG which measures
light changing and absorption through the skin. With
each cardiac cycle, the heart pumps blood to the periph-
ery [17],[18]. Even though this pressure pulse is somewhat
damped by the time it reaches the skin, it is enough to dis-
tend the arteries and arterioles in the subcutaneous tissue.
The change in volume caused by the pressure pulse is de-
tected by illuminating the skin with the light from a light-
emitting diode (LED) and then measuring the amount of
light either transmitted or reflected a photodiode (Fig. 2).
Because blood flow to the skin can be modulated by multi-
ple other physiological systems, the PPG can also be used
to monitor breathing, hypovolemia, and other circulatory
conditions [19]. Figure 1 represents the PPG signal taken
at the fingertip. It shows the movement of blood in the
form of wavelike motion in the vessels, which start from
the heart and ends at the fingertips. Each cardiac cycle
starts with the peak signal. Beside fingertips, PPG sig-
nal can also be obtained from other body parts, for exam-
ple, the vagina (vaginal photoplethysmograph), the clitoris
(clitoral photoplethysmograph) and the esophagus.

2.2. Motivation

The blood pressure and heart rate monitoring approaches
based on the PPG sensors or wearable have many ad-
vantages over the ECG-based monitoring systems. For
example, the PPG device needs to be placed at a single
part of the body thus minimizing the overall cost. On the
other hand, the traditional ECG based approach requires
to place the ECG bioelectrodes to be placed at least three
places(such as the left arm, right arm, and right leg). The
PPG device is easy to use and can be used even under seri-
ous conditions. Lately, PPG signals have been widely used
for analysis purposes. For instance, Fleming et al. [21]

Figure 2: Principle of the PPG signals (adapted from [20]).

present a comparative analysis of different signal process-
ing techniques to extract breathing rate from the PPG.In
addition to this, PPG signal has been also been used to
extract the breathing rate [22] [23] [24]. Whether used to
monitor breathing rate or blood pressure, a common non-
invasive technique to gather PPG signal is through the fin-
gertip of the patient. In this context, Elgendi [25] provides
an account of challenges in the pre-processing stage which
can influence the quality of the PPG signal and therefore
make any diagnosis based on it. These challenges include
powerline interference, motion artifact, a low amplitude
PPG signal, and premature ventricular contraction.

2.3. State of the Art

One of the motivations of using PPG for blood pres-
sure monitoring is to achieve a continuous and non-invasive
way of conducting the measurements. Contrary to the tra-
ditional method of using cuff-based sphygmomanometer,
there have been advancements in wearable technologies
promoting non-invasive measurements. These are termed
as cuffless, and systems such as Finapres (Finapres Medi-
cal Systems, Netherlands) represent such systems. Sharma
et al. [26] present a review of recent developments in blood
pressure monitoring using cuffless approaches, highlighting
challenges such as calibration frequency and the inclusion
of heart rate as part of measurements to improve the per-
formance efficiency. Su et al. [27] presented a design that
estimates the systolic blood pressure of patient or object
through the use of non-wearable hydraulic bed sensor sys-
tem that is placed underneath the mattress of a patient.
The design requires the bed sensors and only achieve an
accuracy of a maximum of 90%. With respect to the use
of PPG for blood pressure monitoring, Shaltis et al. [28]
present efforts to develop a self-contained, wearable blood
pressure monitoring sensor using PPG. Authors have fo-
cused on the miniaturization of the device so as to address
the physical hindrance caused by the traditional cuff mon-
itors when operated for continuous real-time monitoring.
In fact, this approach is not isolated and there are mul-
tiple different efforts to creating devices and methods to
achieve no-intrusive blood pressure monitoring using PPG
as illustrated in [24, 29, 30, 31, 32]. A common character-
istic shared by these approaches is their focus on creating a
smaller cuff (for instance a finger cuff) envisaged to reduce
the hindrance caused due to traditional sphygmomanome-
ter. In addition to these approaches, [33, 34, 35] represent
efforts to introduce novel methods to achieve continuous
PPG measurements for blood pressure monitoring such as
on a toilet seat which can be beneficial for elderly and less
mobile patients. In addition to the above efforts, Kurylyak
et al. [36] proposed a neural networks based approach to
estimate blood pressure from the PPG signal. The au-
thors used 21 different parameters to define input vectors
for the heartbeats which have been then analyzed con-
ducting a comparative performance analysis between neu-
ral networks and linear regression models. Ahmed et
al. [37] proposed cloud-based automated heart monitoring
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system. To this extent, the authors collected data from
subjects using the Electrocardiogram (ECG) wearable de-
vices that measure the heart rates of the subject. The sys-
tem provides on-demand and urgent monitoring to people
living in the remote areas of the country. Rodrigues et al.
[38] present a comprehensive review of systems that have
proposed for healthcare systems based on the Internet of
Health Things (IoHT). Authors have identified challenges
in the design of IoHT system and provided a system for
future trends. Mukhtar et al. [39] analyzed the cloud of
Things (CoT) architectures from the perspective of its us-
age for efficient and smart healthcare.

: Recently, researchers have opted to perform feature
extraction from PPG signals using temporal, spectral and
hybrid (wavelet based) features [40, 41, 42] but all these
methods pose certain limitations: the temporal-based meth-
ods are generally using some features that are based on in-
dividual samples from the signals such as maxima, minima
etc. Such features are not statistical and may actually be
the results of some outliers such as the displacement of the
sensors, movement artifacts etc. The spectral features are
generally more useful as they can help in the reduction
of noise but it should be noted that the feature extrac-
tion technique should be computationally less expensive.
In this paper, we address these issues by using temporal
features which take the statistical properties of the PPG
signals into consideration, thus proving to be a powerful
feature set for the detection of abnormal BP from PPG
signals.

Classification is a well-establish research domain within
mathematics and statistical analysis with one of the early
works presented by Fisher in [43]. In modern scientific
developments, classification is generally understood cou-
pled with machine learning approaches such as decision
trees, support vector machines, neural networks, and ge-
netic algorithms. As classification approaches generally
aim to identify patterns or feature representations to seg-
regate items within a dataset, its applications are wide-
ranging such as customer churn analysis [44], intrusion de-
tection [45, 46], healthcare monitoring [47] and spam call
identification[48]. All these approaches aim to identify a
set of features which can facilitate segregating individual
data items followed by the application of supervised or
unsupervised machine learning algorithms to achieve an
intelligent and efficient classification of data under consid-
eration.

3. Dataset

The need to acquire this dataset arises from the fact
that until now, to the best of our knowledge, there is no
data collected from the PPG sensor for which the BP read-
ings are also available. The main challenge in collecting
such data is that the most commonly used PPG finger sen-
sors used in the emergency departments of the hospitals
are typically restricted for access. Secondly, any interven-
tion with the hospital equipment is typically not allowed

Table 1: Details of the collected data.

Name Gender Age BP Class

Subj1 M 20 110/70 Normal
Subj2 M 21 110/90 Normal
Subj3 F 20 110/80 Normal
Subj4 F 21 100/70 Normal
Subj5 F 22 100/60 Normal
Subj6 M 23 120/80 Normal
Subj7 M 21 120/80 Normal
Subj8 F 42 140/70 High
Subj9 F 55 170/90 High
Subj10 F 50 150/90 High
Subj11 F 60 150/90 High
Subj12 F 60 140/80 High
Subj13 F 55 150/100 High
Subj14 F 37 90/60 Low
Subj15 F 19 90/60 Low
Subj16 F 40 150/100 High
Subj17 F 45 140/80 High
Subj18 F 45 170/100 High
Subj19 M 20 110/70 Normal
Subj20 M 21 110/90 Normal
Subj21 F 20 110/80 Normal
Subj22 F 21 100/70 Normal
Subj23 F 22 100/60 Normal
Subj24 M 23 120/80 Normal
Subj25 M 21 120/80 Normal

especially in the emergency departments. The challenge
can be potentially mitigated by using one of the modern
smartwatches that are commercially available. But unfor-
tunately, the collection of the raw PPG data from the sen-
sor in those cases is not very straightforward. Given all
these factors, we designed an embedded system (device)
in order to acquire data. This device consists of a pulse
sensor, connected to the Analog-to-Digital converter of an
Arduino board. The sensor records PPG signals from the
patients whose BP is measured alongside. Therefore, data
collected from these experiments can be used to establish
an effective connection between the morphological changes
taking place in the PPG signals and its relation to one of
the most important biomarkers that are used to assess the
health of a human i.e., Blood pressure.

The data that has been used for our experiments have
been collected at the Combined Military Hospital, Rawalpindi,
Pakistan during routine clinical practice. The patients
were paying a visit to the medical specialist before which,
the BP readings of the patients were recorded. During
the measurement of BP, the device that we designed was
used to collect the PPG signals from the fingertips of the
patients. In total, we collected data from 25 patients out
of which 14 patients had normal BP and 11 patients had
abnormal BP. The names and identity of the patients are
anonymized to protect the privacy of the patients. It is
important to note that in all the data that has been col-
lected, there were only two patients where the BP reading
showed an abnormal value. This is a small number and
any machine learning algorithm will not be able to per-
form classification with a satisfactory, statistically signifi-
cant analysis. Given this, we aim to focus on a detection
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problem i.e., we aim to explore, provided a PPG signal,
whether the patient has normal BP or abnormal BP.

It should be noted that we only have two cases of pa-
tients with low BP. If we go for a three-class problem, a
reliable estimate of classification is not possible. More-
over, the application we are focused at relates to preven-
tive healthcare which will not require precise values of BP.
Once an alarm is raised for a patient, they can be advised
for a thorough check-up at a medical center. Given this,
we aim for a two-class classification problem for identify-
ing patients with BP issues: Normal BP and Abnormal
BP. Any subject having BP between 100/60 and 130/90 is
taken as normal, with measurements outside of this range
regarded as abnormal. It should be noted that the BP
values are shown in Table 1 are only used for labeling the
data. The classification is performed using PPG signals
and the last column of Table 1 is used as ground truth for
validation of the classification performance.

4. Proposed Approach

The algorithm for feature extraction consists of three
stages: 1). Preprocessing, 2). Peak detection, 3). Feature
extraction, and 4). Classification.

4.1. Preprocessing

There are several challenges that have to be addressed
before the data can be presented for feature extraction.
The most significant issue is that the sensor is placed at the
fingertips and thus, a slight movement of the sensor from
its position can be a significant source of the noise. This
source of noise can corrupt the high-frequency content of
the PPF signal. Additionally, there can be some missing
samples in the data along with the presence of outliers
(samples whose magnitudes exceed a certain defined range
of permissible values) which can skew the results in an
undesired manner.

In view of the above, the acquired signal is first treated
for outlier removal. Here, outliers are defined as either
missing data points or the data points which exhibit val-
ues that are greater than 20 times the median waveform
height. After outlier removal, the signal is subjected to
low pass Butterworth filtering [49]. This is because PPG
is a low-frequency signal given that the maximum number
of beats per minute for humans is limited to 200 beats per
minutes. It should be noted that the application of this
filter on the data will remove the noise that was poten-
tially corrupting the high-frequency content in the signal.
In view of this, the cutoff frequency of the Butterworth fil-
ter is kept at 7Hz to ensure that we sample the PPG signal
at the Nyquist rate. It is expected that the neighboring
samples in the acquired signals should be highly correlated
and therefore a moving average filter is applied for noise
removal from the PPG signal.

4.2. Peak detection

After preprocessing, the filter is subjected to peak de-
tection. The peak detection usually uses the zero deriva-
tive method which is very sensitive to noise in the real
signals. To cater for this issue, we use the peak detection
algorithm proposed by Billauer et al. [50]. This algorithm
is based on a simple idea that a peak (maxima) is the
highest point in a signal between the valleys (minima).
All points lying around a peak should exhibit a lower am-
plitude. In this way, the algorithm considers a variable
window where peaks are identified around which adjacent
data points have a lower magnitude than a threshold. This
peak can be fine-tuned so that the smaller peaks are dis-
carded.

4.3. Feature extraction

The peak detection phase is followed by the feature
extraction phase (Fig. 3). A PPG waveform along with
its physiological labeling is shown in Fig. 4. In view of
this, we have identified three important features which can
be used for calculating the BP [16]. These features are,
i). rising time, ii). falling time and iii). peak magnitude.
The rising time is calculated in terms of the slope of the
PPG signal in the cycle that is preceding the peak (positive
slope) whereas the falling time is calculated in terms of the
slope following the peak in PPG signals (negative slope).
These features can be calculated for every cycle in the PPG
signals. Finally, we obtain distinct vectors for each of the
three features that have been calculated from the signal.
Finally, we obtain a histogram for each feature individually
and concatenate them forming our final feature vector that
can be used to perform the subject classification task.

4.4. Classification

We have chosen different statistical classifiers in our
work, their choice is made by their main archetypes as
explained below:

Nearest Neighbor (NN): This classifier labels an
unknown object with the label of the majority class of
its ’k’ neighbors in the feature space [51]. The distance
between an object and its nearest neighbors is measured
in the Euclidean sense.

Support Vector Machines (SVM): The SVM, orig-
inally proposed by Vapnik et al. [52] mainly consists of con-
structing an optimum hyperplane that maximizes the mar-
gin of separation between two different classes. This ap-
proach typically constructs the classification models which
have excellent generalization ability thus making it a pow-
erful tool in various applications. For our implementation,
we have used SVM with the linear kernel for classification.

Decision Trees (DT): This classifier uses trees that
can be modeled according to a set of decision rules [53].
The learning phase generates a binary tree structure that
contains the rules that effectively predict the target vari-
able.
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Figure 3: The features extracted from PPG signals i.e., the histograms of rising time, falling time and peak-to-peak time.

Figure 4: Typical waveform of PPG and labeling of its characteristic
parameters.

Neural Networks: Neural networks are computa-
tional methods that are inspired by the biological neural
systems that constitute the human brains [52]. The goal
of this method is to emulate the human brain by making
decisions followed by backpropagation (passing informa-
tion as feedback) and adjust the network to reflect this
information.

4.5. Weighted Voting of classification

The feature extraction module is followed by feature
selection. In the proposed method, the feature extraction
methodology yields a small number of features. This is be-
cause of the rising time, falling time and peak-to-leak times
are histogrammed with a small number of bins. Although
the number of features is already limited, the contribu-
tion of each feature towards classification is significantly
different. This is evident from a statistical analysis of the
histograms showing that the features with the highest sig-
nificance are the peak-to-peak times, followed by the rising
time, and then the falling time of the PPG signal. Given

Algorithm 1 BP detection

1: procedure Blood Pressure Detection
2: Input: PPG signal
3: for each Signal do
4: Outlier removal: find missing datasamples and

outliers (samples deviating from 20 times the median
of the waveform)

5: Butter low pass filtering
6: Peak detection using Billauer et al. [50]
7: Feature extraction: rising time, falling time,

peak magnitude
8: end for
9: Calculate histograms of rising time, falling time

and peak magnitude
10: Perform detection using machine learning
11: end procedure

this, it is clear that the contribution of each feature to-
wards classification is different. Consequently, we have
to learn the weights corresponding to the contribution of
these features. For simplicity, assuming that there exists
an autoregressive (AR) model between the actual and pre-
dicted outcome, we know that

X = w.P (1)

where w is a vector having the AR predictive coef-
ficients. The weights can be calculated using the Least
square sense as follows:

w = (XTX)−1XTP (2)

where (XTX)−1XT is the pseudo-inverse of the matrix
X. Once the weights are learned using the training data,
they are used for the testing data such that the outputs of
classifiers using individual features are obtained followed
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by their corresponding weighting using the weights learned
through the autoregressive (AR) models, giving the final
output of the classifiers.

Algorithm 2 Classification weighting

1: procedure Weighting
2: Input: Classification labels for individual features
3: Perform AR modeling on training data X = w.P
4: Calculate w = (XTX)−1XTP
5: for each testing sample do
6: Calculate features
7: Perform classification using individual features
8: Calculate final classification using learned

weights
9: end for

10: end procedure

5. Experimental setup

One of the challenges that are faced in this study is
the amount of dataset to validate the proposed method,
which is limited. We have data available from 25 patients
which is a relatively small number in order to reliably
train the classifier. Therefore, it is not feasible to split the
dataset into training and testing sets as this will not result
in the performance evaluation that is statistically signifi-
cant. To mitigate this problem, we opted to perform cross-
validation for training and testing. We have performed
two types of cross-validation: 10-fold cross-validation (CV)
and leave-one-out cross-validation (LOOCV). Although we
are aware that LOOCV would result in overfitting, how-
ever, it is inevitable to use it since the size of the dataset
is small. To further strengthen the experimental setup
and validate the statistical significance of the experimental
evaluation, we repeated the experiments 100 times using
random configuration (selection) of the training and test-
ing folds (for 10 fold CV). To this extent, we have used
paired t-test to perform significance testing of the perfor-
mance.

In our experiments, we have used four different classifi-
cation algorithms to validate the performance: SVM, 1NN
and DT. This choice is motivated by the fact that each
one of them presents a distinct class of machine learning
methods. As compared to the neural networks, all these
methods belong to relatively simpler types of algorithms.
SVMs (linear kernel) and 1NN are linear classifiers and us-
ing these methods, it is possible to assess the strength of
the feature extraction methods. This is because by using
a complex classifier such as neural networks, the load of
better classification is shifted onto the classifiers and it is
not possible to evaluate the strength of the features.

Most state-of-the-art methods used for calculation of
BP use signals from two different modalities: PPG and
ECG. The correlation between BP and PTT is a feature

Predicted
normal abnormal Total

Actual
normal TP FN TP + FN
abnormal FP TN FP + TN
Total TP + FP FN + TN N

Table 2: Confusion Matrix.

that is utilized to calculate the BP which is measured us-
ing both the PPG and ECG signals. Given that our ob-
jective in this paper is asses a direct correlation between
BP and PPG signals, we extract the features directly from
the PPG signals and classify the signals as being acquired
from a subject having normal or abnormal BP. So we do
not perform any comparison with any other feature extrac-
tion methods. We do understand that we are not measur-
ing the exact reading of the BP, but the aim of this study
is to devise a mechanism using which an alarm can be
generated so that the users can seek medical attention.
Consequently, the scope of the problem involves the iden-
tification of abnormal blood pressure and is thus a two
class problem.

As an extension to the existing methods, we have also
performed weighting of classifier outputs using auto-regressive
modeling. To achieve this, we perform 10-fold cross-validation.
The weights, w are learned using the training sets and
later the classification outputs using individual features is
obtained followed by weighting using the learned weights.
We have not used LOOCV on this experiment as this could
lead to over-fitting of the learned weights.

5.1. Evaluation Metric

The proposed approach is evaluated using standard
machine learning and information retrieval metrics, namely,
the true positive rate (TPR), the false positive rate (FPR),
the precision, the recall, and the F-score. The TPR rep-
resents the ratio of objects classified to have high blood
pressure to the total number of objects who actually have
high blood pressure in the dataset. The FPR represents
the ratio of objects with normal blood pressure classified
as abnormal blood pressure. The F-Score is the harmonic
mean of precision and recall as given in an Equation 5.

Recall =
TP

TP + FN
(3)

Precision =
TP

TP + FP
(4)

F − Score = 2 ∗ Precision ∗Recall
Precision+Recall

(5)

6. Performance Analysis

In this section, we present performance results for dif-
ferent machine learning methods.
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Table 3: p-values obtained for different types of features for discrim-
inating between normal and abnormal BP

Features p-values

Rising time 0.0043
Peak-to-peak time 6.53e-04

Falling time 0.83

6.1. Basic Classification Results

An immediate conclusion from the experiments is that
the proposed methodology can be used for the detection
of BP abnormalities with high accuracy (Table 4 and 5).
Experiments show that all classification methods perform
reasonably well with neural networks demonstrating best
overall results. The good performance of SVM with a lin-
ear kernel indicates that the features we have obtained are
linearly separable. Therefore, they are discriminative and
can be linearly mapped towards the detection of BP prob-
lems. The results are consistent irrespective of the test bed
used to carry out the experiments (10-fold cross-validation
and LOOCV). In addition to the classification accuracy,
we have also calculated the running time of the proposed
algorithm. To do this, we record a small time window
of a signal (5s window) and calculate the temporal fea-
tures from the signal in Matlab running on a computer
with Core i5 processor and 4GB RAM. For one window,
the feature histogram was calculated within 0.21s. This
indicates that the algorithm is fast and has potentials for
real-time monitoring of the BP anomalies.

6.2. Strength of individual features

We have used histograms of three distinct features from
the PPG signal: 1) rising time, 2) falling time and 3) peak-
to-peak distance. In order to assess the behavior of these
features towards discriminating normal BP from the ab-
normal, we have performed significance testing on each of
these features i.e. adopting features for the positive and
negative classes and performed a t-test on them.

Our experiments show that falling times for the posi-
tive and negative class are not significantly different and
thus the relevant features are not a powerful indicator of
discrimination between the two classes. In contrast, the
rising time has a higher significance (p=0.0043) whereas
the peak-to-peak time has the highest significance (p=6.53e-
04) indicating that these features have the highest discrim-
ination capability towards identifying abnormal BP (Ta-
ble 6). A visual representation of the significance of these
features (Figure 5) shows that the peak-to-peak times of
these features vary significantly as compared to the other
features that have been considered in this paper. An over-
lap in the normal and abnormal BP falling times exists as
shown in figure 5 reveals that it has the least discrimina-
tion capability.

Although these results are encouraging, it is possible
to expand the feature set to obtain better classification

results if spectral features are employed. This is because
of the fact that the rising time, falling time and inter-
peak distance are also related to the spectral content of
the signal which can be effectively extracted to give more
relevant features for the classification of the signals.

6.3. Weighted voting

The experimental setup for the weighted voting is dif-
ferent from the setup that was used for the evaluation of
classification results. The aim of this experiment was to as-
sess the individual contribution of each feature set towards
classification. Out of a total of 24 samples, 10 samples were
left out to perform the testing of the weighted voting. The
remaining 14 samples were used for learning the weights of
individual features using LOOCV. The classification was
performed using each feature set separately and the pre-
dicted outputs were obtained using only one classification
method i.e., KNN classifier. Our choice is motivated by the
fact that 1-nearest neighbor is the simplest classifier that
uses a linear measure (Euclidean distance) in the feature
space to measure the similarity of the features and thus,
it truly derive the essence of the strength of the individual
features towards the subject classification problem.

The experiment was repeated 10 times using random
folds in each experiment. The predicted labels were ob-
tained and compared with the actual labels and the weight
vector was obtained with three coefficients, one belong-
ing to each feature set. The experiments were performed
on the 10 samples, which were kept hidden from the en-
tire series of experiments. Now, to calculate the impact
of these learned weights on classification, each feature set
was used separately to obtain its respective class labels
and the weights were applied to these labels to find the
final prediction of the class label. The 14 samples that
were used for learning the weights were reused in this ex-
periment as training data whereas testing was performed
on the 10 samples that were completely blind to the train-
ing phase. The 10 samples were selected such that there
were 5 samples from each class (normal vs. abnormal BP).
Given this, the TP rate can be directly used for evalua-
tion of the classifier performance and no other measure is
required since the testing sets are equal in size.

Our experiments show that irrespective of the classifi-
cation methodology used, the results using weighted voted
have been improved. The best results are obtained using
10-fold cross-validation with an overall accuracy of about
98%. Although we know that results with better statistical
significance could be obtained if more data was available,
this experiment has validated our hypothesis that the con-
tribution of peak-to-peak distance and rising time is the
most significant in the identification of BP in the patients.

Finally, we have compared the proposed feature extrac-
tion methodology with two other types of features (Ta-
ble 9): spectral features (including spectral centroid and
spectral variance calculated from the power spectral den-
sity of the PPG signal) and the wavelet-based feature (mean
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Table 4: Overall classification results for the detection of BP using different machine learning methods with 10-fold cross validation.’*’
indicates statistically significant results with respect to the nearest neighbor.

Methods TP Rate FP Rate Precision Recall F-measure ROC area

Nearest Neighbor 0.90 0.18 0.91 0.98 0.94 0.83
Support Vector Machine 0.95 0.09 0.96 0.99 0.97 0.95*

Decision Trees 0.94* 0.11* 0.95* 0.99 0.97* 0.94*
Neural Networks 0.95* 0.09* 0.96* 0.99* 0.97* 0.99*

Table 5: Overall classification results for the detection of BP using different machine learning methods with Leave-one-out cross-validation.
’*’ indicates statistically significant results with respect to the nearest neighbor.

Methods TP Rate FP Rate Precision Recall F-measure ROC area

Nearest Neighbor 0.91 0.15 0.90 0.97 0.94 0.85
Support Vector Machine 0.95* 0.10 0.93* 0.98 0.97* 0.96*

Decision Trees 0.93 0.13 0.94 0.99 0.97* 0.97*
Neural Networks 0.96* 0.08* 0.95* 0.99* 0.96* 0.99*

Figure 5: The boxplots of different types of features which are used for feature extraction (F1 N: Rising time for Normal BP; F1 A: Rising
time for abnormal BP; F2 N: Peak-to-peak time for normal BP; F2 A: Peak-to-peak time for abnormal BP; F3 N: Falling time for normal
BP; F3 A: Falling time for abnormal BP).

and variance values of the decomposed signals). The ex-
periments were performed using 10-fold cross-validation
with the experiments reproduced using 10 random runs
(folds) and classification is done using SVMs. The experi-
ments show that the proposed feature set outperforms the
other methods that were considered in the paper, hinting
at the powerful nature of the features which are physio-

logically motivated.

7. Discussion

This study is aimed at investigating the correlation be-
tween PPG signals and their ability to detect BP abnor-
malities. Literature shows that the use of ECG and PPG
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Table 6: Classification using individual feature set

Features TP rate (± σ)

Rising time 92.86 ± 0.03
Peak-to-peak time 92.86 ± 0.03

Falling time 91.43 ± 0.02

together can help calculate BP directly, however, synchro-
nization of both signals simultaneously is not an easy task.
Additionally, the calculation of BP requires placing multi-
ple sensors on the body which is non-trivial. Consequently,
more sensors we have, more challenging it becomes to cal-
culate the BP. Within this context, our aim in this paper
is to use only PPG signals in the detection of abnormal
BP. It should be noted that our aim is not to eventually
design a medical grade device that can precisely calculate
the BP but to design a system that can be used to raise
the relevant alarms if an individual has abnormal BP. We
exploit the potential of the PPG signals in predicting BP
based on the rising time, falling time and inter-peak inter-
vals of the PPG waveform. The signal is first filtered using
Butterworth and averaging filters for the noise removal fol-
lowed by the detection of the peaks. The temporal features
from the cleansed signal are then extracted followed by the
classification of the signal into two classes abnormal and
normal BP.

We have used two distinct variants for the classification
task. In the first one, we used 10-fold cross-validation (CV)
and leave-one-out CV (LOOCV). In these experiments, the
proposed feature set performed very well in identifying ab-
normal BP. Given that we mainly focused on preventive
healthcare, the aim of our classification task is to detect if
a patient has normal or abnormal BP (two-class problem).
The best performance was achieved using neural networks.
The other simple classifiers also performed well indicat-
ing that the feature set is powerful indeed and inculcates
strong potential towards the identification of BP. Addi-
tionally, a deeper study performed on the features indi-
cates that their significance towards classification exhibits
variations i.e. peak-to-peak distances have a stronger sta-
tistical significance towards the identification of BP. This
set us to perform our second experiment in which we assign
weights to the classification results obtained using differ-
ent feature sets and then applying those weights to an un-
seen data that is kept completely hidden from the training
phase or learning of weights. The unseen data was split
into training and testing sets to make the evaluation eas-
ier. Our experiments confirmed that the assignment of
these weights significantly improves the classification re-
sults producing an overall accuracy of about 98%. Con-
clusively, our experiments show that the proposed method
can effectively detect blood pressure abnormalities with
good accuracy, although further robust statistical valida-
tion on more data is required.

In the future, we aim to expand the feature set to fur-

ther improve the classification results. Additionally, we
would like to expand the dataset to include further cases
of normal and abnormal BP. Further, we would like to per-
form data collection with more classes such as very low,
low, normal, high and very high BP. This could further in-
crease the impact of the work and make the research more
applicable for preventive healthcare.
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