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Abstract

With its strong coverage, low energy consumption, low cost and great connectiv-

ity, the Internet of Things technology has become the key technology in smart

cities. However, faced with a large number of terminals, the rational allocation

of limited resources, the topology and non-uniformity of smart buildings, the

fusion of heterogeneous data become important trends in Internet of Things

research. As a result, this paper proposes a novel technique for processing het-

erogeneous temperature data collected by an IoT network in a smart building

and transforms them into homogeneous data that can be used as an input for

monitoring and control algorithms in smart buildings, optimizing their perfor-

mance. The proposed technique, called IoT slicing, combines complex networks

and clusters in order to reduce algorithm input errors and improve the moni-

toring and control of a smart building. For validating the efficiency of the algo-

rithm, it is proposed as a case study using the IoT slicing technique to improve
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the operation of an algorithm to self-correct outliers in data collected by IoT

networks. The results of the case study confirm, irrefutably, the effectiveness of

the proposed method.

Keywords: IoT, complex networks, clustering, layer slicing, algorithm design,

data quality.

1. Introduction

Several reports indicate that commercial and residential buildings account

for about 35% of total use of energy in the United States and Europe [1, 2]. Con-

sequently, buildings are noted for being the biggest contributor of final power

consumption, followed by industry and transport. Due to the potentially large5

energy savings that can be achieved through optimized use of energy in build-

ings, they have become one of the main targets for reducing global consumption.

Despite being great consumers, private and public smart buildings have not ex-

ploited fully the full range of the energy efficiency chances presented to them.

On the other hand, they are suffering a quite significant waste of energy which10

is in part caused by ineffective power systems such as cooling, lighting, heat-

ing and others (devices) [3], as well as the consumption behavior of inhabitants

(behavior) [4] and poor insulation efficiency. Although in the first and third

categories the implementation of heterogeneous energy measures is rather ex-

pensive, soft measures, that focus on changing the inhabitants behavior, are15

cheap and at the same time very effective in reducing energy use [5].

In smart building the IoT devices are spread all over the building in order

to monitor it. This research focused on temperature IoT devices. Notice that

temperature IoT devices depend on the physical topology of the building and20

the non-uniformity of the building temperature. Thus, we will assume that the

data collected by IoT devices are heterogeneous due to the topology of the build-

ing (offices that are closed and with their own heating, corridors, large common

areas, etc.) and the non-uniformity of the temperature (i.e., the temperature

2



vary between different zones because users can choose their comfort tempera-25

ture, open or close doors and windows, etc.). Due the above mentioned reasons,

heterogeneous data are not optimal inputs for temperature control algorithms;

as a result the precision of control algorithms is lower than if homogeneous data

were used. Addressing the above mentioned inefficiencies as a result of lack of

control algorithm which use heterogeneous data one could consider using homo-30

geneous data to improve the accuracy of them and, in particular, homogeneous

data collected by IoT networks. This research have the following challenges in

the field of monitoring and control in smart buildings with IoT networks.

1. Indoor temperature collected by IoT devices can be affected by the topol-

ogy of a smart building. For example, the topology of a physical space35

can capture the layout of a smart building, including its structural rela-

tionships, such as containment (e.g., a building contains rooms, corridors,

common spaces) and connectivity (e.g., two rooms are connected through

a door or corridor).

2. Indoor temperature collected by IoT devices can be affected by the non-40

uniformity of a smart building. Traditionally, indoor air environments

have been considered uniform, and therefore, monitoring and control algo-

rithms may be having less accurate results than expected. However, IoT

devices are located in different rooms with heating systems with displace-

ment ventilation systems, underfloor distribution systems or customized45

heating systems (i.e., the user can choose their comfort temperature). In

the case of a mixed heating system, temperature and discrepancy may

also vary by location.

Motivated by the above observations and challenges, this article presents a novel

technique for transforming heterogeneous data collected by IoT networks into50

homogeneous data to improve the IoT network efficiency in control and mon-

itoring. In this work the effectiveness of this technique will be tested with a

data quality algorithm, which increases data confidence and detects wrong data.

Compared with the existing results, the advantages of the proposed approach
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are summarized as follows.55

1. Combining graph theory and clustering techniques together with the het-

erogeneous data collected by IoT networks, this paper proposes a novel

model to transform heterogeneous data in homogeneous data separated

by layers. The proposed technique has the advantages of improving the

effectiveness of the algorithm which have these data as input since our60

new model keep the clusters.

2. Using the IoT network slicing on virtual layer technique, algorithms are

applied on homogeneous data. This way, these algorithms aren’t malfunc-

tion due to the use of inaccurate data collected by IoT devices.

To prove the efficiency of the innovative IoT network slicing technique a case65

study is proposed. This technique presented in this research work serves to

transform heterogeneous data into homogeneous data. Therefore, in order to

demonstrate the efficiency of this new technique, an algorithm will be applied to

the data collected by the IoT network, and the same algorithm will be applied

to the data collected by the same IoT network but using the IoT network slic-70

ing technique. The algorithm that will be used to demonstrate the efficiency of

this technique is the algorithm developed by Casado-Vara et al. [6]. This algo-

rithm increases data quality collected by the IoT network by making coalitions

of neighboring IoT devices. In this way data quality algorithm can self-correct

the wrong data (i.e., outliers data values). Therefore, this algorithm smoothes75

the temperatures of the whole smart building without regard to the topology or

uniformity of the temperature of the building. Notice that the novel technique

presented in this article is IoT network slicing, which transforms heterogeneous

data (regarding topology and non-uniformity of data) into homogeneous data.

While the case study used to test the efficiency of the IoT network slicing tech-80

nique is an algorithm that has as input the data processed by the new technique

presented in this paper.

The structure of this paper is described as follows: In section 2 overviews re-
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lated works to the main aspects of this paper. The details of our proposal are85

presented in Section 3. Section 4 shows the case study details proposed to test

the efficiency of our new method. Section 5 presents two simulations, the re-

sults of which validate the competency of the proposal. Finally, Section 6 draws

conclusions from the conducted research and describes future lines of work.

2. Related work90

IoT networks usually have heterogeneous data, but the most of algorithms

do their best with homogeneous data. Therefore, there is a need to be able to

make the algorithms we apply for monitoring and control of IoT networks can

have as input homogeneous data. This requires models, theories, methodologies,

tools and mechanisms to develop a system that is able to adapt and organize95

itself to possible upcoming changes in its surroundings. Therefore, this paper

suggests a fusion of technologies, such as graph and complex network theory,

clustering techniques and game theory with IoT, as the technological context

key to addressing the existing requirements in smart building environments.

2.1. Graph theory100

A graph is a mathematical presentation of a network and shows the con-

nection between vertices and edges. Graph theory is used to represent real-life

phenomena however, sometimes they encounter difficulties when representing

certain phenomena due to the uncertainty introduced by the different attributes

of a system. The definition of fuzzy graphs has been in many cases motivated105

by real-world phenomena. Kauffman [7] introduced fuzzy graphs using Zadehs

fuzzy relation [8]. Fuzzy-graph theory is growing rapidly, with numerous ap-

plications in many domains, including networking, communication, data min-

ing, clustering, image capturing, image segmentation, planning, and scheduling.

Graphics are extensively used for modeling the structured information, molec-110

ular structures [9, 10], including routings [11], and social networks [12]. Due to

the widespread use of graph information, significant work has been carried out
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to improve methods for the efficient analysis and management of graph infor-

mation, such as graph similarity search [13, 14], graph matching [15], and graph

mining [16, 17]. Sampathkumar [18] presented the notion of graph structures.115

Graph structures are the generalization of graphs and are widely used in the

study of some structures, like signed graphs, edge-colored graphs, semi-graphs,

and edge-labeled graphs. Graphs structures are extremely useful in researching

several domains of computational intelligence and computer science.

2.2. Clustering techniques120

During the last few years, the automatization of data recording and ac-

quisition has involved an avalanche of information on different types of sys-

tems [19, 20]. As a consequence, a number of methods for modelling and or-

ganising data have been designed. These methods have been inspired by their

generalized applicability in education, forecasting , diagnostics and many other125

fields. These methodologies are defined, evaluated and applied in the field of au-

tomatic learning, which has developed into one of the main subareas of statistics,

mathematics and computer science due to its central role in the contemporary

society. Automatic learning covers a number of different fields, such as classi-

fication [21], feature selection methods [22] and regression analysis [23]. The130

last-mentioned implies the assignment of classes to the dataset objects. There

are three main focuses for grouping: unsupervised grouping, semi-supervised

and supervised. Clustering approaches are usually more demanding than su-

pervised methods, but they also require a better comprehension of complex

data. Such classifiers are the main focus of the present paper.135

In [24], a comparison of the clustering approaches was carried out in the con-

text of the verification task of language-independent speakers, utilising three

datasets of documents. There were considered two methods: clustering ap-

proaches in order to minimize an objective distance-based function and an ap-140

proach based on Gaussian models. Algorithms compared were: random swap,

k-means, hierarchical clustering, expectation maximization, diffuse c-means and
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self-organized maps (SOM). In [25], five clustering methods were studied: spec-

tral, hierarchical clustering, multivariate Gaussian mixture, nearest neighbor

methods and k-means. Four measures of proximity were used in the experi-145

ments: the Euclidean distance, Cosine similarity, and Pearson and Spearman

correlation coefficient. These algorithms have been tested within the scope of 35

gene expression from cDNA or Affymetrix chip platforms, utilizing the standard-

ized rand index for the evaluation of performance. In [26], experimental work

was carried out to cross-check five different clustering algorithm approaches:150

self-organized mapping-based method, CLICK, dynamical clustering, hierar-

chical and k-means. Gene expression time series datasets for Saccharomyces

cerevisiae were used. In the literature several different kinds of clustering ap-

proaches have been suggested [27, 28]. Some methods are used more often than

other approaches, although this diversity exists [29]. Many taxonomies have155

been suggested to classify the different kinds of family clustering algorithms.

As some taxonomies classify algorithms according to their target functions [30],

some are focusing on reaching the desired cluster-specific patterns (e.g. hierar-

chical) [31].

160

Over the past few years, it has become extremely important to process high-

dimensional data efficiently, and because of this, it is important to, anyone

looking for a method of obtaining accurate partitions should make sure that

the chosen method include this feature. We have discussed the use of cluster-

ing algorithms for static data. However, while performing data analysis, it is165

important to consider whether the data is static or dynamic. Dynamic data,

unlike static data, changes with the time. Some types of data, such as network

packages hosted by routing, IoT temperature flow and extended credit card

transaction flows, are temporary in nature and are referred to as data flows.

2.3. Game theory and IoT170

A Networked Control System (NCS) is a control system wherein the control

loops are closed through a communication network [32]. Advantages include a
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reduced maintenance and deployment fee, reduced wiring and flexibility [33].

NCSs are suitable for a broad variety of fields [34]. The weaknesses of NCS

are a result of random communication time delays and package send failure.175

As regards existing industrial application, centralised end-to-end conventional

control is not appropriate since it does not comply with such new features

as modularity, decentralised/distributed control, easy and fast maintenance as

well as reduced cost. As a result, in the past few years NCS has attracted both

academic research and industrial implementations, which has contributed to sig-180

nificant progress in this field [35]. IoT networks often include a large number of

IoT nodes as well as control nodes and actuators. Each of these distributed IoT

nodes are competing to transmit their information to the network. It is neces-

sary to implement a control system that supervises and controls the sending of

packets from the IoT nodes to the network. Also, IoT networks continuously185

produce lots of information. The amount of data complicates the supervision

and control of IoT networks. In order to control the IoT network a search of the

repositories is required, which results in a delay in the operation of the control

system within the IoT network. This also involves high energy and resource

consumption.190

While the issue of communications bottlenecks in networks has been well re-

searched, there has been comparatively few work in optimizing queues analysis.

In addition, all of these studies do not include network features in the control

system [36] [37] [38]. The issue is still not solve. The characteristics of IoT195

networks are still having a major impact on system efficiency. Therefore, it is

necessary to address these characteristics in the control algorithm applied by the

networks [39]. The majority of the investigation is focused on the improvement

of the energy use to improve the performance of the NCSs. The use of NCS with

IoT network features, which includes queuing analysis, packet dropout and ser-200

vice rate, needs to be the subject of greater research. In an effort to improve the

efficiency of IoT network supervision and control, some researchers suggested

new technologies that improve the searching rate in large databases. Xu et
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al. propose another technologie to improve data quality and their reliability. In

this case, the authors propose the RFID technologie. RFID technology is widely205

used in the Internet environment of things (IoT) for tracking objects. With the

expansion of its application areas, the demand for reliability of business data is

becoming increasingly important. To meet the needs of high-level applications,

data cleansing is essential and directly affects the accuracy and integrity of busi-

ness data, so RFID data needs to be filtered and processed. In this paper, the210

authors propose an SMURF scheme that relies on dynamic tags and considers

the influence of data redundancy [40]. Zhou et al. developed a comprehensive

approach to meeting the needs of multi-objective consultation between users

and the data platform, as well as query accuracy, promptness and confidential-

ity restrictions [41]. Other investigation suggested using a binary hash for higher215

searching speed; Cao et al. compared these hashing techniques from different

tests [42].

The approaches introduced in the revised bibliography address different top-

ics, such as the distributive IoT platform, privacy, data authentication, and220

security issues, among others. However, all research findings in the state of

the art propose as part of their approach, the use of heterogeneous data in IoT

networks. However, we discovered a gap in literature reviews since there are

no algorithms that can effectively manage heterogeneous data. In this work,

we propose a methodology that allows to transform heterogeneous data into225

homogeneous data using clustering techniques and theory of complex networks.

3. IoT slicing method

In this section, the solution that we propose to address the above problem is

described. The inaccuracy problem arises from the application of temperature

control algorithms to IoT nodes with heterogeneous data. To counteract this230

problem we propose the combination of several mathematical and artificial intel-

ligence techniques with which we have developed an intelligent and self-adaptive
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model that allows for the use of temperature control algorithms in all types of

IoT networks. The operation of this model begins with the collection of data

by the IoT nodes. These data are usually heterogeneous (i.e., the temperatures235

collected by the IoT network in a smart building are very different depending on

the area of the smart building where they are collected). The proposed method

encompasses the following techniques or algorithms:

(1) First, a graph is constructed in which the nodes will be the IoT nodes

and the edges of the graph will be the doors or corridors that join those240

IoT nodes. Since a graph has been built with the IoT network, a complex

network can then be built with this graph.

(2) Now we apply clustering algorithms using the temperature data collected

by the nodes of the complex network (i.e., IoT nodes). In this way, hetero-

geneous data are separated into homogeneous clusters.245

(3) Next, a multiplex is built in which each of the layers represents one cluster.

(4) Multiplex layers that have unconnected networks will use virtual nodes to

build a related network. In this way the algorithms can be applied correctly

in the following stages.

(5) The control algorithms required to be used will be applied depending on250

the purpose on homogeneous data in each of the layers.

(6) Each layer is projected on to the complex network and the control signal is

sent to each one of the actuators assigned to the IoT nodes.

In this section, we describe all the techniques that are required for the develop-

ment of this model. A flowchart summarizing this model is presented in Fig. 1.255

3.1. Graph design module

The graph is constructed from the topology of the IoT nodes in the intelligent

building. In this way, a graph is formed where the vertices of the graph are the

IoT nodes and the edges of the graph are the physical connections between the

rooms where the IoT nodes are located (i.e. there is no obstacle on the way from
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Figure 1: Proposed model flowchart.

one node to another). That is, if between the rooms in which the IoT nodes

are located there is a door and a corridor, then there is an edge in the graph.

The graph represents the heat transfer between the physically connected rooms.

An illustrative example can be found in Fig. 2. This is how we build a graph

from the IoT network. Now let’s consider this graph as a complex network, also

we consider non-directed graphs. Then, we create the Laplacian matrix of the
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Figure 2: Illustrative example of the construction of a graph based on the position of the IoT

nodes on a map.

graph as follows:

A =


1 if (i, j) ∈ E

ti if node j = i (ti = temperature of the ith node)

0 otherwise

(1)
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where E is the set of edge in the graph. For the example proposed in the figure,

the Laplacian matrix is:

A =



t1 0 1 1 0 0 0 0 0 0

0 t2 1 0 0 0 0 0 0 0

1 1 t3 1 1 1 0 0 0 0

1 0 1 t4 0 0 0 0 0 0

0 0 1 0 t5 0 0 0 0 0

0 0 1 0 0 t6 1 1 0 0

0 0 0 0 0 1 t7 0 0 0

0 0 0 0 0 1 0 t8 1 1

0 0 0 0 0 0 0 1 t9 0

0 0 0 0 0 0 0 1 0 t10



(2)

3.2. Clustering module

Temperature data collected by the IoT network of the smart building are

usually heterogeneous data (taking into account the topology and the non-

uniformity of the smart building). The main purpose of applying the clustering

technique is to find IoT devices with similar data (regarding topology and non-

uniformity of the smart building). Thus, we can create “similar group of IoT

devices” according their collected data based in the clusters. So, the Iot slicing

method transform heterogeneous data into groups of similar data based in the

cluster technique output. We call these groups of similar data, homogeneous

temperature data groups. These IoT devices with homogeneous data are formed

by IoT devices with similar smart building topology (devices in corridors, devices

in common areas, etc.) and the same smart building uniformity (similar heat-

ing/cooling systems, similar temperature conform choices, etc.). Then, these

groups of homogeneous temperatures data are a different layer in the multiplex,

this way we can apply algorithm in each layer, and the algorithm’s input are

the homogeneous temperature data.

In order to determine the number of clusters that the cluster algorithms have
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to find, an expert in energy efficiency was consulted. The distribution of zones

with topological and uniformity characteristics in smart buildings are usually:

(1) Rooms or offices. In these rooms the users can choose their comfort temper-

ature and therefore, they will have slightly different temperatures to the rest of

the building. (2) Open-plan zones. These common areas such as the reception,

the rooms where the offices are, etc. have different temperatures due to the fact

that the doors or windows can be open and this can modify the temperature of

the smart building in relation to what is outdoors. (3) Corridors. The corridors

are areas that are open and communicate the different areas of the building that

may be at different temperatures. In this way, using the same monitoring and

control system to control the temperature of the three zones we have defined is

not optimal, as each of the zones will have very different temperature data from

the previous ones. In some cases, this choice of clusters may vary and have a

larger number, depending on the topology and uniformity of the smart building.

An illustrative example is shown in Fig. 3. We apply this clustering technique

to our 1-dimensional temperature array and the output is the graph with the

clusters.

The chosen clustering technique is Gaussian Mixture Models (GMMs) that give

us more flexibility than K-Means. With GMMs we assume that the data points

are Gaussian distributed; this is a less restrictive assumption than the k-means

algorithm uses the mean to form circular clusters. That way, we have two

parameters to describe the shape of the clusters: the mean and the standard

deviation. With an appropriate amount of component mixture, it is also pos-

sible to estimate almost all continuous probability density functions. Gaussian

mixture density is defined as

p(x) =

K∑
k=1

πkN(x|µk,Σk) (3)

where x is a d-dimensional random variable, N(x|µk,Σk) is a multivariate nor-

mal distribution with mean µk and covariance matrix Σk and πk are the so-called260

mixing coefficients for the k components of the distribution p(x) which have to
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satisfy 0 ≤ πk ≤ 1 and
∑K
k=1 πk = 1 to form a convex combination of the

mixture components [43].

Figure 3: Illustrative example of the application of the GMMs cluster technique to the graph

with the temperatures of the IoT network.

3.3. Multiplex module and virtual network module

Many real world systems are characterized by multiple types of interactions265

that are happening simultaneously. The need for networks that allow different

types of interaction has long been recognized in sociology. Human beings are

involved in many social interactions at the same time [44]. The quality of a

social bond can be completely different, whether two individuals are siblings,

married, colleagues, or have only met once on a bus. Transport networks have a270

multi-relational structure, where different types of links correspond to different

modes of transport. Multiplex networks allow us to represent different types of

interaction between nodes [45].

An example that is very easy to understand is the transport network that275

includes, for example, the airport network, the road network and the metro

network. In the case of the airport network it is usually modelled as a single

network where the nodes are the airports and the edges are the direct flights

between airports. However, a better representation would be to consider a mul-

tiplex network made up of many networks each of which would correspond to a280

15



particular airline, where each node would again be the airports and each corner

would correspond to the direct flights between airports performed by that air-

line. Each of these networks may have the same set of nodes but different edges,

as not all airlines have flights between the same airports. Multi-layer or mul-

tiplex networks can be defined as those that incorporate different connectivity285

channels, and describe systems that are interconnected with different categories

of connection: each channel is represented by a sub-network or layer and the

same node can have different types of links and a different neighborhood in each

layer. Let’s formalize the concept of multiplex networks or multilayer networks.

290

Multiplex network is a couple M = (G,E) where G = {Gα, α = 1, . . . ,M}

is a family of graphs Gα = (Nα, Lα) (i.e., layers of the multi-layer network)

and E = {Eαβ ⊂ NαxNβ , α 6= β} is the set of links between the nodes of

the different layers. The E elements are called cross-layers, the Lα elements

are called interlayer connections. The set of nodes of each layer is denoted by295

Nα = {nα1 , · · · , nαNα} and the Laplacian matrix of each layer is denoted by A[α].

Each node can be present on each of the layers. Links always connect nodes on

the same layer.

The technical problem we have in this research is that we have a graph with the300

temperatures of a smart building that are interrelated between them and can

not be analyzed in isolation. Therefore, the solution is that an approach is made

using the multiplex technique. In this case it can be modeled as a multiplex

network where the nodes (i.e., IoT devices) are the sensors and the edges are

the physical connections between the different IoT devices. Each layer of this305

multiplex network will correspond to a temperature cluster, where each node

of each layer has a temperature similar to the other nodes of the same layer,

and the edges are the physical connections between them. The importance of

using the multiplex approach to solve this problem is that each of the layers

of the multiplex will have homogeneous temperatures, which will improve the310

functioning of the algorithms that are applied on the data. As an example, the
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graph in Fig. 3 has 10 nodes and 3 clusters. In this graph you can find the

temperatures collected by IoT devices, their physical relationship and the areas

with similar temperatures (rooms, corridors and open-plan sites). The steps to

build the multiplex from this graph are as follows:315

1. Each of the clusters corresponds to a layer in the multiplex.

2. Each one of the nodes belonging to a cluster is placed in its corresponding

layer of the multiplex with its edges.

3. If the network of each layer is not connected, the minimum number of

nodes necessary for it to be related is virtualised. In case it is related,320

nothing is done.

Figure 4: Multiplex with 3 layers. In each of the layers are the IoT nodes that have similar

temperatures according to the clustering algorithm used.
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The multiplex built from Fig. 3 are presented in Fig. 4. Also, the process of the

IoT devices collecting the data until the creation of the multiplex is presented

in Fig. 1.

Once the multiplex is constructed, the connection between each graph and its

layer is verified. Is essential that in case they are not connected, as many virtual

nodes are created as necessary to link the graph with the layer ith. The virtual

nodes are vertices of the graph of other layers, however we act as if it were in

that layer for practical purposes. In this way, the graphs will be connected and

the control algorithms can be applied subsequently. If there is only one element

in a layer, as many vertices of other layers will be virtualized as the amount of

edges of a node in the initial graph. In the Laplacian matrix we will represent

a virtualized node as 1∗.

Applying this definition now to the graph that we have constructed in the pre-

vious point, we are going to create a multiplex. Each one of the layers of the

multiplex is going to be each one of the nodes of the graph that are in the same

cluster. In order to assist in creating the multiplex we are going to create each

of the adjacency matrices for each of the layers (A[α1], A[α2] and A[α3]) as follows:

Layer 1 of the multiplex contains only the IoT nodes 1, 2, 4 and 5. Also,

18



we have to create a virtual node to virtualize the IoT node 3.

A[α1] =



t1 0 1∗ 1 0 0 0 0 0 0

0 t2 1∗ 0 0 0 0 0 0 0

1∗ 1∗ t∗3 1∗ 1∗ 0 0 0 0 0

1 0 1∗ t4 0 0 0 0 0 0

0 0 1∗ 0 t5 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0



(4)

Layer 2 of the multiplex contains only the IoT nodes 3, 6 and 7.

A[α2] =



0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 t3 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 t6 1 0 0 0

0 0 0 0 0 1 t7 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0



(5)
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Layer 3 of the multiplex contains only the IoT nodes 8, 9 and 10.

A[α3] =



0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 t8 1 0

0 0 0 0 0 0 0 1 t9 1

0 0 0 0 0 0 0 0 1 t10



(6)

In the Laplacian matrix, each layer of the multiplex has been marked with lines.

This way, the next step in the algorithm is to build each layer of the multiplex.

Fig. 4 shows a multiplex which illustrates the above techniques.

3.4. Proyected data output325

Once the control algorithms have been applied to the homogeneous multiplex

data, the results are projected on to the layer α = 0 (i.e., initial layer). In this

way, we have a system similar to a Multi-input Multi-output (MIMO) system.

This method improves the performance of the algorithms by the data processing

done with the IoT slicing method.330

4. Operation evaluation

In this section, we evaluate through a experimental case study the proposed

method, which is about providing optimal data with the IoT slicing method. To

demonstrate the efficiency of the IoT slicing technique the data quality algorithm

will be used in this case study. In order to test the efficiency of this technique,335

the results obtained by an algorithm in the two scenarios will be compared. In

one scenario, the IoT slicing technique will be used to treat the data collected

by the IoT devices and in the other, the data collected by the IoT devices will be

20



used directly. In this case study, temperature data collected by the IoT devices

in a smart building will be used.340

4.1. Data quality algorithm case study

The algorithm chosen to test the efficiency of the IoT slicing method is the

data quality algorithm designed by Casado et al. [6]. IoT devices collect temper-

ature data in a smart building. But we have no way of knowing if that data can

be trusted to monitor and control the temperature of the smart building (e.g.,345

an open window of a room may be in summer). To enhance reliability of temper-

ature data collected for smart building monitoring and control, Casado et al.

proposes a consensus algorithm based on game theory, so that neighbouring

IoT devices form coalitions based on their temperature and self-correct temper-

atures that are not similar to the temperature of the coalition. Therefore, one350

can define as “faulty data”, data collected by the Iot devices that is adjusted

by the data quality algorithm (e.g., Assume we have 4 IoT devices in a smart

building that have the following temperatures: 20, 20, 20 and 23. If we apply

the data quality algorithm, a consensus will be formed between the IoT devices

that collect 20 whose temperature is 20, and correct the temperature collected355

by the IoT device whose temperature is 23. In this way, the IoT devices whose

temperature is 23 are collecting faulty data). In order to illustrate how the

algorithm works, a brief summary of this algorithm is presented in the next

paragraphs.

360

This algorithm compares the neighborhood temperature of the sensors using

a cooperative game based on game theory to detect errors in data and in-

crease data quality gathered by the IoT nodes. In this algorithm, we want

the neighbourhood coalitions to democratically decide the temperature of the

main sensor. To do this, they will form coalitions that will decide on the final365

temperature of the IoT node, which will be determined by whether they can

vote or not in the process. From the characteristic function, if the value is 1(0),

the coalition can vote (not vote) respectively. si is the main sensor with its
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associated temperature tsi , the characteristic function is built in the following

way:370

1. First, the average temperature of all the sensors is calculated:

T ksi =
1

V

V∑
i

tsi (7)

here T 1
si represents the average temperature of the sensors neighbourhood

si (including it) in the first iteration of the game and V is the number of

neighbours in the coalition.

2. The next step is to compute an absolute value for the temperature differ-375

ence between the temperatures of each sensor and the average tempera-

ture:

T
k

si =

(
1

V

V∑
i

| tsi − T ksi |
2

) 1
2

(8)

3. Using the differences in temperature values and the average temperature

T
k

si (see eq.(8)) a confidence interval is created and defined as follows:

Iksi =

(
T ksi ± t(V−1,α2 )

T
k

si√
V

)
(9)

in Eq.(9) we use the Student’s-t distribution with an error of 1%.380

4. In this step we use a hypothesis test. If the temperature of the sensor lies

within the interval Iksi , it belongs to the voting coalition, otherwise, it is

not in the voting coalition:

uk(s1, . . . , sn) =

 1 if tsi ∈ Iksi
0 if tsi 6∈ Iksi

(10)

22



5. The characteristic function will repeat this process iteratively (k is the

number of iterations) until all the sensors in that iteration belong to the

voting coalition. In each iteration k, the following payoff vector of the

coalition Sj (with 1 ≤ j ≤ n where n is the number of sensors in the

coalition) is available in step k (PV (Skj )):

PV (Skj ) = (uk(s1), . . . , uk(sn)) where

n∑
i

uk(si) ≤ n (11)

The stop condition of the game iterations is PV (Skj ) = PV (Sk+1
j ) the

process end. That is, let PV (Skj ) = (uk(s1), . . . , uk(sn)) and let PV (Sk+1
j )

= (uk+1(s1), . . . , uk+1(sn)). The iteration process ends when both payoff

vectors contain the same elements. This process is represented by the

following equation: 
uk(s1) = uk+1(s1)
...

uk(sn) = uk+1(sn)

(12)

A detailed description of this algorithm can be found in [6].

5. Results385

In this section we are going to compare the result of two case studies in which

the temperature data quality algorithm was used in smart buildings: (1) Using

the data quality algorithm for comparison purposesand (2) will use the model

described in this paper and then the data quality algorithm. The data quality

algorithm gets data collected by the IoT nodes and self-corrects the faulty data.390

Furthermore, in case the algorithm finds that an IoT node malfunctions, it will

create a virtual temperature sensor in order to keep the reliability of the IoT

network. In this way, the monitoring and control efficiency of the IoT network

is improved.

5.1. General description of the case study.395

To test the proposed model, we have chosen a smart building. The chosen

smart building is University of Salamanca’s R&D building, located on Espejo
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Street, a reference centre for the region of Castilla y Leon as well as nationally

(Spain) and even internationally. Built between 2010 and 2014 with the latest

materials and techniques for energy efficiency, and an investment of 25 million400

euros (including equipment), the building has more than 13,000 square meters

distributed over six floors, three of them in the basement and another three in

height and in which more than 250 people work. As the smart building is such a

large building it is difficult to monitor and control the temperature of its interior

throughout the year. For this reason, we would like to make the case for this405

research in this building. To monitor and control the temperature in the smart

building, a mesh was placed into the IoT devices on the smart building with the

help of laser levels, the IoT devices were placed vertically one in every section of

the building. A total of 25 IoT nodes were deployed. The smart building where

the case study was deployed is shown in Fig. 5. For this experimental case study410

it was decided that the number of clusters to be considered would be 4. This

was motivated by the characteristics of smart building. The building has large

open-plan zones, long corridors and two different types of rooms: (1) Rooms for

development and computer research. (2) Rooms for biomedical research. These

two types of rooms have different thermal needs, and we have considered for this415

case study, that each of these 4 types of groups to be considered are uniform

and have the same topology for the purpose of applying the clustering technique

to find IoT devices with similar temperatures and form homogeneous groups of

IoT devices.

420

The type of sensor deployed in the building was a combination of the ESP8266

microcontroller in its commercial version “ESP-01” and a DHT22 temperature

and humidity IoT node. The sum of both allows us for greater flexibility (e.g.,

by comparing the characteristics of this sensor with its previous model, the

temperature measurement range of the DHT22 sensor is from 0◦ to 50◦ Celsius425

and the accuracy is +/-0.5◦ Celsius.) when collecting data and adaptability to

the case study, since the DHT22 sensor is designed for indoor spaces (it has an

operating range of 0◦C to 50◦C) according to its datasheet. The microcontroller
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obtains data from this sensor through the onewire protocol and communicates it

to the environment via Wi-Fi using HTTP standards and GET/POST requests.430

The ESP-IDF programming environment provided by the manufacturer of the

microcontroller, was used to programme the device.

The temperature IoT device had been collecting data at 5 minute intervals,

for 6 hours in the same day. For the analysis we selected the data collected by435

the sensors in the following time interval 2018-12-10T08:30:00Z and ended on

2018-12-10T14:30:00Z. To test the efficiency of the temperature algorithm a dis-

turbance has been introduced in the temperature of smart building (our process)

at 1 hour intervals to simulate the random behavior of people’s thermostat use

(i.e., a group of people could select different temperatures in their office ther-440

mostats). These disturbances have been introduced by in the members of our

research group who had no consensus on which temperatures to introduce, so

these temperatures can be considered pseudo-random. Below, a statistical sum-

mary of the measurements collected by the IoT devices is presented in Table 1.

Table 1: Statistical table of measurements of the IoT nodes.

Timestamp

start

Total

timestamp

Min

temp

Max

temp

Mean Standard

deviation

2019-28-

01T09:00

06:00:00Z 20.4 ◦C 24.7◦C 22.8◦C 0.87◦C

445

5.2. Case study results and discussions

The first thing we do is build the graph of the IoT network and apply the

clustering algorithm. In Fig. 6 one can find both graphs. After applying the

clustering algorithm, it can be observed how 4 clusters are formed. Therefore,

the multiplex in Fig. 7 has got 4 layers. Thus, data is homogeneous. In this case450

study, non-connected graphs are formed on all layers of the multiplex using the

data collected from the smart building. This is a common situation, and the
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Figure 5: Map of the case study building.

algorithm self-corrects this by virtualizing all the required nodes for the graphs

to be connected.

Figure 6: Graph of the IoT nodes in the smart building and colored graph by clusters.

455

The results obtained from the comparison of the use of the control algorithm are
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Figure 7: Multiplex with the 4 layers. In every layer we have to virtualize some IoT nodes to

the graph will be connected.

presented in the Fig. 8. In this figure you can find the result of the application

of the data quality algorithm on heterogeneous data. In this case the data qual-

ity algorithm smoothes the data collected by the IoT network so that the data

quality algorithm understood that the heterogeneous data were homogeneous.460

For this reason, the algorithm detects some temperatures collected by the IoT

network and considers them outliers. Then the self-correcting algorithm corrects

these values and the output of the data quality algorithm are homogeneous tem-

perature data but this would not increase the energy efficiency as it does not use

the information from the clusters to distinguish this information. On the other465

hand, using the technique proposed in this paper, through which heterogeneous
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data are transformed into homogeneous data with clustering techniques and

complex networks, the energy efficiency of the IoT network is increased since

the data collected by the IoT network by applying the control algorithm only

acts for the homogeneous areas and thus maintains the temperature clusters as470

output of the data quality algorithm.

Figure 8: The results obtained by the data quality algorithm are compared using the technique

proposed in this article and without using the technique.

Final temperature without slicing Final temperature with slicing

22.98 23.07 23.19 23.22 23.17

22.90 23.08 23.21 23.19 23.13

22.67 22.84 23.01 23.04 23.03

22.69 22.77 22.76 22.70 22.77

22.78 22.81 22.78 22.70 22.67





22.92 23.05 23.21 23.24 23.14

22.93 23.11 23.21 23.29 23.14

22.48 22.42 22.98 23.21 23.03

22.64 22.74 22.71 22.61 22.69

22.81 22.88 22.86 22.71 22.62


Table 2: Final temperature in the case study in both experiments.

In the Fig. 9, temperature isoterm maps are presented from a temperature point

of view. In these isotherm maps one can see the differences between the two
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experimental results carried out using the IoT slicing technique and not using

it. This figure shows a comparison between the two results and the tempera-475

tures collected by the IoT devices. In both experiments, the algorithm we have

used to test the efficiency of our new technique removes the outliers, but in

the experiment that the IoT slicing smooth technique is not used the temper-

atures without considering the topology and uniformity of the smart building.

Meanwhile, using the IoT slicing technique the smart building characteristics480

are considered, and when one uses data quality algorithm one obtains an out-

put similar to data collected by the IoT devices but without wrong data (i.e.,

outliers). On a quantitative point of view, the final temperatures of the ex-

periments done in the case study to validate the efficiency of the IoT slicing

technique are presented in Table 2.485

Figure 9: The results obtained by the data quality algorithm are compared using the technique

proposed in this paper and without using the technique.

The evaluation results have shown that the proposed system can transform het-

erogeneous data into homogeneous data taking into account the topology and

lack of uniformity of the intelligent building. The problem with the data col-
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lected by the IoT network is that the topology and non-uniformity of smart490

buildings are not considered. In this way, temperature control algorithms can

be applied to these smart buildings, and the algorithm will smooth the entire

temperature of the building considering only the comfort temperatures selected

by the users (with thermostats). With the new IoT slicing technique proposed

in this paper, the topology and non-uniformity of smart buildings are taken495

into account in order to transform heterogeneous data into homogeneous data.

This implies a considerable increase in the functioning of the algorithms that

use the data collected by IoT devices. In this paper, the effectiveness of this

new technique is tested with a data quality algorithm developed by our research

group with better results than expected in the research project.500

6. Conclusions

This paper has investigated the inaccuracy problem of IoT network algo-

rithms using heterogeneous input data. Through the introduction of a complex

network and clustering techniques, these heterogeneous data can be virtual-

ized into segmented virtual layers considering the clusters in order to transform505

heterogeneous data into homogeneous data that optimizes the operation of the

algorithms. Using the virtual segmentation technique provided by our new

method, the algorithms guaranteeing an optimized performance considering the

different areas of the topology of the IoT network. Finally, a case study result

is given to demonstrate the efficacy of the proposed IoT slicing method. Future510

work will be concentrated on application of this novel method to several IoT

control algorithms with heterogeneous data input and the increase of IoT de-

vices that are used. Also, we will test the efficiency of our technique with other

algorithms, for example, temperature control algorithms.
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