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Abstract

Research community has already revealed the challenges of data processing
when performed at the Cloud that may affect the performance of any desired
application. The main challenge is the increased latency observed when the
data should ‘travel’ to the Cloud from the location they are collected and the
waiting time for getting the final response. In an Internet of Things (IoT)
scenario, this time could be critical for supporting real time applications.
A solution to the discussed problem is the adoption of an Edge Computing
(EC) approach where data can be processed close to their collection point.
[oT devices could report data to a number of edge nodes that behave as
distributed data repositories having the capability of processing them and
producing analytics. Analytics should match the requirements of queries
defined by end users or applications with the collected data and the charac-
teristics of every edge node. However, when a query is defined, we should
identify the appropriate edge node(s) to process it. In this paper, we pro-
pose an uncertainty management model to efficiently allocate every incoming
query to the available edge nodes. Our scheme adopts the principles of Fuzzy
Logic (FL) theory and provides a decision making mechanism for the entity
having the responsibility of the envisioned allocations. We combine the pro-
posed uncertainty management scheme with a machine learning model based
on a Support Vector Machine (SVM) to enhance the FL reasoning. Our aim
is to manage all the hidden aspects of the problem combining two different
technologies with different orientations. We also propose a methodology for
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the automated generation of the Footprint of Uncertainty (FoU) of member-
ship functions involved in our interval Type-2 FL. model. Our experimental
evaluation aims at revealing the pros and cons of our mechanism presenting
the results of extensive simulations adopting datasets found in the literature
and a comparative analysis with other efforts in the domain.

Keywords: Edge computing, Internet of Things, Query allocation, Fuzzy
Logic, Uncertainty Management, Interval Type-2 Fuzzy Sets, Automated
generation of fuzzy sets

1. Introduction

Nowadays, one can observe the advent of the Internet of Things (IoT)
that offers a huge infrastructure where autonomous devices can interact with
their environment and execute lightweight tasks. In this infrastructure, the
network provides the means for the exchange of data taking them from their
collection points towards the Cloud for long-term storage and further pro-
cessing. Processing activities have, usually, the form of queries asking for an-
alytics to create knowledge [52] and support the designed decision making.
Frequently, such a mechanism is incorporated into intelligent applications
trying to conclude efficient services for end users. However, when relying
on Cloud, we face a high average separation between loT devices and Cloud
and increased network latency and jitter [58]. For alleviating the problem
of the increased latency, we can perform the processing of queries at the
edge infrastructure focusing on an Edge Computing (EC) model [56]. In EC,
numerous devices form the network edge like tablets, smart-phones, sensors,
gateways or nano data-centers [23]. EC aims at a distributed approach where
heterogeneous resources should be interconnected and controlled by various
means.

Our scenario involves the execution of queries at the edge of the network
where a set of distributed data repositories becomes the basis for the provision
of responses. Edge Nodes (ENs) maintain local repositories fed by data
collected by the IoT devices connected to them. Data may be replicated
for supporting fault tolerant applications. As data are distributed among
ENs, it is imperative to define a mechanism that allocates the incoming
queries to the appropriate nodes. Such a decision should be made not only
based on queries demand for data (query constraints/conditions) but also
on various characteristics of ENs themselves. In this paper, we extend our



previous efforts in the same problem [38], [42], [46] focusing on the behaviour
of entities that are responsible to allocate queries to the appropriate ENs. We
call such entities Query Controllers (QCs). We consider that multiple QCs
can be present in the Cloud and that a query processor is present to every
EN to execute the incoming queries. Every QC has a direct ‘connection’
with ENs being capable of allocating queries to get responses. Our aim is
to provide a decision making mechanism adopted by QCs that will result
the appropriate queries allocations in the minimum time. Any decision is
made over queries’ and ENs’ characteristics, thus, we support our decision
making mechanisms with methodologies for realizing them. Our modelling
process is incorporated into the proposed uncertainty-driven reasoning. We
start from the definition of queries constraints and their complexity trying
to match them against the status of ENs and their datasets. When the
‘annotation’ of queries is in place, we support QCs with our uncertainty
management scheme to derive the appropriate EN where every incoming
query will be allocated. To increase the performance, we incorporate in the
uncertainty management scheme, the ‘opinion’ of a machine learning model
for every potential allocation. The goal is to ‘aggregate’ the output of the
machine learning scheme with the remaining parameters to create a powerful
mechanism for deciding the desired allocations on the fly.

Motivating example. We assume the Smart Grid (SG) infrastructure
where numerous smart meters (IoT devices) can be adopted to record and
monitor the energy consumption of consumers. Smart meters can have a two
way interaction (through wide-area network protocols) with the energy dis-
tribution infrastructure that consists of edge devices (close to smart meters)
and the Cloud back end system. Smart meters are capable of collecting en-
ergy consumption data transferring them to the Cloud through edge nodes.
They report multivariate data (e.g., consumption values, timestamps) being
stored at the edge infrastructure to deliver spatio-temporal analytics in lim-
ited time. Edge nodes can enable energy utilities or distribution operators
with advanced real time monitoring and analytics capabilities over the dis-
tributed energy data. Operators, utilities administrators and energy policy
makers, at the back end system, may want to instruct queries for generating
analytics over the entire network or a part of it. Suppose that the operator
wants to get analytics related to energy consumption in a specific interval
for a specific area. The discussed interval and the area under consideration
will be part of a query that should be allocated only in edge devices that
exhibit data in the interval and their location is in the desired area. The



allocation of the query to the entire network is useless taking into consider-
ation that edge nodes with data out of the defined interval and the desired
area will spend resources to respond with an empty set. It is better to have
a view before hand for the appropriate edge nodes that should respond to
the specific query. Operators and administrators may instruct numerous
queries upon the collected data, thus, a mechanism that manages them in
the most efficient manner and deciding the optimal allocations is necessary.
In this scenario, the need of our mechanism is revealed, i.e., our model can
facilitate the allocation of the discussed queries to the appropriate node(s)
to be aligned with queries requirements and have the final response in the
minimum possible time. This motivating example makes us to discern the
uncertainty in the decision making incorporated in the mechanism that de-
livers the final allocations. Such an uncertainty is related to the design of the
decision model and the detection of the optimal allocation for each incoming
query especially when we consider a high number of conditions. For building
the knowledge base and the decision delivery model (i.e., variables to depict
inputs and outputs, thresholds for variables, rules, etc), we can rely on Fuzzy
Logic (FL) [73] that assists in the definition of the appropriate ‘combinations’
of multiple parameters (i.e., contextual information) characterizing queries
and edge devices while avoiding to adopt crisp thresholds. Additional uncer-
tainty is observed in the design/definition of the discussed model by experts.
Some critical questions should be answered during the design phase: What
is the appropriate interval where every variable is realized? When a variable
is considered that depicts a low/medium/high value? How variables can be
efficiently combined to deliver the optimal output (e.g., allocation)? To re-
spond to these questions, we can go a step forward and adopt an interval
Type-2 FL System (T2FLS) [49] that is capable of handling the uncertainty
present in the design phase. Interval fuzzy sets can be adopted when it is
difficult to determine the exact membership values (i.e., the intervals where
variables are realized) of the given elements (i.e., inputs and outputs). In
Type-2 fuzzy sets, we utilize intervals as membership values, thus, the exact
numerical membership degree is a value inside the considered interval [63],
[68]. Evidently, through this approach, we are able to cover two levels of
uncertainty defining a powerful model for serving numerous queries with the
best possible performance.

In our previous efforts, we mainly focus on the adoption of machine learn-
ing techniques to learn the appropriate EN for every query. Any decision is
made upon queries and ENs characteristics, e.g., we can rely on the ‘burden’
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that a query adds to ENs, the data required by the query, the load and speed
of ENs and so on and so forth. We adopt the contextual information of queries
and ENs at the time when the decision should be concluded. Such a decision
making, involves uncertainty related to if every decision is the appropriate
one based on the current contextual information. The adoption of ‘crisp’
thresholds and rules based on simple conjunctions are already identified as
non efficient [51], making imperative the presence of an uncertainty-driven
model. As exposed by the above presented motivating example, for build-
ing an efficient uncertainty-driven mechanisms, we can adopt the principles
of FL and an interval T2FLS incorporating as inputs the aforementioned
characteristics of queries and ENs while resulting the, so called, Efficiency
of Allocation (EoA). EoA depicts the certainty (or uncertainty) of the op-
timality of every allocation upon the observed contextual information. The
adoption of the T2FLS targets to manage the uncertainty in the design phase,
i.e., the definition of memberships functions for input and output parameters.
Type-1 fuzzy sets adopt precise two-dimensional membership functions that
a user believes that can capture the uncertainty present in the domain of
discourse [14] while Type-2 fuzzy sets generalize Type-1 sets adopting three-
dimensional fuzzy membership functions [8]. The membership degree of a
Type-2 fuzzy set is a fuzzy set itself in the unity interval. The third dimen-
sion supports an additional degree of freedom to capture more information
about the represented term.

We enhance the proposed T2FLS with an additional input that represents
the opinion of an ‘expert’. The discussed ‘expert’ is a machine learning
model, i.e., a Support Vector Machine (SVM) model [30]. We combine two
different approaches, i.e., the FL with the principles of machine learning
(also adopted in our previous efforts) to build and provide a proactive and
efficient mechanism for the problem under consideration. FL systems and
the SVM models have already combined in the past in other application
domains [15]. It is also experimentally proved by the respective literature
that the combination of Type-2 based SVM fusion classifiers outperform
individual SVM classifiers in most cases [16]. Additionally, experiments show
that Type-2 FL controllers perform better than Type-1 based fusion models
in general. This motivates us to adopt the output of an SVM model as
an input to a Type-2 FL controller and fuse the opinion of the machine
learning scheme with the remaining parameters of the adopted scenario. The
interesting aspect of our approach is that through the combination of the FL
with the SVM model, we can have an FL classification system with good



generalization ability in a high dimensional feature space that is difficult
through a ‘simple’ FL controller. The SVM model is a powerful machine
learning approach known to have a good generalization ability. Another
significant aspect is that the SVM model can efficiently work on a high (or
even infinite) dimensional feature space; a scenario that cannot be covered
by a typical FL system.

Apart from that, we advance the state of the art in the FL. management
and propose a novel methodology for the automated generation of interval
Type-2 membership functions. Hence, we are able to provide a data-aware
uncertainty management model, i.e., the generation of FL. membership func-
tions for our fuzzy sets is aligned with the observed data. The following list
reports on the contributions of our work while depicting the differences with
previous efforts:

e we propose the combination of an uncertainty management technique
with a machine learning model for the efficient allocation of analytics
queries to a set of ENs;

e we propose a novel technique to conclude the interval Type-2 member-
ship functions for every input and output parameter of our decision
making model to provide a data-aware mechanism. We increase the
performance of the proposed model having the discussed knowledge
bases aligned with the underlying contextual data. We deliver an au-
tomated mechanism for realizing the Footprint of Uncertainty (FoU) of
Type-2 membership functions for each fuzzy set and the definition of
membership functions themselves (see Section 5 for more details). This
means that our approach does not require the presence of an expert to
conclude the FL knowledge base;

e we provide a model that assists QCs in taking allocation decisions
aligned with queries’ and ENs’ contextual information. We aim to de-
liver the best possible allocation having queries constraints ‘matched’
against similar data repositories while avoiding the overloading of ENs;

e we evaluate the proposed scheme adopting a large set of simulations
and provide numerical results to reveal its performance.

The paper is organized as follows. Section 2 reports on the prior work in
the field by presenting important activities related to our problem. Section 3



presents the problem under consideration and some introductory information.
Section 4 discusses how to model the incoming queries and the envisioned ENs
while Section 5 presents the proposed decision making scheme. In Section 6,
we proceed with our experimental evaluation and in Section 7, we conclude
our paper by presenting our future research plans.

2. Prior Work

The IoT creates new opportunities for providing novel services to end
users. Such services can be offered over numerous devices interacting each
other or with their environment. Such interactions aim at collecting data and
process them to produce knowledge. In addition, knowledge can be provided
through the processing of data that end users may also generate, e.g., tweets,
social networking interactions or photos [61]. Knowledge can be exchanged
between devices or transferred to upper layers, e.g., Fog or Cloud. Analytics
could be the outcome of every processing activity performed locally or at
Cloud trying to discover patterns upon data. Various tools for large scale
data analytics have been already proposed in the corresponding literature.
The majority of them concern batch oriented systems where data are firstly
collected, stored and, accordingly, processed [27]. The interested reader can
study the performance of batch oriented systems in a set of publications like
[2], [20], [33].

Apart from the batch processing, there is the opportunity for streams
processing when data are reported by their sources. Stream processing aims
to facilitate the online, (near) real time provision of responses in a set of
tqueries. As we envision to have the analytics processing in a distributed
manner (e.g., in ENs), an important decision is related to tasks/queries al-
location and scheduling. It is worth noticing that ENs, usually, have limited
computational capabilities, thus, streams processing might be the appropri-
ate approach for delivering analytics in real time. Smart gateways and micro-
data centers could be adopted to facilitate the task/query processing [1], [26].
A thorough study on task/query scheduling is performed for Wireless Sen-
sor Networks (WSNs). The main focus of all these efforts is on minimizing
the execution time, thus, to deliver the final response with limited latency.
To secure the efficient execution of tasks/queries, a number of efforts take
into consideration energy constraints [10], [64], a fair energy balance among
sensors [21] or a cooperative scheme for exchanging tasks [7]. Other, more
advanced, technologies are linear programming [71], swarm intelligence [55],



[70], genetic algorithms [32] or the intelligent management of graph-based
schemes [19].

Apart from the collected data, a significant part of the research performed
for the delivery of analytics deals with the efficient query management. Ac-
tually, we should focus on the management of continuous queries demanding
for immediate responses. Obtaining a response in (near) real-time could be
very difficult due to limitations defined by the amount of data and the un-
derlying hardware performance. Querying data samples and the provision of
progressive analytics is an efficient solution for the described problem [3]. In
addition, the parallel execution of queries can increase the performance of
applications. Any parallelization activity is realized on top of multiple data
partitions that can be the outcome of the distributed reporting of data or
a separation process. Separation algorithms can be applied directly on data
streams through the adoption of a sliding window approach [9], the definition
of sub-streams [72] or taking into consideration multiple types of properties
(e.g., balance, structural or adaptation properties) [25]. This way, query op-
erators can be executed in parallel, on the fly, taking into consideration the
query semantics or optimization actions (e.g., as presented in [12]).

Uncertainty-driven decision making for queries management has been
recently adopted for increasing the performance of the proposed systems.
Query optimization is a very difficult task especially in distributed environ-
ments. The integration of a query processing subsystem into a distributed
database management system enhanced by FL is used for analyzing query re-
sponse time across fragmentations of global relations [54]. Another research
effort, presented in [4], proposes the adoption of FL controllers for resource
allocation taking advantage of simple heuristic rules for efficient virtual ma-
chines allocation in a distributed setup. FL controllers adopt a knowledge
base having the form of a set of fuzzy rules that depict the uncertainty man-
agement processing of inputs. An evaluation of the performance of the FL
combined with rule-based systems can be found in [62]. The aim of such a
combination is to increase the performance, supporting the strength of the
FL ‘annotation’ with a rule-based scheme. The advantages of the FL can
be identified in scenarios where information ‘inexactness’ is present. The au-
thors of [47] try to have an FL model integrated within a database system.
The query processing model could be coupled with FL if combined with XML
annotations. Apart from the FL, machine learning has been also adopted in
queries management. In [69], the authors propose an edge matching tech-
nique for comparing the structural resemblances between XML documents.
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The presented model builds on top of the edit distance scheme and conven-
tional edge matching based techniques. The final aim is to detect topological
edges and repeated substructures before a task/query is assigned to a node.
The data present in a node play a significant role in [13]. The authors intro-
duce a novel approach to rewrite queries that are in disjunctive normal form
and contain mixture of discrete and continuous attributes. The rewriting
process is based on a pre-processing step where data are studied to discover
implicit relationships between attributes. The learning model deals with the
functional dependencies of data, which are ranked to finally predict their
order and rewrite any failing query.

Our past research record involves a set of solutions for the problem of allo-
cating queries to a set of ENs. In [46], we propose a time-optimized scheme
for selecting the appropriate ENs through the use of the Odds algorithm.
The model mainly focuses on the minimization of the time required for con-
cluding every allocation. In [38], we present a Q-learning scheme to calculate
the reward retrieved for every allocation. Our model learns the most efficient
allocations mainly based on ‘static’ information, thus, it should be re-trained
at pre-defined intervals to be aligned with the dynamics of the environment.
In [43], we extend the work presented in [38] and incorporate into the learn-
ing process a load balancing approach comparing it with a clustering model
that creates groups of ENs with similar characteristics before it concludes
the final allocations. In [39], we propose a probabilistic model for match-
ing queries with datasets and provide a scheme for the conclusion of every
allocation upon the expected load of ENs and queries. Such a probabilistic
approach is combined with a rewarding mechanism in [41]. The target is to
detect the reward that we gain when allocating queries to specific ENs for
every pair of characteristics. We extend our previous efforts and focus on the
decision related to the offloading of the incoming queries to the appropriate
peer nodes. Initially, we adopt a k-Nearest Neighbors (kNN) classifier for
deciding the local execution and enhance it with the principles of the Utility
Theory for selecting the node to be the hist of the offloaded queries [40]. The
demand for each query may affect the decision of the local execution [36].
The strategy is to keep locally popular queries and re-use already delivered
outcomes while less popular queries may be offloaded to another peer node.
Finally, we propose a scheme for the management of uncertainty in decision
making adopting the principles of the FL [37] as an extension of [36]. Go-
ing our research a step forward, we try to keep the time required for each
allocation minimized, however, taking into consideration that any decision
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is uncertain about its optimality. Our research presented in [37] is not ex-
haustive and does not incorporate a model for covering the uncertainty in
the design phase and the coverage of high dimensional feature spaces. The
missing contributions in our past research activities that we cover with the
current work are: (i) Our past efforts do not deal with a combination be-
tween FL and a machine learning model for delivering the final allocation;
(ii) In our previous models, we do not rely on an automated approach for
defining the knowledge base of the adopted schemes; (iii) Our past models
are mostly ‘static’ meaning that they are applied on top of static values for
the envisioned parameters without taking into consideration the continuous
update of ENs characteristics.

Comparing our model with other schemes in the respective literature,
we can note the following. Our model is based on interval Type-2 FL sets
while other efforts adopt Type-1 sets [4], [62], thus, they provide limited
uncertainty management. Additional efforts deal with the incorporation of
the FL upon databases [47]. Other approaches focus on the similarity of
XML documents [69] or a learning process over data dependencies to fa-
cilitate the re-formulation of queries when failing [13]. The aforementioned
approaches are ‘bounded’ by the specific characteristics of the underlying sys-
tem (e.g., database systems, XML management) without paying attention at
very dynamic environments like those present in edge computing and IoT.
In this paper, we depart from such efforts and go a step forward concerning
the management of the uncertainty present in very dynamic environments
where ‘actors’ should update their behavior frequently. We pursue efficiency
through the management of multiple parameters to cover all aspects of the
dynamics of the environment.

3. Preliminaries

In this section, we report on the envisioned scenario and the problem
under consideration providing details about the management of an ecosystem
where numerous edge nodes are present. In Table 1, we provide a short
description of the parameters adopted throughout the paper.
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Table 1: Nomenclature

Parameter [ Short Description

N The set of edge nodes

n; The ith edge node

N The number of edge nodes

DS; The dataset available at the ith edge node

X A multivariate vector reported to edge nodes

DS The set of the available datasets in the network

C The set of edge nodes characteristics

l The load of an edge node

s The speed of an edge node

Q The stream of queries

qt A query reported at time instance ¢

CH1 The characteristics of a query

o The computational complexity of a query

a The execution deadline of a query

w The constraints of a query

v The context vector defined by edge nodes status and query’s characteristics
i The information relevance of a query with the ith dataset

(C] The set of query complexity classes

0; The ith complexity class

DSq The training dataset for calculating the complexity class of a query
q’ The vector depicting the membership of a query to the available complexity classes
E The set of similarity metrics adopted to calculate the complexity class of a query
e; The ith similarity metric

w Our fuzzy operator adopted to ‘fuse’ similarity values

SLe, The significance of a similarity result

Q The operator adopted to ‘fuse’ w results

m The vector of means of a dataset

o The vector of standard deviations of a dataset

f; The interval of each dimension as exposed by the corresponding mean and standard deviation
FEoA The efficiency of allocation as delivered by the proposed T2FLS
EoAsv The efficiency of allocation as delivered by the adopted SVM model
Dr The training dataset for the automated generation of fuzzy rules

H The number of inputs in our fuzzy system

or The number of outputs in our fuzzy system

C; The ith cluster provided over inputs and output values

c The centroid of a cluster

p The maximum distance from a cluster centroid

gL The lower membership function for a fuzzy set

qu The upper membership function for a fuzzy set

) The Footprint of Uncertainty of a fuzzy set

3.1. The Envisioned FEcosystem

We consider a network setup as presented by Figure 1. We assume a set

of ENs; i.e.,

N ={ny,na,...,ny} where every node collects contextual data

reported by various [oT devices, or generated through local processing. Local
data processing may involve statistical reasoning, inferential analytics, and
real-time data management, e.g., estimation of top-£ lists over the incoming
data streams [45]. The dataset D.S; is available at the ith EN and consists
of the basis for any local processing. DJS; is continuously updated as ‘fresh’
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multivariate vectors arrive through streams, i.e., x = [x1,Zo,...,27]" € R,
where L is the number of dimensions (contextual attributes). As multiple
end devices may report vectorial data to multiple ENs, replicates among
datasets DS, and DS;, with ¢ # j may be present. The management of
potential replicas is beyond the scope of this paper. All datasets form the
set DS = {DS1,...,DSy}. At every EN, we assume that a query processor
is responsible to receive a stream of analytics queries (e.g., estimating the
regression plane among contextual variables within a time frame), allocated
at the EN, execute such queries over DS; and send the results back to the
requestor. A queue is present at each EN where queries are placed and wait
for execution. This queue can handle a maximum number of queries; with-
out loss of generality, we consider that queues adopted in ENs have the same
length. In addition, we assume the set C; = {ci1,¢i2,...,Cim} depicting
ENs’ characteristics. For instance, C; = {l, s} with [ representing the current
load and s depicting the speed of the corresponding EN. [ can be easily es-
timated through the current number of queries waiting in the corresponding
queue, while s indicates the throughput of an EN, i.e., the number of queries
responded in a given time unit. The discussed characteristics consist of a
finite set of contextual attributes of each node based on the requirements of
the application domain. These attributes can de defined in the application
design phase and depict information that can be easily retrieved during the
functioning of EC nodes. For instance, the load can be calculated as the
number of queries present in the corresponding queue compared to the max-
imum queue size, the speed of processing can be represented by the number
of queries executed in a time unit and so on and so forth. The final list is
concluded upon the strategy we want to adopt and the information we take
into consideration when deciding every allocation. Obviously, all ENs partic-
ipating in the proposed matching process should expose the same contextual
information to avoid problems related with their heterogeneity. At this point,
our model assumes homogeneity of EC nodes only in terms of the recorded
contextual information and not in terms of their resources, hardware, capa-
bilities, etc. It becomes obvious that the computational capabilities of EC
nodes affect the retrieved contextual attributes (e.g., the processing speed).
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Figure 1: The connection of query controllers and edge nodes.

ENs have direct interactions with entities located at the Fog/Cloud; these
entities are (QCs which are responsible to serve the incoming query streams.
QCs provide the necessary ‘interface’ for end users or applications where the
desired queries can be placed. The interaction between QCs and ENs is
concluded by the provision of responses corresponding to the desired query
based on the aggregated outcomes retrieved by the invoked ENs. These ENs
are decided based on our proposed scheme and could be an individual EN or
a sub-set of the available ENs. The selected ENs are those that, at the spe-
cific time when the query is issued, exhibit contextual information that will
facilitate its efficient execution and return the result in the minimum turn
around time. QCs, through their continuous interaction with the ENs, can
maintain historical performance data as well as statistics of data present in
each EN. Based on this context, QQCs obtain a holistic overview on the current
status of ENs and data that they are stored locally in the ENs. We envi-
sion that QCs are software components (possibly part of a platform/module)
targeting to realize the proposed reasoning process for the management of
the incoming queries. Their capabilities are related to the adoption of the
appropriate interfaces to communicate with other components (e.g., a com-
ponent that receives the incoming queries or a component that sends a query
to the appropriate EC node through the use of the available network inter-
faces) and the appropriate data structures to collect, store and process all
the information related to the execution of queries and the performance of
the available EC nodes. The vision of having QCs as software components
assists in their extendibility by incorporating additional functionalities to
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expand their capabilities while being aligned with the requirements of the
desired application.

We consider that the incoming queries are reported through a stream
Q ={q1,q,...q;}. At time instance t € T = {1,2,...} a query ¢; arrives
to a QC and belongs to a specific query class, with specific characteristics,

ie., CH? = {c‘f,cg, o vc|qu\}' For instance, CHY = {o,a} where o stands
for the computational complexity and a stands for the deadline for delivering
the final result.

3.2. Problem Definition

When ¢; arrives in a QC, we should take into consideration ¢;’s and ENs
current contextual information to take the appropriate decision and find the
best possible sub-set of ENs to perform the final allocation. Apart from
others, we are interested in ¢;’s data constraints, i.e., we focus on the WHERE
clause. Constraints represent the conditions that should be met when we
retrieve data corresponding to the final response. ¢ can be seen as a 2m-
multidimensional vector

w = [{miny, max.}, ..., {min, maz,}]" € R®™ (1)

such that {min;, maz;} are the minimum and the maximum values defined in
the constraints of the i-th dimension. These constraints should be matched
against the data vectors present in every EN where the query is directed
for execution. The QC creates N context vectors; one for each EN. Context
vectors refer to the characteristics of ¢; and the current status of ENs having
the following form (i depicts the index of the corresponding EN):

vV, = <O, Ti7li> (2)

where o is the expected complexity of ¢; (elaborated later), r; is the infor-
mation relevance of ¢; with the dataset DS; and [; is the load of the ith EN.
r; is a significant parameter as it depicts the ‘matching’ between ¢; and DS;
in terms of the set of potential results. Actually, the information relevance
depicts the ‘intersection’ between ‘what a query asks and what a dataset of-
fers’. When ¢,’s conditions/requirements do not match the statistics of D.S;,
the final response will be an empty set. For instance, if ¢; asks for stock val-
ues in the interval [10,20] and DS, hosts stocks data in the interval [0,5], the
relevance between them is minimized and the final response will be empty. In
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general, context vectors represent the minimum sufficient statistics for both
an incoming query and each EN based on which the QC should decide the
final allocation.

The aforementioned multivariate ‘matching’ process between ¢; and ENs
involves uncertainty i.e., we are not sure if any selection will be the optimal
as well as we are not sure about the values of the adopted parameters that
should define the optimality of the final allocation. In addition, one can also
observe uncertainty in the definition of the thresholds adopted to take any
decision related to the final allocation. Actually, we ‘fuse’ the envisioned
inputs feeding them into the proposed FL controller that is responsible to
derive the EoA. EoA is delivered for each EN and represents the ‘belief’ of
our system that the allocation of ¢; to a specific EN will be efficient. Such
a fusion is achieved through a finite set of Fuzzy Inference Rules (FIRs).
Under the principles of fuzzy inference via FIRs, we propose a T2FLS, which
defines the fuzzy knowledge base for an EN, e.g., a set of FIRs like: ‘when
the complexity of ¢; is low and the load of an EN is low then the EoA will
be high as well’.  When the definition of a membership function involves
also uncertainty, experts cannot be certain about the discussed membership
degree. In such cases, uncertainty is observed not only on the environment of
the problem, e.g., how we classify a context value as ‘high’ or ‘low’, but also on
the description of the term (e.g., ‘high’) in a FIR. In an interval Type-2 FLS,
membership functions are themselves ‘fuzzy’, which leads to the definition of
FIRs incorporating this uncertainty [50]. This approach seems appropriate
in our case as FIRs cannot explicitly reflect the knowledge on whether any
allocation will be efficient or not as it is affected by the dynamic nature of
the problem. For instance, the QC could take a decision based on obsolete
information related to the load and data present in an EN. There is a trade
off between (i) the increased reporting period (recall that ENs should report
their load and data statistics to QCs) leading to decision making on top of
‘fresh’ information about the status of ENs; and (ii) the minimization of the
network overhead for messaging (in case that the reporting period is high).
In the following of this paper, we analytically describe how we handle the
trade off and the adopted FL controller.

4. Queries & Edge Nodes

As already mentioned, the first step in our process is to model queries and
ENs characteristics. We start from the description of the methodology that
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delivers the complexity of a query and, then, we model the status of ENs and
their datasets. ENs are characterized by their ability to quickly process the
incoming queries as depicted by their speed and their current load. Over all
these parameters, we apply our T2FLS to derive the envisioned allocations
through the EoA that depicts the efficiency of any potential allocation.

4.1. Queries’ Characteristics

The delivery of o for any ¢, and its implication to [ is the key element
for our uncertainty-driven decision making. Various research efforts study
the complexity of queries [5], [60], [66]. In this paper, for delivering o, we
rely on our previous work presented in [42]. Tt should be noticed that we
consider large datasets collected at the EC nodes being the outcome of the
data reporting of a high number of [oT devices. We do not focus on a scenario
where datasets are small, i.e., a low number of data vectors are available for
processing. In that case, the calculation of the complexity for each query
could be omitted as even a very complex query will not burden the selected
EC node if the dataset is limited. Figure 2 presents the overall process that
consists of two parts: (i) the ensemble similarity scheme; (ii) the fusion of
multiple aggregated similarity values. Every incoming query is ‘matched’
against a set of pre-defined queries classified into a number of complexity
classes. In this point, we reproduce a small part of our previous research to
have a complete view of our model. We consider that |©| complexity classes
are available and every 6#; € O is aligned with the complexity performed by
the operations of ¢; required for producing the final response. For instance,
O could be a set like the following © € {O(nlogn),O(n), O(n?)}. In any case,
the complexity classes can be defined beforehand to represent the ‘burden’
that queries will add to the selected EN. We assign ¢; to a complexity class
0; based on a classification task proposed for such purposes, i.e., a Fuzzy
Classification Process (FCP). We adopt a fuzzy approach as it is difficult to
find an analytical model to deliver the selection of an individual complexity
class. The FCP evaluates the membership of ¢ in each of the |O| classes. For
instance, ¢; could ‘belong’ to the 1st class by 0.2, to the 2nd by 0.5 and to
the 3rd class by 0.3. To train the FCP, we adopt a set of historical executed
queries along with their corresponding classes. A future extension of our work
is to incorporate into our model the historical performance values, i.e., the
past execution time for queries belonging to a specific complexity class. This
way, we will be able to combine the outcome of the proposed FCP evaluating
queries upon the complexity of the required process (we refer in this as the
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theoretical complexity) with the real time requirements delivered upon past
executions for queries belonging to each complexity class.

We also adopt a set of similarity techniques for concluding the similarity
between ¢; and 6; i.e., to detect their ‘matching’ depicted by a real number (as
discussed in the previous examples). Assume that the training dataset is de-
picted by DSg and its tuples are in the form: (py,8x), k € {1,2,...,|DSgl}.
pr represents ¢;’s statement along with its complexity class 6, € ©. An
example of training tuples is as follows: DSg = { [‘Select * from tableA’,
O(logn)], [‘Select * from tableB where x=y and z=v’, O(n)], ... }. We have
to notice that these examples are indicative and adopted to explain the use
of our model (complexities may vary based on the type of data structures
utilized to store and access the available data). We, then, adopt a function
f that delivers a complexity similarity vector encoding the similarity of ¢,
with every complexity class in O:

f(g; Dg) — o €[0,1]'® (3)

q®’s components assume values in [0,1] demonstrating the degree of mem-
bership of ¢, to every #, € ©. For instance, a vector q* = [0.2,0.5,0.3]"
given © = {f; = O(nlogn),f; = O(n),03 = O(n?)} shows that ¢ belongs
with 20% to 6;, 50% to 65 and 30% to 65.

For calculating q°, we rely on an ensemble similarity scheme. We eval-
uate the similarity of ¢ with every tuple (px,0;) € DSgy. The ensemble
scheme adopts a set £ = {el, €9y .. ,e‘E|} of similarity metrics. Assume that
there are three (3) tuples in the training dataset belonging to the 6; com-
plexity class. Additionally, we rely on two (2) similarity metrics. We get the
following similarities for each of the aforementioned tuples: < 0.10,0.20 >
for tuple 1, < 0.20,0.25 > for tuple 2 and < 0.30,0.15 > for tuple 3. It
is noted that the first value in the example pairs are the outcome of the
first similarity metric and the second is the outcome of the second similar-
ity metric. Upon these outcomes, we have to conclude the final similarity
between ¢; and 6#;. Formally the ‘2D aggregation’ is calculated as follows:
¢y = QUw{ei(qe, (sk, 0k))}, Vi, V (g, Ok). w realizes the envisioned ensemble
similarity scheme while the aggregation operator €2 produces the g; through
multiple w values. Actually, w depicts the similarity outcomes as explained
in the above numerical example while €2 is applied upon all w values to con-
clude the final similarity with 6;. For w, we consider that every single result
(i.e., (g, (pk, Ok)) represents the membership of ¢ to a ‘virtual’ fuzzy set.
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w is a fuzzy aggregation operator, an |E|-place function w : [0, 1)1 — [0, 1])
that takes into consideration the membership to every fuzzy set and returns
the final value. In the proposed model, we adopt the Hamacher product [31]
producing the final w as follows:

¢
w =
a+(l—a)(é+é—é-é)

where é and € are two individual similarity values. The use of the Hamacher
operator is motivated by the advantages it offers in fuzzy processing and
operations as studied in [22].

The second level of aggregation is performed taking into consideration
the top-n similarity values based on their Significance Level (SL), i.e., a
value depicting if a similarity outcome is ‘representative’ for many other
results. We propose the use of the radius v and calculate the SL as follows:
SLe, = Hef(dl‘d(;%)glfaz),Vi, where 6; and dy are parameters adopted to
smooth the sigmoid function. The final results are sorted in a descending
order of the SL and the top-n of them are processed with the Hamacher
product to deliver the final w. The §2 operator builds on top of the w values

produced for each tuple in QQp classified in 6. For their aggregation, we

rely on a Quasi-Arithmetic mean, i.e., ¢ = [% Zﬁlwﬂa where « is a
parameter that ‘tunes’ the function. The adoption of the Quasi-Arithmetic
mean is motivated by: (i) its simplicity; (ii) it is less affected by fluctuations;
(iii) it does not require the arrangement of data like other measures (e.g.,
median, mode); and (iv) it is completely based on the observations. After

calculating the final values for each 6y, we get q°> = <Q1, Qo, ... ,Q|@‘>.
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Figure 2: The process for calculating queries complexity.
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4.2. Processors Characteristics € Local Datasets

As noted, ENs maintain a queue where the incoming queries are placed
and wait for the final processing. The size of the queue and the speed of
processing affect the throughput of an EN depicted by the parameter [; €
[0, 1] (a maximum queue size is adopted for such purposes). When [; — 1, it
means that the EN experiences a high load.

We also propose a distance model to conclude r;, i.e., the similarity be-
tween w with the data present in ENs. At pre-defined intervals, ENs send
to QCs their statistical data represented by two vectors, i.e., the vector of
means g = (i, o, ..., pr) and the vector containing the standard devia-
tion for each dimension, i.e., 0 = (01,09,...,0r). Our problem is to find
the overlapping between w and the intervals represented by the combina-
tion of u and 0. We have pu + z - |D"—Si‘ for all the adopted dimensions with
|DS;| depicting the cardinality of the corresponding dataset. z represents
the z-value retrieved by the standard normal (Z-) distribution for our de-
sired confidence level. The area in the interval [—z, z] is, approximately, the
confidence percentage. For instance, for z = 1.28, the area in [—1.28,1.28]
is, approximately, 0.80 (80%). Based on the above, we have to calculate the
similarity between w and N vectors, i.e.,

fi={pa—z-oa,pa+z-0a},... {pir — 20, i + 2 - 0 }) Vi

For deriving the final r;, we have to find the final similarity between L inter-
vals, i.e., w and f;. Legacy distance/similarity measures (e.g., the Euclidean
distance) cannot cope with incorporating cases where w can be completely
contained in f;. In [29], the interested reader can find a study for calculat-
ing the distance over interval data. Based on these metrics, we propose the
use of the overlapping metric 1, thus, r; is defined as follows: r; (w,f;) =
h(vu),Vk € {1,2,..., L}. In this equation, we propose the use of an aggre-
gation function h responsible to aggregate L distance results, i.e., 1, calcu-

. . mf.
lated for each dimension as follows: 9;, =1 — — . [lwfs |
min{||ming,maxgll,|| ik —0ikpik+oikll}
where
Wi N f = (max {ming, pix — o}, min {maxy, px + o })  for max {miny, i — oy} < min {maxy, px + i}
Sk 0 Otherwise

For h, we adopt the Quasi-arithmetic mean [11], i.e.,

-

SIS

L
k=

> wik)“)

1
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5. Uncertainty-Driven Queries Allocation

In this section, we describe our T2FLS and the automated process for
delivering the adopted fuzzy rules. We also provide details on the automated
definition of membership functions for each fuzzy set.

5.1. The FL Scheme

Our FL scheme decides upon the aforementioned set of FIRs that depict
our strategy for the allocation of queries. FIRs refer to a non-linear mapping
between four inputs: (i) o, (ii) r;, (iii) l;, (iv) FoAgyy and one output,
i.e., the FoA;. The FoAgyy represents the result of the proposed SVM
model related to the EoA as seen by the adopted machine learning scheme.
In our FL controller, we do not rely on a and s as the uncertainty about
the matching them is limited. For instance, a simple comparison between
them can give us a view if a node can serve a query with a specific deadline
depicted by a. The uncertainty is mainly present in the ‘combination’ of
the complexity, the load and the information relevance that are delivered
by specific methods as already presented. In addition, there is uncertainty
in the combination of the contextual information with the ‘opinion’ of the
‘expert’ deciding based on the adopted machine learning model.

The antecedent part of FIRs is a (fuzzy) conjunction of inputs while the
consequent part of FIRs is the FoA indicating the belief that the specific
allocation will be efficient. The proposed FIRs have the following structure:
IF o is Alm AND r; is Agm AND ll is Agm AND EOASVM is A4m
THEN FEoA; is B,,, where Ai,,, Aom, Azm, As, and B,, are membership
functions for the m-th FIR mapping o, r;, l;, FoAsyy and FoA; (values
into unity intervals). The structure of FIRs is the same as in a TIFLS. In a
T1FLS, if a linguistic term, e.g., ‘high’, was represented by one fuzzy set, we
would use one membership function g(z) € [0, 1] mapping the real value (in-
put) z to a discrete set of pairs (z;, g(x;)), e.g., {(0,0); (0.25,0.1); (0.5,0.75); (1,1) },
where (0.25,0.1) means that x = 0.25 has a membership degree g(z) = 0.1.
In a T2FLS, Aq,,, Ao, Azm, As and B, are represented by two membership
functions corresponding to lower and upper bounds [49]. For instance, the
term ‘high’, unlike in a TIFLS, whose membership for z is a number g(z), is
represented by two membership functions. Hence, x is assigned to an interval
l91.(x), gu(x)] corresponding to a lower and an upper membership function
gr, and gy, respectively. The interval areas [gr(z;), gu(z;)] for each x; re-
flect the uncertainty in defining the term, e.g., ‘high’, useful to determine
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the exact membership function for each term. This is the above referred
FoU. Obviously, if g () = gy(x), Vx, we obtain a fuzzy set in a T1FLS. The
interested reader could refer in [49] for more information on reasoning under
interval Type-2 FIRs. For inputs and the output, we consider an automated
membership functions generation model (see next section for more details).

FIRs incorporate the human knowledge on the inference process. The
QC, upon receiving ¢;, injects the contextual vector into the T2FLS and
adopts the following steps: (Step 1) calculation of the interval (based on
the membership functions) for each input; (Step 2) calculation of the active
interval of each FIR; (Step 3) performance of ‘type reduction’ to combine
the active interval of each FIR and the corresponding consequent. Step 3
produces the interval of the consequent, and accordingly, the defuzzification
phase' determines a (crisp) value for the FoA;. The most common method
for ‘type reduction’ is the center of sets type reducer [50], which generates a
Type-1 fuzzy set as output, which is, then, converted in a scalar value for the
FEoA; after defuzzification. The process is repeated for all the available ENs.
Finally, the QC performs the final allocation to the appropriate ENs. For
this, it sorts the retrieved results in a descending order of FoA and, then, it
allocates ¢; to the top-k ENs.

5.2. The SVM Model

In this work, we decide to incorporate the result of a machine learning
model into the reasoning process of the T2FLS. The aim is to ‘support’ the
FL reasoning with the ‘opinion’ of an ‘expert’ built in a completely different
scientific orientation. The machine learning model is separated from the FL
scheme providing a separated decision making. SVMs are a promising non-
parametric technology for performing binary classification. They model the
space by creating a feature space which is a finite-dimensional vector space.
Every dimension represents a feature of the particular object. In general, the
advantages of SVMs are as follows [6]: (i) though the adoption of a kernel,
SVMs can build on parameters that show a non-monotone relation to the
final score and the probability of default; (ii) the adopted kernel implicitly
contains a non-linear transformation of the parameters and no assumptions
about the functional form of the transformation; (iii) they provide an efficient

! Defuzzification is the process of producing a quantifiable result in FL, given fuzzy sets
and the corresponding membership degrees.
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out-of-sample generalization; (iv) if the optimality problem is convex, SVMs
will return a unique solution; (v) through the selection of the appropriate
kernel (e.g., the Gaussian kernel), SVMs can be powerful in the classification
of a new sample on top of the training tuples. SVMs are effective in high
dimensional spaces as well as memory efficient. In our model, the SVM
scheme seems to be the appropriate technique for ‘injecting’ into the T2FLS
the output of a learning process upon a clear margin of separation between
classes (i.e., the optimality of the matching process - decision for allocation
or not). The ability of the SVM to handle high dimensional spaces gives the
opportunity to ‘transfer’ this aspect into the FL system. It may be difficult to
manage high dimensional spaces in an FL model by incorporating too many
inputs. Evidently, we are able to keep the proposed model simple, however,
efficient covering both, the learning requirements for multivariate decision
making and the uncertainty related to any allocation decision. Our model
can be easily expanded by incorporating additional parameters/dimensions
only in the SVM model keeping as simple as possible the FL part giving the
opportunity to cover more advanced/complex application scenarios.

SVMs create linear separating hyperplanes in high dimensional vector
spaces. Suppose data are organized in tuples with every tuple containing
the pair ((x1,s,...),y;) where x; is the value of the jth dimension and y;
is the corresponding class. In our research, we consider that y; gets two val-
ues, i.e., +1 or -1. When y; = +1 means that the specific context vector
should result an ‘allocate’ action while the opposite stands when y; = —1.
The problem is to find the optimal separating hyperplane for the specific
training data, i.e., the Mazimum Marginal Hyperplane (MMH) [28]. The
associated margin provides the highest possible separation between the en-
visioned classes. The separating hyperplane can be written as W -X +b =0
where W = (wq,ws, . ..) is a weight vector, X is the data vector and b is a
bias. Weights can be adjusted to have the hyperplanes defining the sides of
the margin between the points of the first class and line separating the two
hyperplanes. When the training process is finished, the SVM is ready to be
adopted for classification purposes. Based on the Lagrangian formulations,
we get:

p
dX") = "y XX + by (5)

i=1

where X7 is a test tuple, o; and by are numeric parameters delivered by the
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optimization process and p is the number of support vectors. X7 is fed into
the SVM and we check where it falls concerning the delivered hyperplanes
as identified by the sign of the outcome.

The proposed SVM model is automatically generated upon a training
dataset where inputs are o, a, r;, l;, s; and the output is FoA. In the SVM,
we adopt more input parameters, as we want to have the ‘expert’ adopting the
learning scheme to take decisions on top of the entire contextual information
about queries and nodes. This outcome is incorporated in the uncertainty
management mechanism as explained above. Instead of combining the re-
sults of the two approaches based on a specific mathematical formulation, we
choose to get the SVM result as input to the T2FLS. This means that we try
to avoid having the classification error affecting our calculations, i.e., there
is uncertainty about the final SVM value especially when noise is applied in
the dataset [35].

5.8. Automated Generation of Fuzzy Rules

In this work, we propose an automated generation of membership func-
tions for the adopted fuzzy sets to limit the uncertainty in the their defini-
tion. The interested reader can refer in [59] for more details related to the
automatic generation of Type-1 or interval Type-2 membership functions. In
general, the following techniques can be adopted for generating Type-2 mem-
bership functions: (i) heuristics; (ii) histograms; (iii) a clustering algorithm;
(iv) genetic approaches. A heuristic is to find the membership function and
then to produce the lower bound through a multiplication with a constant
in the unity interval. Histograms can be adopted to deliver the distribution
of the data and then these are then smoothed and normalized to obtain the
minimum degree polynomial function possible. The number of fuzzy sets
and their heights are determined by this polynomial function. A clustering
algorithm can utilize two equations to define the upper and lower member-
ship functions, rather than the single equation used in the standard method.
Genetic approaches try to, firstly, find out the FoU which is the same for
all inputs. Afterwards, each input could have a different FoU and, finally, is
tested with different FoU for its own sets.

For the automated generation of FIRs, we rely on the training dataset Dr.
Suppose every tuple in the training dataset has H inputs and OT' outputs,
ie., (z1,%2,..., Ty, Y1,Y2, ..., Yor). For each dimension x; and y;, we have
to generate the appropriate fuzzy set and its membership functions aligned
with the tuples present in Dr. We propose the use of a novel methodology
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that is based on machine learning and more specifically on clustering. Let
us focus on a specific dimension, e.g., x;; the same approach stands for the
remaining input and output variables. For x;, we apply a clustering process
upon |Dr| tuples and deliver the calculated centroids. For having the same
number of fuzzy sets and membership functions for inputs and outputs, we
consider that k clusters are delivered. Let the delivered clusters be anno-
tated with C},Cs, ..., Cy and their centroids be ¢y, co, ..., cx. Every fuzzy
set corresponds to a cluster, thus, the centroid (¢; = ‘C—lﬂ > e eiji) will depict
the point where the fuzzy set’s membership function will approach the unity.
We adopt such an approach to have the membership functions ‘concentrated’
to the points where there is the minimum distance with the numerical data
belonging to the specific set/cluster. Afterwards, we have to generate g,
and gy which represent the lower and the upper membership functions of
the interval Type-2 fuzzy set. Values in C; exhibit a specific standard devi-
ation o adopted to derive gr. o shows the average distance of points around
centroids, i.e., it quantifies the amount of dispersion of values present in a
cluster.

However, some values could be present close to the maximum radius of
the cluster which means that they heavily deviate from the remaining. One
can say that these observations lie on an abnormal distance from other val-
ues in the population, thus, can be characterized as outliers. In [48], the
authors refer in two principal approaches for outliers management: (i) out-
liers accommodation, i.e., developing of a variety of statistical estimations;
(ii) identifying outliers and deciding whether they should be retained or re-
jected. Various efforts regard outliers as ‘bad’ data and reject them from
further processing [17], [34], [44], [57], [67]. In our model, we consider that
values present at the maximum distance from centroids, should be incorpo-
rated in our calculations as they affect the uncertainty in the definition of
membership functions. This is because outliers negatively affect and increase
the deviation of the population, thus, this information shows how the data
are spread in the cluster and they should be taken into consideration. We
consider the radius of each cluster as the mean distance of the top-k values
located in the maximum distance from the centroid p. Hence, gy is defined
by p while g, is defined by o. In Figure 3, we present two examples for two
widely adopted membership functions, i.e., the triangular and the Gaussian
(¢ is the centroid of a cluster). The grey area depicts the FoU as defined
through o and p. FoU will be eliminated when all values in the cluster are
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very close to the centroid. In that case, the uncertainty in the definition of
the membership function is minimized leading to a Type-1 fuzzy set (gy(+)
approaches gy (+)). When multiple values are located at distance equal to the
radius, i.e., we do not have a ‘compact’ cluster, the uncertainty is high, thus,
the FoU area is expanded. This depicts a high uncertainty in the definition
of the corresponding membership function as the data do not ‘conclude’ to a
‘compact’ statistical representation. The higher the distance of outliers from
the centroid is, the higher the uncertainty becomes. Focusing on Figure 3,
we can imagine the ‘movement’ of the outer functions expanded far way from
the g, representation.

We can easily quantify the FoU ¢ as a function of ¢ and p. Actually, FoU
covers an area that is defined by the following equation:

o= [ w@dr- [ g (6)

[e.9]

The equation depicting ¢ depends on the type of the adopted membership
function.

Proposition 1. When the Triangular membership function is adopted the
FoU is quantified by
p=p—o (7)

Proof. Recall that the Triangular membership function is based on three
parameters «, 3,7 and is defined as follows:

0 frz<a
=2 jfa<zx<p

_ B—a 1 -7 =
0 ifx>ry

Both gy and g are defined as the previous equation dictates with: o =
{c=p,c—0c}, 8 = cand v = {c+p,c+ 0} for gy and g, respectively.
Applying gy and g in Eq(6) and splitting the integral for being aligned with
the aforementioned ‘triangular’ representations we get: ¢ = fcc_p w_TfJ”’d:U —
[ r=etody 4 fcc+p ﬁ?dm - oo &2z, Actually, ¢ is the area covered

cC—0 g c

by two right (Pythagorean) triangles with sides 1.0 and {p, o'} for gy and g,
respectively. We finally get that ¢ = 2 — 25 =p —o0. ]
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(a) The FoU in the triangular membership function. (b) The FoU in the Gaussian membership function.

Figure 3: Modelling the FoU in various membership functions.

Proposition 2. When the Gaussian membership function is adopted, the
FoU is quantified by

(o () < ()~ ot () et (5))
V2

Proof. The Gaussian membership function is based on two parameters p, s,
i.e., the mean and the standard deviation of the sample. It is defined as

b= —

e C
follows: f(x,pu,s) = e e Hence, for gy and g, we get: gy (x,c,p) =
_(1_9)2 7(zfc)2
e 2% ; gu(w,c,0) = e 27 . We also consider that the variable z has

a maximum value equal to V4. Applying both functions into Eq(6) and
solving the integrals, we get:

v (et (57) +ert (@))}— (ot () ot (7)) 0)
2

where erf is the error function of the Gaussian. OJ

b= —

It should be noted that similar calculations can be provided for other
types of membership functions to get the quantification of FoU and the un-
certainty as depicted by the data present in the training dataset. In the first
place of our future research plans is the study of the core parameters affecting
the uncertainty in membership functions not only for univariate but also for
multivariate data.

6. Experimental Evaluation

For revealing the performance of the proposed model, we present our
outcomes retrieved by a large set of simulations adopting multiple traces.
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Moreover, we provide a comparative assessment with other efforts found in
the relevant literature.

6.1. Performance Metrics, Datasets and Simulation Setup

Our simulator is a custom software written in Java where the main ‘en-
tities’ of our model are represented by a set of classes (the simulator is pro-
vided in the Website of the Intelligent Pervasive Systems (iPRISM) research
group?). In this simulator, we perform the execution of 1,000 queries per
experiment and retrieve results for a number of performance metrics. The
adopted simulator is very simple and ‘produces’ queries and nodes character-
istics upon four (4) datasets. Two of them are found in an open repository
provided and adopted by other researchers in various applications domains.
All datasets are governed by a number of different data distributions covering
a wide set of experimental scenarios. For instance, the use of the Uniform
distribution (see below) simulates a very dynamic environment where data
dynamically change and cover the entire interval where our parameters are
realized. The reason behind the adoption of many and different datasets is
to avoid having the simulator being affected by biases that may negatively
impact all the model participating in our comparative analysis. We have
to notice that we compare the proposed model not only with our previous
efforts to expose the new advances upon our previous outcomes but also with
other models found in the respective literature. Our aim is, initially, to iden-
tify the time required for concluding the envisioned allocations as well as
the ‘optimality’ of each allocation. Starting from the required time for each
allocation, we define Rr, i.e.,

-1,000 (10)

In Eq(10), T¥ is the conclusion time (in ms) for the ith query and |Q| is the
cardinality of the set of the incoming queries. We measure Ry as the number
of queries allocated in a time unit, i.e., a second. Ry is measured just after
the reception of a query and depicts the time required for getting the final
node where the query will be allocated. In our experiments, we consider that
a single EN is selected for the desired allocation and not a sub-set of nodes.
It becomes obvious that Ry depicts the throughput of the QC, thus, we want

Zhttps:/ /iprism.eu/presentations and datasets.html
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to have Ry — oo. A value Ry — 0 depicts the worst case performance, i.e.,
the time devoted to get a result from the model is high. For presenting the
‘optimality’ of the allocations, we rely on the load, speed and information
relevance of the selected node. Initially, we record I* (number of queries
waiting in the corresponding queue compared to the maximum queue size) , s*
(number of processed queries per time unit, i.e., per second) and r* (similarity
level between queries and datasets) , where the % indication represents the
specific characteristics of the selected node. Obviously, we want [* — 0,
S$* = Spmax (Where S, is a maximum speed for the discussed nodes) and
r" — 1. In addition, we define the ‘optimal’ node n°* which represents
the ‘ideal’ node that it exhibits the lowest load, the highest speed and the
highest relevance among all nodes present in the group. n is adopted to
show the ‘optimality’ of the selected node n****? as delivered by our model.
We define the distance of n*¢’*“*d with n! as follows: V = ||npselected port|| =

\/(lselected _ lopt)2 + (Sselected _ Sopt)2 + (Tselected _ ro;ot)2 For having the best
possible performance, we have to get V' — 0. As V is calculated through
the use of the Euclidean distance, it represents if our model reaches the
characteristics of n°?*. To achieve that, all the adopted characteristics should
be close to the optimal value (i.e., n°"). It is worth noticing that in case of
ties in the outcomes of the T2FLS, we pay attention on the load of each node
getting first the node with the minimum load. For comparison purposes, we
provide results for a scenario where in case of ties in the fuzzy outcome, we
adopt a random order of the available nodes.

We compare the proposed Fuzzy Logic Model FLM with our previous
work [43], [46], [42] (Model 1 - M1, Model 2 - M2, Model 3 - M3, respectively).
Moreover, we compare our model with the model proposed in [74] where the
authors describe a task allocation model (TAM) in heterogeneous parallel
and distributed computing systems (the grid computing environment). In
their work, they propose an algorithm for supporting the behaviour of the
Local Grid Manager (LGM) that allocates tasks to a number of Site Man-
agers (SMs). The LGM calculates the cost for each allocation based on the
following formula: Cost = OR+ f—g where OR is the occupation ratio defined
by the total tasks placed at a specific SM compared to the total capacity of
the SM, T'S is the size of the task and LS is the communication speed be-
tween the LGM and an SM. Tasks are allocated in the SM with the lowest
cost. The discussed formula is adapted to our case taking [ as OR, o as
TS and the communication speed equal to a constant small number (in our
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case, we consider that the communication speed between QCs and nodes is
negligible). We have to notice that in this model as in ours, in case of ties,
we rely on the minimum load among the nodes involved in each tie.

We evaluate our model for different realizations of N getting N € {10, 100, 1000}.
For the type of the incoming queries and the delivery of their complexity
class, we rely on the dataset and the methodology presented in [42]. For
the remaining parameters, i.e., query vectors, [, s and the data reported in
nodes, we rely on a set of traces. Our data are retrieved by the following
traces: (i) Dataset 1. A synthetic trace based on the Uniform distribution
delivering values for query vectors, data present in each node, [ and s. In this
dataset, all parameters are randomly produced in the interval [0,1] based on
the Uniform distribution. We produce a data vector at each simulation step
(1,000 in total) ; (ii) Dataset 2. A synthetic trace based on the Gaussian
distribution delivering values for query vectors, data present in every node, [
and s. In this dataset, all parameters are randomly produced in the interval
[0,1] based on the Gaussian distribution. We produce a data vector at each
simulation step (1,000 in total) ; (iii) Dataset 3. The trace reported by [18§]
retrieved by the UCI Machine Learning Repository®. The dataset is created
by adopting an extensive set of simulations performed upon the OPNET
Modeler. The authors consider message passing between processors. Packets
arrive randomly based on a Poisson process and processors retrieve packets
from the First-Come-First-Served buffer at a specified rate. Processors ex-
tract a packet from the input queue, process it for a period of time and,
then, generate the output message. The dataset contains 641 data vectors
and ten (10) features. From this dataset, we adopt the processor utiliza-
tion dimension. The average processor utilization measures the percentage
of time that threads are running in a processor, thus, it can be ‘aligned’ with
the load of our edge nodes. We adopt these data to feed the load parameter [.
The remaining parameters take values as described for Datasets 1 & 2; (iv)
Dataset 4. The trace reported by [65] also retrieved by the UCI Machine
Learning Repository? The dataset is created upon the energy analysis of
twelve (12) different building shapes. Buildings differ w.r.t. the glazing area,
its distribution and the orientation. The authors rely on 768 building shapes.
The final dataset consists of 768 samples and eight (8) features. From this

3https://archive.ics.uci.edu/ml/datasets/Optical+Interconnection+Network+
4http://archive.ics.uci.edu/ml/datasets/Energy+efficiency ?ref=datanews.io
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dataset, we borrow values for [ and more specifically, we focus on the heating
and cooling loads as reported by the dataset. The remaining parameters
take values as described for Datasets 1 & 2. For each query, we pay atten-
tion on the constraints part and produce the minimum and maximum values
for each dimension as described above. In addition, we randomly select the
deadline for every query based on the Uniform distribution. The complexity
class is delivered as described in [42] and [66] based on TPC-DS and TPC-H
benchmarking datasets (http://www.tpc.org/). TPC-DS and TPC-H are de-
cision support benchmarks modelling several generally applicable aspects of
a decision support system including queries and data maintenance. TPC-DS
involves a set of queries adopted to measure the response time in a single
user mode, the throughput in a multi user mode and the data maintenance
performance given the characteristics of the underlying infrastructure (e.g.,
hardware, operating system, configuration). TPC-H consists of a number of
business oriented ad-hoc queries and concurrent data modifications selected
to depict a broad industry-wide relevance. The discussed queries are de-
fined to be executed upon huge volumes of data exhibiting a high degree of
complexity. In our experiments, we classify our evaluation queries in five
(5) classes (|©] = 5) with an increasing complexity from 1 to 5. Then, we
combine the randomly generated values for each dimension and the deadline
with a complexity class to proceed with the application of our model.

6.2. Performance Assessment

We report on the performance of our model concerning *. In Figure
4, we present the scatter plot of [* for the adopted datasets. It should be
mentioned that, in this plot, we present the sorted list of [* for each dataset.
We observe that for datasets 1 & 4, [* is very low especially when N —
1,000. In datasets 2 & 3, [* is low when N — {10,100}. In general, the
observed load of the selected node is below 0.5 except dataset 2 and N =
1,000. The proposed model exhibits a good performance in the synthetic
dataset where data are produced randomly without following any pattern
(recall that this is represented through the use of the Uniform distribution).
In this experimental scenario, we cannot have a ‘view’” on the trend of the
parameters, i.e., at consecutive experimental rounds, values can cover the
entire interval where parameters are realized. This means that our scheme
can be aligned with the needs of a very dynamic environment where values for
each parameter and data present at ENs are continuously updated. Hence,
our model can react in unexpected scenarios related to the realized values.
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Figure 4: The relationship of the outcomes related to I* for all datasets.

In Figure 5, we provide the histograms for each experimental scenario
and for every dataset. We observe that our mechanism, in the majority of
the experimental scenarios, is able to identify and select ENs with a low load
targeting to speed up the queries execution process. In any case, recall that
our fuzzy scheme tries to ‘match’ the complexity of a query with the load of
ENs. Hence, complex queries demanding increased resources will not burden
the selected ENs. In addition, the selection of ENs with a low load means that
we provide a ‘load balancing’” mechanism combined with other parameters
like the relevance of the query constraints with the datasets present in ENs.
Depending on the dataset, a high number of nodes, i.e., N, leads to better
performance especially when the Uniform distribution is adopted. In this
case, our scheme has multiple ‘choices’ to select the node that will host the
query, however, it manages to conclude the best possible outcome.
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Dataset 4

In Figures 6 & 7, we present our results related to s*. We observe that our
results cover the entire interval (i.e., [0,10]) where the speed is realized. This
means that even if the speed is part of the decision making process of the
machine learning model (i.e., the SVM) for delivering the EoA, the limited
uncertainty in the speed evaluation makes the FL model to pay no attention
on s. However, the average s* is around 5.0 for all the adopted datasets.
Recall that s is a subject of the internal processes depending mainly on the
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Figure 5: Histograms provided by [* for all datasets.

available hardware and the adopted query execution plans.
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The proposed model achieves the best possible performance when con-
sidering the information relevance between the queries constraints and the
statistics of the available datasets. This is depicted by Figures 8 & 9. Our
model is capable of resulting the r* very close to the maximum possible value
(i.e., unity). This means that query constraints are fully ‘matched’ against
the available data and the appropriate EN is selected. Based on this obser-
vation, we can conclude that the execution of the query to the specific nodes
will return the appropriate data without spending time and resources. His-
tograms show that r* is concentrated close to unity for all the experimental
scenarios and the adopted datasets. Hence, no matter the data distribution,
the proposed statistical similarity process manages to exhibit the best pos-
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sible performance being not affected by the statistics of each specific trace.
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Figure 8: The relationship of the outcomes related to r* for all datasets.
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When we focus on the throughput of QCs, we get the outcomes presented
by Figure 10. Naturally evolved, Ry is high when N — 10 and becomes low
when the number of ENs increases. In the latter case, every QC should
spend more time to conclude the final allocation, thus, the throughput is
minimized. The lowest number of queries served per second is around 17
while the highest number is around 660. These numbers indicate that the
proposed mechanism is not time consuming and the provision of the final
response for each query is mainly affected by the response time of each EN.
If our model is combined with a fast query execution scheme hosted in ENs
could limit the observed latency in the provision of responses to end users or
applications.
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Figure 10: Our results concerning the throughput of the proposed model.

The distance of n*¢¢“*¢d from n°" is depicted by Figure 11. In these
results, we do not pay attention on s. We observe that the proposed model
manages to deliver outcomes close to the ideal node. The interesting is that
as N — 1,000, our model exhibits the best possible performance no matter
the adopted dataset. Our results are affected by [* and r* which are close to
their optimal values as already discussed above, especially when we have to
do with an increased number of ENs. When s is also taken into consideration,
we get the outcomes provided by Figure 12. Now, our results are completely
affected by s* while observing an increment in the difference from n°"* as
N — 1,000. The ‘uniformity’ of the s* as delivered in our experimental
evaluation is that affecting most the optimality of the proposed solution.
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2 Datasets

Figure 11: The distance from n°P! (results do not take into consideration the speed of
ENs).

Figure 12: The distance from n°P* (results take into consideration the speed of ENs).

We perform an additional set of experiments to reveal the ‘behaviour’ of
the T2FLS for different complexity classes. We consider that all the incoming
queries belong to the same complexity class and report on the performance
of our model concerning [*. Figure 13 presents our results for Datasets 1 &
2. We observe that the complexity class of a query does not ‘heavily’ affect
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the performance in contract to the number of nodes. This is natural as our
model focuses on the load that a query will cause searching in the available
nodes to find the best possible solution. In the majority of the outcomes, [*
is limited exhibiting the advantages of our T2FLS that is capable of finding
a node with limited load to host the incoming queries.

Dataset 1 Dataset 2

Figure 13: Performance outcomes for different complexity classes.

We proceed with a comparison of our model with our previous efforts and
other models found in the relevant literature. The comparison refers in the
throughput of QCs as well as the load of the selected node. Our model results
an Ry varying from 17 to 660 queries per second for N € {10,100,1000}
and an average [* € [0.0009,0.60] with the majority of values concentrated
close to the lowest limit as already discussed. The Model M1 presented in
[43] adopts a learning mechanism accompanied by a load balancing module.
The discussed scheme manages to allocate 58.48 queries for N = 100 (our
model serves 148.41 in average) to 454.55 queries for N = 20 (our model
serves 300.70 queries per second, in average, for all datasets and for the
same number of nodes). The average load of n*¢* (the learning scheme)
is around 0.10 for N € {2,5,20,50,100}. The average load for the clustering
scheme is between 0.160 and 0.670. The model M2 discussed in [46] adopts
a ‘simple’ learning scheme for the decision making. The performance of M3
related to the throughput is 50-100 queries per time unit when N — 500 (our
model serves 49.85 queries per second, in average, for all datasets and for N =
500 - the worst performance is retrieved when adopting the fourth dataset).
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Finally, the model M3, discussed in [42], presents an allocation scheme where
queries assignments are concluded by the assistance of an ensemble similarity
model responsible to deliver the complexity class. Afterwards, the complexity
class is be matched against the current load of every EN. M3 exhibits an Ry
in the interval (approx.) [18, 125] for N € {10,100, 1000} while [* is in [0.28,
0.46] for all the adopted distributions.

We also compare our FLM with the scheme proposed in [74]. In Figures
14, 15 & 16, we present our comparative results for [*, s* and r*, respec-
tively. We observe that, concerning [*, the FLM outperforms the TAM for
all the experimental scenarios and the adopted datasets. The difference is
high when we deal with an increased number of ENs. Related to s*, the
two models exhibit a similar performance as presented by Figure 15. An
increased number of nodes will also increase the s*. Finally, concerning r*,
we observe that the FLM also outperforms the TAM exceptional to two cases
(i.e., dataset 1, N = 10 & dataset 4, N = 10).
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Our last comparative scenario involves the case where no action is adopted
when ties are identified in the FL outcomes as well as in evaluations delivered
by TAM. Table 2 presents our outcomes. Again, we observe that the FLM
outperforms the TAM and a high difference is realized in all the experimental

scenarios.

Table 2: Comparison outcomes for FLM vs TAM for [* (random selection in ties)

Dataset 2 Dataset 3 Dataset 4
N FLM TAM | FLM TAM | FLM TAM
10 0.078 0.780 | 0.140 0.270 | 0.090 0.740
100 | 0.200 0.970 | 0.220 0.400 | 0.110 0.980
1000 | 0.220 0.990 | 0.370 0.490 | 0.130 0.990
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7. Conclusions & Future Work

The IoT infrastructure involves numerous autonomous devices that can
interact with their environment, collect data and transfer them to the Cloud
for further processing. Current advances propose the use of an additional
processing layer between the IoT devices and the Cloud, i.e., the edge in-
frastructure. Edge nodes can host a (sub-)set of data and perform simple
analytics queries/tasks as requested by end users or applications. This way,
the latency in the provision of responses will be minimized as the processing
activities are kept close to data sources. In this distributed infrastructure,
multiple nodes are available to host the incoming queries/tasks on top of
the local datasets. We propose a methodology for deciding the (sub-)set of
edge nodes that will host and execute every query/task. We provide a deci-
sion making model that takes into consideration the contextual information
related to queries and edge nodes (i.e., their characteristics). Any decision
is aligned with the discussed information trying to efficiently match queries
with edge nodes. We adopt the principles of Fuzzy Logic to support the
management of the uncertainty related to the efficiency of each allocation.
In addition, we also adopt a machine learning model to play the role of an
expert that provides its view on the efficiency of each allocation. The opinion
of the machine learning expert is, then, fed into the fuzzy model to deliver
the final outcome. Being aligned with the available data, we propose an
automated knowledge bases extraction scheme to support a data-aware de-
cision making. Our experimental results indicate the pros and cons of the
proposed approach and setups the basis for a comparative assessment. We
show that our model is capable of efficiently ‘matching’ queries with edge
nodes. In the first place of our future research plans is the incorporation of
more parameters in the fuzzy model and the study of the hidden aspects of
the fuzzy decision making. Hence, we will be able to offer a more complex,
however, efficient model for delivering the envisioned allocations.
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