
 

 
 

 

 

 

 

Manzoor, S., Noor Mian, A., Zoha, A. and Imran, M. A. (2022) Federated 

learning empowered mobility-aware proactive content offloading 

framework for fog radio access networks. Future Generation Computer 

Systems, 133, pp. 307-319. (doi: 10.1016/j.future.2022.03.025) 

 

There may be differences between this version and the published version. 

You are advised to consult the published version if you wish to cite from it. 

 

 

 
 
 
 
 
 
 
 

http://eprints.gla.ac.uk/267343/ 
 
      
 

 
 
Deposited on 16 March 2022 

 

 

 

Enlighten – Research publications by members of the University of Glasgow 
http://eprints.gla.ac.uk 

 
 

 

https://doi.org/10.1016/j.future.2022.03.025
http://eprints.gla.ac.uk/267343/
http://eprints.gla.ac.uk/


Federated Learning Empowered Mobility-Aware Proactive Content
Offloading Framework for Fog Radio Access Networks
Sanaullah Manzoor𝑎,𝑏∗, 𝐴𝑑𝑛𝑎𝑛𝑁𝑜𝑜𝑟𝑀𝑖𝑎𝑛𝑎, 𝐴ℎ𝑚𝑒𝑑𝑍𝑜ℎ𝑎𝑏, 𝑎𝑛𝑑𝑀𝑢ℎ𝑎𝑚𝑚𝑎𝑑𝐴𝑙𝑖𝐼𝑚𝑟𝑎𝑛𝑏
aDepartment of Computer Science, Information Technology University, Lahore, Pakistan.
bSchool of Engineering, University of Glasgow, Glasgow, United Kingdom.

A B S T R A C T
Proactive content caching has emerged as a promising solution to cope with exponentially in-

creasing mobile data traffic. The popular user contents can be cached near the network edge for faster
retrieval and processing. Current state-of-the-art approaches adopt a centralized model training mech-
anism that requires high communication and data exchange overheads to predict content popularity.
Moreover, these approaches fail to deal with the dynamicity of the environment since they do not take
into account the users’ mobility information and are unable to incorporate content offload timings. In
this paper, we address these limitations by proposing a novel federated learning-based Mobility and
Demand-aware Proactive Content Offloading (MDPCO) framework. MDPCO exploits distributed
learning strategies and capitalizes on users’ mobility and demand information for proactive content
offloading. Extensive simulations are carried out to validate the efficacy of MDCPO against local and
cloud-based models. Our proposed model yields an average performance improvement of 6.7% in
comparison to the cloud-based model. Furthermore, with the increase in the number of fog servers,
the MDPCO achieves a 9.8% higher data offloading ratio and 1.18% increase in the downlink rates
while being more energy-efficient than cloud-based approaches.

1. Introduction
With the vast deployment of the 5G and beyond wireless

networks, Internet of Things (IoT) services and data-hungry
applications have become a significant contributor to Inter-
net traffic growth. Prominently, IoT-based data streaming
services are growing with an annual growth rate of 69% [1].
The rapid advancement in next-generation communication
networks supports the accessibility and deployment of IoT
services more than before. It is estimated that nearly 82%
of the Internet traffic is originated from network streaming
applications [2]. By the end of 2022, more than 50 billion
devices would be connected to the Internet, and each mo-
bile user would generate 60 GB of data per month [3]. Such
a tremendous amount of data flow will pose a significant
challenge to cellular and IoT service providers with the ex-
isting network infrastructure and may lead to core network
overloading. To tackle this ever-increasing traffic burden,
fog radio access networks (F-RANs) have been proposed
due to their vital admissible features, such as edge content
caching, information processing, and communication capa-
bilities [4, 5].

Content caching has been considered as a viable solution
to alleviate backhaul congestion, enhances system capacity,
and reduces the end-to-end service delays [6, 7, 8, 9]. Tra-
ditional content caching methods such as least recently used
(LRU) and first-in-first-out (FIFO) fail to account for future
content popularity, resulting in low cache efficiencies [10].
In this regard, various content caching schemes have been
proposed to predict future content popularity [11, 12, 13, 14,
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15, 16, 17]. To the best of the authors’ knowledge, these
existing works fall short of the best network services mark
due to the following limitations. Firstly, the future content
popularity prediction approaches usually operate in a cen-
tralized manner which requires a large amount of local data
transfer to the central server. Secondly, these schemes pro-
vide the solutions for, which contents to be offloaded, and
ignore when to offload the predicted contents due to lack of
users’ mobility information [11, 13]. Thirdly, as the number
of users and data grow, the centralized models may face scal-
ability issues. In short, these centralized schemes have sig-
nificant communication exchange overheads; a lower cache
hit under high user mobility; and are vulnerable to data pri-
vacy violations [18].

In order to tackle the above mentioned limitations, fed-
erated learning (FL) can be seen as a promising solution to
enable decentralized future content predictions [19]. In FL,
edge devices collaborate to train a local model based on lo-
cally available data and share their weights to form a global
model, instead of uploading large volumes of raw data at
the remote server [20]. In this paper, we demonstrate the
application of FL for the F-RANs content offloading sys-
tems. We define communication latency and data storage
overheads under centralized and FL-based training models.
In the centralized training, base stations (BSs) send data to
the fog server, where model inference and cache decisions
took place, then eventually shared with the corresponding
BSs. Figure 1 shows a network with a cloud server super-
vising multiple BSs and several users, the arrow width cor-
responds to the amount of shared data exchange between the
entities. Figure 1(a) represents the centralized learning sce-
nario in which the overall latency, during content demand
learning, consists of (𝑖) time during which the raw data is
transferred from BS to fog server 𝑡𝑏𝑓 , (𝑖𝑖) time during for
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Figure 1: A motivating example for comparison of centralized and federated learning based content caching

model training and inference 𝑡𝑑 , and (𝑖𝑖𝑖) the time required
to share the model results towards the corresponding BSs
𝑡𝑓𝑏. Thus, the overall communication delay under central-
ized model training can be represented as 𝐿 = 𝑡𝑏𝑓 + 𝑡𝑑 + 𝑡𝑓𝑏.In contrast the FL scheme as shown in Figure 1 (b) trains
the model based on the local data only and shares model up-
dates with the fog sever where global weight aggregations
are performed. During each communication round, a BS
downloads the global weights and starts the next cycle of
local training. The local updates sharing and global weight
downloading process repeats in the background which re-
quires 𝑡𝑢𝑑 time. In the case of centralized learning, when-
ever a prediction request is made, the data is transferred to
the cloud server where predictions are made available, and
then these predictions are sent to the corresponding BS. On
the other hand, in case of FL the BS model fulfils these re-
quests locally and requires only 𝑡′𝑑 time. In short, under FL
𝑡′𝑑 time would be the only impactful latency which can be
represented as 𝐿 = 𝑡′𝑑 . Furthermore, the latency during
model training and inference under FL would be less due
to the small cache matrix size. In contrast, cloud server re-
quires more computation time for the learning decision due
to larger data volumes, i.e., 𝑡′𝑑 < 𝑡𝑑 . Thus, the overall the
content demand prediction latency under FL would be sig-
nificantly lower than the centralized learning.

In this paper, we propose a novel FL-based Mobility and
Demand-aware Proactive Content Offloading (MDPCO) frame-
work with cache-enabled F-RAN architecture. In MDPCO,
local BSs estimate users’ mobility and future content de-
mand based on local data. The local mobility model is for-
mulated using a long short-term memory (LSTM) network
that takes joint information of the user’s cell-IDs and sojourn
times and predicts the next cells. We employee deep neu-
ral networks (DNNs) for the local content prediction model
to predict the future content probabilities. The fog server
aggregates local mobility and content prediction model up-
dates to construct a global model. An optimization problem

is formulated using joint coordination of federated mobil-
ity and content models to offload future contents. In terms
of deep-learning architecture, mobility and content caching
models are kept simplistic to support minimum computa-
tion load and higher energy efficiency. Our contributions
are listed as follows:

• We propose a novel FL-based MDPCO framework that
considers mobility and content demand statistics jointly
to maximize users’ quality of experience.

• We formulate a joint content offloading scheme that
proactively exploits federated mobility and content score
prediction models to cache the most likely future con-
tents.

• We perform an extensive set of simulations to validate
the effectiveness of the proposed MDPCO framework
and compared it with state of the art content cache
schemes.

The rest of the paper is organized as follows: Section 2
reviews state-of-the-art proactive content offloading schemes.
Section 3 discusses the proposed system model and the prob-
lem formulation for the federated mobility and caching in
wireless networks. The proposed mobility and demand-aware
federated content offloading framework has been discussed
in Section 4. The results of the proposed MDPCO scheme
have been presented in Section 5 followed by a discussion
and insights in Section 6. Lastly, Section 7 concludes this
work.

2. Related Work
In this section, we highlight the state-of-the-art cloud-

based and FL-based content offloading schemes for F-RANs.
Subsequently, we provide a comparative analysis of cloud
versus FL-based content offloading schemes, highlighting
the gaps and motivation for our proposed approach. Table
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Table 1
State of the art content offloading approaches in F-RANs

Paper Approach
Mode

Objectives Mobility Content-
Aware

Summary

Rehman et al. [21] Cloud Network
delay

No No Fronthaul load-aware caching scheme to reduce content-service delay
using loosely-couple F-RANs

Shnaiwer et al. [22] Cloud Load bal-
ancing

No No An opportunistic network-based coding based caching strategy to of-
fload cloud base station load

Sun et al. [16] Cloud Load bal-
ancing

No No Content offloading scheme to alleviate the load of central resource man-
ager that is based-on the statistics of user requests and channel gains.

Fan et al. [14] Cloud QoE No Yes Q-learning based caching scheme in fog-enabled cellular networks to
predict future content popularity

Feng et al. [13] Cloud QoE No Yes Content popularity prediction scheme by exploiting deep learning model
to build a content prediction classifier for every content class

Shi et al. [17] Cloud Load Bal-
ancing

Yes No A reinforcement learning-based cache placement and user association
scheme to alleviate fronthaul load.

Jiang et al. [23] Cloud Network
delay

No Yes A cloud-based coded caching and content offloading mechanism for F-
RANs

Yan et al. [17] Cloud QoE Yes No A joint machine learning based content placement and user association
scheme for traffic offloading.

Wang et al. [24] Federated Network
delay

No No A FL-based-edge caching scheme in F-RANs to reduce communication
overheads.

Cui et al. [25] Federated QoE No No Block-chain enabled federated caching mechanism for proactive content
offloading scheme.

Tuo et al. [26] Federated QoE No Yes A FL-based content prediction model for F-RANs.

Xiao et al. [26] Federated Energy Ef-
ficiency

No Yes Secure FL-based content placement and cache allocation scheme for
F-RANs.

Xue et al. [27] Federated Security No No A FL-based resource-constraint edge caching scheme for E-health sys-
tems.

Yu et al. [28] Federated QoE Yes No Mobility-aware FL-based content offloading in vehicular networks.

Cheng el al. [29] Federated QoE No Yes Blockchain enabled FL-based content caching framework for D2D net-
works

Proposed MDPCO Federated QoE Yes Yes FL-based MDPCO framework that takes into account users’ mobility
and demands statistics jointly to proactively offload the predicted con-
tents

I summarizes related content offloading strategies in terms
of key objectives, mode of operation, with or without mo-
bility, demand-context and summary of contributions.
2.1. Cloud-based Learning Approaches for

Content Offloading in F-RANs
Conventional machine learning approaches have been ex-

tensively researched for content offloading in F-RANs. These
studies focused on formalizing the centralized content fetch-
ing problem and optimizing downlink rates, energy efficiency
and cache storage sizes. Here, we report the most recent
studies for centralized content offloading in F-RANs. Jiang
et al. proposed a cloud-based coded caching and content of-
floading mechanism to minimize network delay [23]. Rehman
et al. proposed a fronthaul load-aware caching scheme to
reduce content-service delay by leveraging loosely coupled
FRAN architectures [21]. Shnaiwer et al. proposed oppor-
tunistic network coding-based caching strategy to offload BS
load in the heterogeneous F-RANs [22]. Shi et al. proposed
reinforcement learning-based cache placement and user as-
sociation scheme to reduce fronthaul load [17]. Jinag et al.
introduced a graph-based cooperative content caching scheme
using joint content clustering and placement in F-RANs [15].
Sun et al. proposed a content offloading scheme for F-RANs
to reduce the burden on central resource management, in
which a network long-term utility function-based optimiza-
tion problem is defined utilizing users’ request data and chan-
nel gains [16]. Fan et al. proposed a Q-learning based caching
scheme in fog-enabled cellular networks to predict users’ fu-

ture content popularity. The content caching algorithm is
developed using users’ content preferences and popular top-
ics information [14]. Yan et al. proposed a joint content
placement and user association in F-RANs in which machine
learning models predict the popularity of unknown contents,
and an optimization problem for joint caching and user as-
sociation is formulated. [17]. Feng et al. proposed a content
popularity prediction scheme by using a deep learning model
to create a content prediction classifier for each content class
[13]. Recently, Li et al. proposed a latency-aware content
caching scheme by utilizing user’s mobility and cache ca-
pacity [30]. The major issue with all these cloud-based ap-
proaches is their inability to scale as the number of users
increases in the network.
2.2. Federated Learning-based for Content

Offloading in F-RANs
Recently, much attention has been paid to FL-based con-

tent offloading schemes. We now discuss the most relevant
FL-based content offloading strategies. Wang et al. pro-
posed a FL-based edge caching scheme to reduce commu-
nication overheads [24]. Cui et al. presented a block-chain
enabled federated caching system for proactive content of-
floading. They trained local models and shared compressed
model updates with the global model [25]. For F-RANs,
Xiao et al. have presented a FL-based content placement and
cache allocation system [26]. For E-health systems, Xue et
al. presented a FL-based resource-constraint edge caching
approach [27]. Xiao et al. proposed reinforcement learning-
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based edge content offloading which focused on the signal
jamming and interference [31]. Similarly, Cheng el al. pro-
posed a block-chain enabled FL-based content caching frame-
work for D2D networks [29]. Qi et al. proposed block-
chain-enabled FL-based scheme for traffic flow prediction
[32]. All of the above mentioned approaches ignore mo-
bility patterns during content offloading. Yu et al has pro-
posed a mobility-aware content offloading mechanism [28].
Nonetheless, this approach has two significant flaws. Firstly,
it assumed that mobility sequences follow truncated Gaus-
sian distribution, which is not an accurate representation of
users’ mobility. In reality, the mobile users’ mobility is di-
verse, irregular, and dynamic. Secondly, the approach ig-
nored users’ content demand statistics for content offloading.

In summary, none of the related works proposed a feder-
ated machine learning-based framework that considers users’
mobility and content demand statistics for proactive con-
tent offloading. The existing content offloading approaches
mainly operate in a centralized manner. A large volume of
local data is required to upload at the central server, which
leads to higher communication and data exchange overheads.
Furthermore, in the absence of the user’s next cell mobil-
ity information, the schemes [24, 25, 26, 27, 11, 13, 31] are
unable to incorporate content offloading timings and hence
they can not deal with the dynamicity of the environment.
Additionally, if the number of users and data grow, the cen-
tralized content offloading schemes may face scalability is-
sues. Therefore, the current content offloading strategies in
F-RANs possess the following prominent drawbacks:

• Operate in a fully centralized manner, leading to higher
communication and data exchange overheads as they
require large volumes of local data to be uploaded at
the central server.

• Unable to incorporate content offloading timings due
to lack of users’ next cell mobility information.

• May result significant communication overhead dur-
ing uploading of users’ data to the central server.

In order to counter the aforementioned issues, we have
come up with a new FL-based MDPCO framework that con-
siders mobility and content demand statistics to offload users’
future content. The MDPCO framework works in a distributed
manner and restricts data locally, reducing communication
overheads.

3. System Model
This section presents the system model for the proposed

federated machine learning-based mobility and demand-aware
proactive content offloading (MDPCO) framework in cache-
enabled F-RANs. he proposed framework consists of several
base stations (BSs) supervised by the fog server and the core
network that shares information and services via fog servers.
The system model is shown in Fig 2.

We consider a F-RAN architecture in which dense 𝐵
cells 𝑏 = {1, 2, ..., 𝐵} are deployed under a fog-server 𝜍. In

Table 2
Table of Important Notations

Notation Description
𝑢 User equipment (UE)
𝑏 Base station/Cell
𝐵 Number of unique (distinct) cells in network
𝜍 Number of fog servers
 Total system bandwidth
 Bandwidth of a PRB
g Backhaul link capacities

𝑏𝑢 Channel gain between user 𝑢 and cell 𝑏
𝑃𝑏 Transmit power of cell 𝑏
𝜂𝑏𝑢 Signal to interference and noise ratio (SINR)
𝑟𝑏𝑢 Down-link achievable rate
f File library
o Cell storage capacities
𝐱 Tuple representing cell-IDs and sojourn time

Ψ𝑏,𝑢 Next cell probability of user 𝑢
v Files size vector
𝑒𝑏𝑢 Effective downlink rate of 𝑢
𝛾2 Noise power of a PRB
𝜎 Sigmoidal activation function

𝐖𝐦 Mobility model trained local weights
𝐖𝐜 Caching model trained local weights
𝐂𝑏 Caching decision matrix
Ω Data offloading ratio
𝜏 Downlink rate CDF

this system, it is considered that there is no overlapping area
between cells, and at a time each user is connected to only
one cell. Figure 2 shows our system model. Furthermore,
we consider that system has core network functionalities in
which fog servers are connected to evolved packet core layer
(EPC) i.e. mobility management entity (MME) and serv-
ing gateway (S-GW). BSs are also interconnected via 𝑋2
links that allow them to communicate with each other and
share handover information [34]. Here, we define the fol-
lowing entities: let 𝑢 = {1, 2, ..., 𝑈}, , and  and 𝑢 =
{1, 2, 3, ..., 𝑈} is the number of users, network bandwidth
and the bandwidth of each physical resource block (PRB)
respectively. Let g =

[

𝑔1, 𝑔2, ..., 𝑔𝐵
]

∈
{

0,ℤ+} shows the
backhaul link capacities between the fog-server and cells.
Furthermore, our file library is expressed as f =

[

𝑓1, 𝑓2, ..., 𝑓𝐹
],

where each file is atomic and of size 𝑣𝑖, where files size vec-
tor is denoted by v =

[

𝑣1, 𝑣2, ..., 𝑣𝐹
]

∈ ℤ+ [35]. Moreover,
the terms cell and base station (BS), and content and file are
interchangeably used throughout the paper. Table 2 shows
important notations. If 𝑏 and 𝑏𝑢 represents BS transmis-
sion power and channel gain between BS 𝑏 and UE 𝑢, then
the signal to interference and noise ratio (SINR) is as fol-
lows:

𝜂𝑏𝑢 =
𝑃𝑏𝑏𝑢

∑

𝑗∈𝐵∕{𝑏} 𝑃𝑗𝑗𝑢 + 𝛾2
(1)

where 𝛾2 represents noise power per PRB, which is additive
white Gaussian noise (AWGN). For a given 𝑃𝑏 the maximum
downlink (DL) achievable rate from the cell 𝑏 to user 𝑢 is
expressed using Shannon theorem:

𝑅𝑏𝑢 = 𝑙𝑜𝑔2

(

1 +
𝑃𝑏𝑏𝑢

∑

𝑗∈∕{𝑏} 𝑃𝑗𝑗𝑢 + 𝛾2

)

(2)

where the term  is usually 180𝑘𝐻𝑧 in an Orthogonal Fre-
quency Division Multiple Access (OFDMA) based cellular
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Figure 2: Proposed federated learning based framework. BS trains local mobility and future content prediction models using
local data. Local models download global updates from the global model (hosted at fog model) for next communication round.
The proposed framework works in-line with 3GPP’s release for data analytics and machine learning support NWDAF [33].

system. If user 𝑢 is associated to cell 𝑏 then its load at cell
𝑏 is given by 𝑦𝑏𝑢 = 𝛿𝑢

𝑅𝑏𝑢
, while the term 𝑅𝑏𝑢 is maximum

downlink rate and 𝛿𝑢 is actual receiving rate from cell 𝑏 given
channel conditions. Further, if user 𝑢 is associated to cell
𝑏 then user-cell association is represented by 𝑥𝑏𝑢. Thus, by
utilizing user’s load and the user-cell association information
the overall load of cell 𝑏 will be 𝑙𝑏 = ∑

𝑢∈𝑈 𝑥𝑏𝑢𝑦𝑏𝑢. Actually,
the DL rate offered by cell 𝑏 is equally shared among all users
𝑈𝑏, thus the actual receiving rate not only affected by chan-
nel conditions but also depends on cell load 𝑙𝑏 [36]. There-
fore, user’s perceived DL rate is 𝑟𝑏𝑢 = 𝑅𝑏𝑢∕𝑙𝑏(𝑡). More-
over, o =

[

𝑜1, 𝑜2, ..., 𝑜𝐵
]

∈ ℤ+ vector represents the storage
capacities of cells to store the caching information. Now,
let’s consider a matrix R that expresses users’ downlink rates
from the corresponding cells, which is given by:

𝐑 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑅1

𝑅2

∶
𝑅𝐵

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

𝑟1,1 ... 𝑟1,𝑈
𝑟2,1 ... 𝑟2,𝑈
∶ ∶ ∶

𝑟𝐵,1 ... 𝑟𝐵,𝑈

⎤

⎥

⎥

⎥

⎥

⎦

∈
{

0,+}𝐵×𝑈 (3)

4. Federated Learning-based Mobility and
Demand-Aware Proactive Content
Offloading Framework
Under our system model, each BS can track users’ statis-

tics, including handover time, cell-ID, and content demand
information, i.e. the number of requests and the request na-
ture [37] [38, 39]. It is assumed that each BS has enough
computation resources including cache memory to execute
data-intensive machine learning models. Each BS can train
its own mobility and content prediction models based on

its local data. At some time interval 𝑡′ , these local train-
ing results are reported to the fog server, where the global
model is updated accordingly. The results of the improved
global model are sent back to BSs, where a new round of lo-
cal training is initiated. Finally, the improved local models
are constructed at each BS via model updates and collabora-
tive information exchange between BS and fog server. The
output of the federated mobility and caching algorithms are
fed to the joint optimization model to offload future contents
proactively. The proposed MDPCO framework architecture
as shown in Figure 2 adopts the 3rd generation partnership
project (3GPP) release 16 support for machine learning-based
data-driven optimization [33]. 3GPP provides data collec-
tion and analytics support in the 5G network architecture
known as network data analytics framework (NWDA). Ba-
sically, MDPCO framework can invoke NWDA functions to
provide these two core functionalities; first, data collection
from network functions (NFs) i.e., local data processing, and
secondly, data analytics and future content and mobility pre-
dictions via FL. In the proposed MDPCO framework, users
and BSs constitute edge layer and BSs act as FL nodes, and
the fog server is responsible for the global weight averag-
ing. Specifically, the proposed MDPCO framework serves
the following key objectives:

1. Federated Mobility Prediction Model: A federated
mobility prediction model is built using users’ mobil-
ity history (base station ID, next cell handover time)
to predict the next cells.

2. Federated Content Prediction Model: Users’ con-
tent demand information is used to build a federated
future content prediction model that caches future files.

3. Joint Coordination of Mobility and Content Pre-
diction Models: The MDPCO framework coordinates

Sanaullah Manzoor et al.: Preprint submitted to Elsevier Page 5 of 15



Mobility-Aware Proactive Content Offloading

𝑥𝑡−3𝑥𝑡−𝑛 𝑥𝑡−2 𝑥𝑡−1 𝑥𝑡

LSTM LSTM LSTM LSTM

Fully Connected (Softmax)

Concatenate

Predicted Next Cell

LSTM LSTM LSTM LSTM

Figure 3: The proposed LSTM-based local federated next cell
mobility prediction model

the mobility and content prediction models to proac-
tively offload future contents at the network edge.

4.1. Federated Next Cell Mobility Prediction
This section explains the proposed federated next cell

mobility model based on users’ mobility cell sequences. The
proposed long short-term memory network (LSTM)-based
next cell mobility prediction model takes input sequence con-
sisting of cell-IDs and sojourn times (𝑥𝑡, 𝑥𝑡−1, 𝑥𝑡−2, ..., 𝑥𝑡−𝑛)at current time 𝑡, and calculates hidden output ℎ𝑡 through
previous hidden information ℎ𝑡−1 and 𝑥𝑡. Hidden layer out-
puts are propagated to output layer 𝑦𝑡 which has same num-
ber of neurons as number of classes in the data. In our case,
the number of classes are equal to total the number of cells
𝐵. The proposed LSTM-based model architecture is shown
in Figure 3. In our model first LSTM layer with 12 neurons
encodes the input and propagates to next LSTM layer which
has 8 neurons. The output of second LSTM layer is passed
to fully connected layer. Sigmoid function is used as hidden
layer activation function. The fully connected layer has num-
ber of neurons equals to the number of unique cells in the
data i.e., |𝐵| is number of unique classes. LSTM model uses
softmax function as classification layer to project output vec-
tor into next cell probability vector. The network is trained to
minimize the categorical cross-entropy loss stochastic gra-
dient descent with ADAM optimizer [40]. The output of
LSTM model is the next cell probability vector𝐘 =

[

𝑦1, 𝑦2, ..., 𝑦𝐵
],

that is expressed as:

𝐘 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐳)𝑖 =
𝑒𝑧𝑖

∑𝐵
𝑏=1 𝑒𝑧𝑐

(4)

Each local LSTM-based mobility prediction model trains
on the local data, and after each communication round 𝑡,
the local model shares its trained weights with the fog-based
mobility prediction model for model aggregation. Each lo-
cal mobility model uploads learned weights after each com-
munication round; the fog-based LSTM model aggregates
these weights and formulates a global rating score prediction
model. Each local BS downloads the global model from the

Concatenation

User demand matrix, 𝐷

Feature Extraction
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Figure 4: The proposed deep neural network-based federated
future content prediction model

fog-server and starts its local LSTM model training based
on local mobility data. The local model gets batch-size 𝜃 of
local data and trains up-to 𝑒 epochs. Next, at communica-
tion round 𝑡 = 1, 2, 3...𝛼 the learned weights from each lo-
cal LSTM model 𝐖1

𝑡 ,𝐖
2
𝑡 ,𝐖

3
𝑡 , ...,𝐖

𝐵
𝑡 , are uploaded to fog-

server for global model aggregation. The weight updates can
be written as 𝐕𝐛

𝐭 = 𝐖𝐛
𝐭 − 𝛿𝐖. The fog server aggregates all

the updates from local model to improve global model via
Federated Averaging mechanism which is given by [41]:

𝑉 𝐹
𝑡 ∶= 1

𝑛𝑡

∑

𝑖∈𝐵
𝑉 𝑖
𝑡 (5)

𝑊 𝑏
𝑡+1 = 𝑊 𝑏

𝑡 + 𝜂𝑡𝑉
𝑏
𝑡 (6)

where 𝜂 represents the learning rate. At time 𝑡 each local
model downloads weight updates and finally the improved
local model predicts the next future cells with the probability
which is expressed as:

Ψ(𝑡) = argmax
[

𝑦1, 𝑦2, ..., 𝑦𝐵
]

,∀𝑏 ∈ 𝐵 (7)
where 𝐵 is total number of cells and function argmax returns
maximum value from the vector 𝑌 ′ .
4.2. Federated Demand-Aware Future Content

Prediction
A federated machine learning based future content pre-

diction model is proposed using local BS and fog-based con-
tent prediction models. The proposed model exploits the
contextual information between user and its previously re-
quested files to predict future contents. Let a user 𝑢 requests
various contents f from library f an proposed content pre-
diction model constructs user’s content demand matrix 𝐃 ∈
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ℝ𝑈×𝐹 . Each entry 𝑑𝑖,𝑗 is file rating score from 𝑖𝑡ℎ user for the
𝑗𝑡ℎ item;if the score does not exist, then 𝑑𝑖,𝑗 = 0. The most
requested contents in matrix𝐃will be maximally rated while
the least demanded or not demanded contents will least or
zero rated. Now, demand matrix 𝐃 is represented as:

D =

⎡

⎢

⎢

⎢

⎢

⎣

𝐷1

𝐷2

∶
𝐷𝑈

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

𝑑1,1 ... 𝑑1,𝐹
𝑑2,1 ... 𝑑2,𝐹
∶ ∶ ∶

𝑑𝑈,1 ... 𝑑𝑈,𝐹

⎤

⎥

⎥

⎥

⎥

⎦

∈
{

0,ℤ+}𝑈×𝐹 (8)

Actually 𝐹 ≫ 𝑈 , infect each user can not demand for every
file from f library. therefore network can rate only the de-
manded files. Thus, matrix D would be spare with many 0
entries. For proactive content caching, there is need to deter-
mine full content score/rating matrix D. Thus, consider that
users’ latent feature matrix 𝐌 ∈ ℝ𝑈×𝑎 in which the vector
𝐌𝑖 represents 𝑖𝑡ℎ user’s features and a represents dimensions
of vector 𝐌𝑖. Similarly, we have a content item’s latent fea-
ture matrix 𝐍 ∈ ℝ𝐹×𝑏 with features vector 𝐍𝑖. Further, we
encoded vectors of matrix 𝐌 and 𝐍 such that:

𝑀𝑖 = 𝑁𝑁 (𝑂𝑛𝑒𝐻𝑜𝑡(𝑖)) (9)

𝑁𝑗 = 𝑁𝑁 (𝑂𝑛𝑒𝐻𝑜𝑡(𝑗)) (10)
where 𝑂𝑛𝑒𝐻𝑜𝑡(𝑖) denotes One-Hot encoding of vector 𝐌𝑖and 𝑁𝑁(𝑥) represents output of neural network. In order to
estimate full demand matrix 𝐷̄ we used deep neural network-
based (DNN)-based model that takes users and items latent
features as input and predicts file rating scores. Figure 4
shows the proposed future content model’s architecture. In
the proposed content prediction model, the input vector 𝐱0 is
formulated using concatenation of latent feature vectors and
which is given below:

𝑥0 = 𝑐𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒
(

𝐌𝑖,𝐍𝑖
) (11)

where concatenate() function concatenates 𝐌𝑖 and 𝐍𝑖 vec-
tors and 𝐱0 is propagated to first hidden layer and is given as:

𝑥1 = 𝑅𝑒𝐿𝑈
(

𝐖𝟏𝑥𝑜 + 𝑣𝑜
) (12)

where the terms 𝐖𝟏 and 𝑣𝑜 represents the weight matrix be-
tween the input and first hidden layer, and the bias vector
respectively. ReLU() denotes the activation function of the
hidden layer, which is used to introduce non-linearity in the
neural network. At the output layer of DNN model we ex-
ploit softmax() classification function to predict users’ con-
tent rating score 𝑑𝑖,𝑗 , and is given by:

𝑌
′
= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥

(

𝐖𝐨𝑥ℎ + 𝑣𝑜𝑢𝑡
) (13)

where 𝑥ℎ, 𝐖𝐨, and 𝑣𝑜𝑢𝑡 represent output of hidden layer,
weight matrix, and bias vector of output layer.

We formulated user’s future rating prediction problem
as a supervised learning problem and the a deep neural net-
work (DNN) based local model is proposed which has an
input layer followed by four hidden layers with the number
of neurons 100, 50, 20 and 10 respectively. Figure 7 shows
the proposed neural network based user’s content rating pre-
diction model. At input layer users’ latent feature vector 𝐌𝑖and files’ latent feature vector 𝐍𝑖 is fed into neural network
after concatenation as explain in 11. The input is then prop-
agated to hidden layers and, eventually, at the output layer
softmax() classification function is used to predict the user’s
rating score 𝑑𝑖,𝑗 . For prediction error minimization, a cate-
gorical cross-entropy loss function is used. Each local DNN-
based rating prediction model trains on the local data, and
after each communication round 𝑡, the local model shares its
trained weights with the fog-based rating prediction model
for model aggregation. Each local model uploads learned
weights after each communication round; the global DNN
model aggregates these weights and formulates a global rat-
ing score prediction model. These weights aggregations help
to learn model generalization and also avoid data privacy vi-
olations as data is not uploaded to the fog-server.

The overall federated machine learning is preformed in
such a way that initially each local BS download global model
from the fog-server and starts local DNN model training based
on data content history data. The local model gets batch-size
𝜃 of local data and trains up-to 𝐸 epochs. Next, at commu-
nication round 𝑡 = 1, 2, 3...𝛼 the learned weights from each
local DNN model 𝐖1

𝑡 ,𝐖
2
𝑡 ,𝐖

3
𝑡 , ...,𝐖

𝐵
𝑡 , are uploaded to fog-

model for global model aggregation. The weight updates can
be written as 𝐕𝐛

𝐭 ∶= 𝐖𝐛
𝐭 − 𝛿𝐖. The fog server aggregates

all the updates from local model to improve global model via
Federated Averaging using 5 and 6. Each local model down-
loads weight updates and finally, the improved local model
predicts 𝑖𝑡ℎ user’s rating score 𝑑′

𝑖,𝑗 on the 𝑗𝑡ℎ file which is
given as follow:

𝑑
′

𝑖,𝑗 = argmax
[

𝑦1, 𝑦2, ..., ̂𝑦𝐾
]

,∀𝑘 ∈ 𝐾 (14)
where 𝐾 is total number of classes in the rating matrix D and
function argmax returns maximum value from the vector 𝑌 ′ .
4.3. Joint Coordination of Federated Mobility and

Caching Models for Content Offloading
Now, the joint coordination of federated prediction (mo-

bility and content) models is formulated to enable mobility-
aware caching placement in F-RANs. We aim to offload the
predicted contents proactively before cell congestion takes
place. It is found in [9] that the cell load fluctuates due to
users’ mobility which can be leveraged to enable the sys-
tem’s proactive response for content caching and offloading
accordingly. The fog server exploits user mobility sequences
(𝑥𝑡, 𝑥𝑡−1, 𝑥𝑡−2, ...., 𝑥𝑡−𝑛) for Eq. 7 to seek user’s next cell
association for Ψ(𝑡+ 𝑡′ ) where 𝑡′ = [1,∞) is next time inter-
val (𝑚𝑖𝑛𝑢𝑡𝑒𝑠). Similarly, fog server constitutes the next cell
probability matrix Υ for all users in the set 𝑢 = {1, 2, .., 𝑈}
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using Eq. 7, and it is given as:

Υ(𝑡 + 𝑡
′
) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

Ψ1,1 Ψ1,2 ... Ψ1,𝑈

Ψ2,1 Ψ2,2 ... Ψ2,𝑈

.

.
Ψ𝐵,1 Ψ𝐵,2 ... Ψ𝐵,𝑈

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(15)

Now, the candidate cell 𝑏 can start downloading predicted
content that can subsequently be transferred during non-peak
hours. As a result, each base station 𝑏 will have a content
caching decision matrix C𝑏 which stores information of the
predicted contents, and it is given as:

C =

⎡

⎢

⎢

⎢

⎢

⎣

𝐶1

𝐶2

∶
𝐶𝑈

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

𝑐1,1 ... 𝑐1,𝐹
𝑐2,1 ... 𝑐2,𝐹
∶ ∶ ∶

𝑐𝑈,1 ... 𝑐𝑈,𝐹

⎤

⎥

⎥

⎥

⎥

⎦

∈
{

0,ℤ+}𝑈×𝐹 (16)

where the term 𝑐𝑢,𝑓 = 1 means the content "𝑓" is cached at
cell 𝑏 for the user 𝑢. To ensure successful file delivery these
C𝑏 files needed to be transferred to associated users before
they are leaving for next cell. Thus, the file transfer time
depends upon user 𝑢 sojourn time 𝑡𝜃 and maximum avail-
able downlink rate 𝑟𝑏𝑢. Assuming, we have predicted users’
demand accurately i.e., of user 𝑢, 𝜆𝑢 ⊆ 𝐷̄, at time 𝑡 which
he/she will be demanding at time 𝑡 + 𝑡′ , user requests for
demanding files will be satisfied if following criteria holds
which can represented as file satisfaction ratio for user 𝑢, and
given by:

𝜁𝑢(𝜆) =
1
𝑁

∑

𝑛∈𝜆
𝐏
{

𝑒𝑛
𝑡𝑠𝑜2 − 𝑡𝑠𝑜1

≥ 𝑟𝑏,𝑢

}

(17)

where 𝑒𝑛 is length of 𝑛𝑡ℎ file and 𝐏 {...} is indicator func-
tion which returns 1 if statement holds otherwise 0. Now,
an optimization problem can be formulated in order to maxi-
mize the number file (request) satisfaction ratio 𝜁𝑢 to improve
user’s QoE, which is given by:

max
𝜃𝐛,𝐛′ ,𝐫𝐛,𝐮

𝜁𝑢(𝜆) =
1
𝑁

∑

𝑛∈𝜆
𝐏
{

𝑒𝑛
𝑡𝑠𝑜2 − 𝑡𝑠𝑜1

≥ 𝑟𝑏,𝑢

}

subject to: 𝐨 ≤ 𝑜𝑚𝑎𝑥,
𝑟𝑏,𝑢 ≤ 𝑅𝑚𝑎𝑥,

(18)

where the term 𝑜𝑚𝑎𝑥 is the cell content storage capacity, and
𝑅𝑚𝑎𝑥 represents maximum file download rate. For each user
𝑢 even we know the exact sojourn time 𝑡𝜃 and upcoming fu-
ture requests "𝜆𝑢" information, still all the downloaded con-
tents cannot be transferred due to downlink rate 𝑟𝑏𝑢 and𝑂𝑚𝑎𝑥

cell storage constraints. In such case combinatorial problem,
brute-force search solution would be a hard option. To deal
with it, we reduced the search space by employing 𝛽 to con-
sider only those users who’s 𝑡𝑏 ≤ 𝛽. The Algorithm 3 trans-
fer predicted files from cell 𝑏 to associated users. Thus the

Algorithm 3 instructs the cell 𝑏 to start caching the contents
with maximum rating scores and stops if the cell storage ca-
pacity has reached maximum limit.

Algorithm 1 gives the implementation steps of the MD-
PCO scheme. Each BS 𝑏 initially trains a local mobility
prediction model and sends its local updates to fog-model,
where global federated averaging is performed. Then the BS
𝑏 downloads global down updates and predicts user next fu-
ture cells (line 11-25). The BS 𝑏 also trains the local future
content score prediction model and shares updated to fog-
model. After global federated averaging, updated weights
are sent to the local models, where they predict future con-
tent ratings (line 33-49). Now, using mobility and content
prediction models each BS 𝑏 invokes Algorithm 3 to cache
the files with the highest rating scores until the shortage ca-
pacity o is reached.

5. Performance Evaluation and Results
This section covers the performance evaluation of the

proposed framework. We assessed the performance of fed-
erated mobility and caching models in terms of prediction
error and average prediction accuracy. The performance of
content offloading is assessed through average caching hits
against the caching storage capacity.
5.1. Simulation Setup

We performed network-level simulations to assess the
MDPCO framework’s performance, assuming that the NFs
are BSs deployed by network operators. The proposed frame-
work is evaluated using the available real mobility trace-
based dataset from Crawdad Lab’s Context dataset [42]. The
Context dataset was collected using a tower logger software
operating at mobile devices at Rice community in Hous-
ton, Texas, USA, from 10 participants for the duration of
3 to 6 weeks. The data contains information of date, sys-
tem time (hour, minute, seconds), signal strength and cellu-
lar tower identity number i.e., cell-ID. Out of these, we se-
lected cell-IDs from the highest serving cells. In the dataset,
the number of data samples are not equal for all the users,
and also this dataset contains missing values. The dataset
includes the user’s cell-IDs and the current date and time.
The mobility data is recorded on each minute interval from
10 participants, i.e., the sampling interval is 1 minute. Be-
fore feeding the data into the mobility model, we performed
necessary pre-processing on the dataset. In this phase, we
discarded missing and redundant records from the Context
dataset, and the cell-IDs are represented as numeric integers
e.g., 522, 512, 724, etc. After necessary data reprocessing,
we selected only the top unique cells from all users based on
the number of data instances, and we selected only the top
6 unique (distinct) cells. For appropriate class labelling, we
replaced cell-IDs with consecutive integer numbers 1, 2, 3,
and up-to number of cells in data 𝐵. The data has 6 classes
and follows a Poisson distribution with a mean of 4.57 and
a standard deviation of 2.14. For experiments, 70% of mo-
bility data is used for the training while 30% is used for the
model validation.
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Algorithm 1: Implementation of Federated ML-
based Mobility and Demand-Aware Proactive Con-
tent Offloading

Input: 𝑋, 𝐷, 𝑈 , 𝐵, 𝑚𝑏𝑢,𝑅𝑏𝑢
Output: C𝑏
/* cell-IDs matrix with date and time 𝑋, number

of days 𝐷, number of users 𝑈, number of

cells 𝐵, users’ demands 𝑚𝑏𝑢, available

resources 𝑅𝑏𝑢 */

; // Training of Mobility Prediction Model

1 for (d ∈ X) do
2 𝐽 = 𝑋(𝑑, ∶)′ 𝑙𝑜𝑔𝑖𝑐𝑎𝑙 = [true, diff(J) = 0, true]

𝑐𝑜𝑢𝑛𝑡𝑠 = diff (𝑓𝑖𝑛𝑑(𝑙𝑜𝑔𝑖𝑐𝑎𝑙𝑑))
𝑋𝑛𝑒𝑤(𝑑)=[𝑐𝑜𝑛𝑐𝐶𝐼𝐷 𝑐𝑜𝑢𝑛𝑡𝑠]

3 Initialization of learning rate 𝜂𝑚, local epochs 𝐸𝑚,
and data batch size Γ𝑚

/* Perform Mobility Model Federated Averaging */

4 for (𝑡 ∈ 𝑇 ) do
5 for (𝑏 ∈ 𝐵) do
6 Get 𝐖𝐛

𝐭+𝟏 ← Call Procedure
MobilityUpdates

7 Get 𝐖𝐌
𝐭+𝟏 ←

∑𝐵
𝑖=1

1
𝐵𝐖

𝐛
𝐭+𝟏

8 Get next cell probability using global model
weights 𝐖𝐌

𝐭+𝟏

/* Training of Content Score Prediction Model */

9 Get user feature representation vector 𝑀𝑖 using Eq.
9

10 Get file content feature representation vector 𝑁𝑖using Eq. 10
11 Concatenate 𝐌𝑖 and 𝐍𝑖 using Eq. 11
12 Initialization of learning rate 𝜂𝑐 , local epochs 𝐸𝑐 ,and data batch size Γ𝑐

/* Perform Content Model Federated Averaging */

13 for (𝑡 ∈ 𝑇 ) do
14 for (𝑏 ∈ 𝐵) do
15 𝐖𝐛

𝐭+𝟏 ← Call Procedure
ContentPredUpdates

16 𝐖𝐂
𝐭+𝟏 ←

∑𝐵
𝑖=1

1
𝐵𝐖

𝐛
𝐭+𝟏

17 Get future file rating scores from 𝑑′

𝑖,𝑗 global
model using global model weights 𝐖𝐂

𝐭+𝟏

18 for (𝑏 ∈ 𝐵) do
19 Invoke Algorithm 3 to offload future files to

UEs Estimate PredictionScore
20 terminate

Given the unavailability of a realistic cache dataset, we
reside to state-of-the-art studies [43] and [44] that have used
sparse real-world data ML100K for content prediction in a
dynamic environment like F-RANs. The ML100K dataset
is provided by MoivesLens and publicly available at [45].
The dataset contains 100, 000 ratings between [1, 5] from
943 users on unique 1682 files. Each user has rated at least
20 files. The dataset is recorded during seven months pe-

Algorithm 2: Mobility Model Updates
Input: 𝑋,𝑈 ,𝜂𝑚,𝐸𝑚,Γ𝑚
Output: 𝐖𝐦

1 Procedure MobilityUpdates(𝑋,𝑈 ,𝜂𝑚,𝐸𝑚,Γ𝑚)
2 for (𝑖 ∈ 𝐸𝑚) do
3 for (𝑗 ∈ Γ𝑚) do
4 𝐖𝐦 ←𝐖′

𝐦Δ𝑗(𝑤; 𝑣)
5 return 𝐖𝐦 trained local weights

Algorithm 3: Federated Proactive Content Of-
floading

Input: 𝐂𝑏,f,e,o
Output: S
/* Caching decision matrix 𝐂𝑏, caching files f, file

size e, cell cache storage vector o */
1 Initialize S ← 0𝑈×𝐹 , 𝑜̄ ← 0𝐵×1
2 for 𝑏 = 1, ..., 𝐵 do
3 Get q
4 Get files matrix of UE ‖q‖, G = C𝑏(q, ∶)
5 𝑈 = ‖q‖
6 for 𝑢 = 1, ..., 𝑈 do
7 [v, i] ← 𝑆𝑂𝑅𝑇 (𝑔𝑢), // Sorting files in

descending order
8 𝐹 = ‖i‖
9 for 𝑓 = 1, ..., 𝐹 do

10 𝑘 ← 𝑖𝑓 , // Gets index of most popular
file

11 if 𝑒𝑘 + 𝑜̄𝑢 ≤ 𝑜𝑢 then
12 𝑆𝑢,𝑓 ← 1, // Sets elements of user

cache matrix to 1
13 𝑜̄𝑢 ← 𝑜̄𝑏 + 𝑒𝑓 , // Increase current

storage size
14 else
15 break // Stops if storage

reaches max. capacity

riod, from September 1997 to April 1988. It follows normal
distribution where most of the ratings centred around 3 and
4. We used 70% dataset for future content rating predictions
while 30% of the data is used to assess model performance
accuracy. Furthermore, we set the prediction interval 𝑡′ = 1
minute and all simulations are carried out on a 64-bit desk-
top machine with main memory of 16 GB. Table 3 provides
learning parameters settings for mobility and caching mod-
els.
5.2. Performance Metrics

We used two performance metrics (i) mobility predic-
tion model’s efficiency, and (ii) content caching model’s effi-
ciency. The next cell mobility prediction model’s efficiency
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Algorithm 4: Content Model Updates
Input: 𝑋𝑐 ,𝑈 ,𝜂𝑐 ,𝐸𝑐 ,Γ𝑐
Output: 𝐖𝐜

1 Procedure ContentPredUpdates(𝑋𝑐 ,𝑈 ,𝜂𝑐 ,𝐸𝑐 ,Γ𝑐)
2 for (𝑖 ∈ 𝐸𝑚) do
3 for (𝑘 ∈ Γ𝑚) do
4 𝐖𝐜 ←𝐖′

𝐜 + Δ𝑘(𝑤; 𝑣)
5 return 𝐖𝐜 trained local weights

Table 3
Learning parameters settings

Specification

Parameter Mobility
Model

Cache
Model

Train-test split % [70,30] [70,30]
Learning rate 0.01 0.03
Active Func. Sigmoid ReLU
Neurons [12, 8]] [ 100, 50, 20, 10]
Layers 2 4

in terms of accuracy metric is defined as:

𝐴𝑐𝑐 =
𝛽𝑐

𝛽𝑐 + 𝛽𝑖
(19)

where 𝛽𝑐 and 𝛽𝑖 is the number of correct and incorrect next
cell predictions respectively. The content caching model’s
efficiency is expressed as data offloading ratio, Ω [46]:

Ω =
(

𝜁
𝜑

)

(20)

where 𝜁 and 𝜑 is the number of completely offloaded files
and the total number of requests respectively. In order to
measure the impact of downlink rate as user quality of expe-
rience improvement, we used metric downlink rate distribu-
tion 𝜏, a probability that the amount of users received higher
downlink rate greater than the predefined threshold 𝜚 and is
defined as:

𝜏 = 𝑃𝑟
[

𝑅𝑏𝑢 > 𝜚
] (21)

5.3. Results and Discussion
5.3.1. Federated Next Cell Mobility Prediction

Firstly, a federated mobility model is developed via ag-
gregated averaging of locally trained mobility models. Each
local mobility model is hosted at each BS. The local model
captures users’ local mobility data and trained using the method
explained in section 4.1. All local models send their gradient
updates to the global model at each communication round 𝑡.
The global model performs federated weights aggregation.
After that, global model updates are sent to local models
where the next training phase is about to start.

Figure 5 shows the mobility prediction model’s error graph
for the user’s next cell prediction in each communication
round. The graph shows both instantaneous loss in blue and
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Figure 5: Federated mobility prediction model’s error (loss) in
each respective communication round

the average loss over 50 rounds in red. Federated mobil-
ity error slowly decreases in the successive communication
rounds highlighted through reduction in the average loss.
The global trajectory model learned by the federated algo-
rithm predicts the next cell prediction of the users. As shown
in Figure 5, the average next cell prediction accuracy is greater
than 79%, impacting the file satisfaction ratio.
5.3.2. Federated Future Content Prediction

Now, the fog-server develops global future file predic-
tion model via aggregated averaging of locally trained future
content prediction models. Each local cache model is hosted
serving BS. The local content prediction model is trained us-
ing DNN-based model as explained in section 4.2. At each
communication round 𝑡, each local model send its gradient
updates to global model that is hosted nearby fog-server. The
global model is then formulated via aggregated averaging
of local model updates. And in the next round, the global
model updates are sent to each associated local model for
the next train phase. Figure 6 shows prediction error plot
for user future files prediction in each respective communi-
cation round. The federated model converges successfully
and predicts users’ future next possible content for proactive
caching.
5.3.3. Local vs. Federated vs. Cloud Model

Performance Analysis
Figure 7 shows the performance comparison of local,

federated, and cloud server-based content score prediction
models. The cloud-based model outperforms in terms of fu-
ture file prediction with an average of 94.0% and the least
prediction score is observed in of local model i.e., 67.8%.
The federated model outperforms as compared to local model
and yields an accuracy of 87.3% which is close to the per-
formance of the cloud model. Cloud-based have shown to
outperform federated and local models since it has access to
the data from all the nodes. However, the FL-based model
has shown promising performance despite utilizing less data.
On the other hand, the local model lacks overall general-
ization since it only exploits local data samples to develop
the model, and subsequently under-performs during the test-
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Figure 6: Federated content rating prediction model’s
error (loss) in each respective communication round

Figure 7: Comparison of prediction accuracy of local,
federated and cloud based future content score prediction
model
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Figure 9: Federated mobility and cache model accuracy
under varying the number of fog-servers 𝜍 = [1, 4]

ing phase. However, FL-based models generalize better and
have been shown to perform on par with cloud-based mod-
els and provide data privacy as an added advantage. Thus, it
can be a viable option for future content score learning in F-
RANs with reasonable prediction accuracy and data privacy
conservation.
5.3.4. Energy Consumption in Federated vs. Cloud

Schemes
Figure 8 shows the energy consumption plot for FL-based

MDPCO and cloud-based content offloading schemes. The
cloud scheme consumes higher energy than the proposed
federated approach. The federated model exchanges only
weight updates rather than training on data samples; that is
why it requires lower energy consumption during federated
weight averaging. We carried out these simulations using a
system with the specification of Intel core 𝑖7 processor with
the frequency of 3.4𝐺𝐻𝑧 and 84Watts. From Figure 8 cloud
model consumes 112536.84 Joules of energy where as FL-
based MDPCO model consumes 8761.31 Joules of energy.
In short, the cloud-based scheme consumes 12.84%more en-
ergy as compared to MDPCO scheme.

5.3.5. Impact of Number of Fog Severs
In order to study the generalization impact of federated

mobility and future content prediction model, we increased
the number of fog servers from 1 to 4 and each fog-server is
associated with 3 local BSs. Figure 9 shows the performance
of federated next cell mobility prediction model and feder-
ated future content score prediction model under varying the
fog-servers 𝜍= [1, 4]. Under these settings when 𝜍 = 1 we
can see that the mobility model accuracy is 79.5% and it im-
proves up-to 82.34%. Similarly, the future content prediction
accuracy increases from 87.3% to 94.3% if we increase the
number of fog servers 𝜍 from 1 to 4. The content predic-
tion score is dependent on the number of fog servers in the
network. This is evident from the results shown in Figure
9, that clearly demonstrates the improvement in prediction
accuracies for caching and mobility models, as we increase
the number of servers.
5.3.6. Impact of User Mobility and Data Offloading

Ratio
To study this impact we further extended the experiments

for the impact of users’ cell sojourn times on the data offload-
ing ratio. We compared the performance of the proposed
MDPCO scheme with the state of the art caching schemes
such as popular content caching (PopCaching) [47] and ran-
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Figure 11: CDF plot of average user downlink rate under
MDPCO, RC and PropCaching schemes

dom caching (RC). The following settings are used for RC
and PopCaching schemes. In the RC scheme, each file 𝑓 is
cached randomly independent of a user and content statis-
tics whereas in the case of PopCaching the future contents
are fetched based on the previous content popularity his-
tory only. Figure 10 shows the results containing data of-
floading ratio Ω with respect to users’ respective cell sojourn
times under MDPCO, RC and PopCaching schemes. Ini-
tially, the proposed MDPCO approach behaves very much
similar to PC and PopCaching schemes because of users’
lower cell sojourn times. From Figure 10, we can observe
that with higher cell sojourn times MDPCO performance
improves and it outperforms as compared to RC and Pop-
Caching schemes. The proposed approach exploits users’
mobility information to cache the contents at the future lo-
cations, whereas RC and PopCaching schemes neglect mo-
bility information. PopCaching only considers the content
popularity score and ignores users’ content likeliness/dis-
likeliness statics. In addition to incorporate mobility statics,
the proposed MDPCO scheme learns the contextual infor-
mation between the user and its previously requested con-
tents; therefore, it yields a 9.8% higher data offloading ratio
as compared to RC and PopCaching schemes.
5.3.7. Average User Downlink Rate

Now further, we studied user quality of experience (QoE)
in terms of average user downlink (DL) rate under MDPCO,
RC, and PopCaching schemes. We followed Eq. 2 and 21
to calculate cell load-aware downlink rates of the associ-
ated users. We exploited the cumulative distribution func-
tion (CDF) of DL rates to compare the performance of MD-
PCO, RC, and PopCaching schemes. Figure 11 shows CDF
of average user DL rates. Current cell load and future con-
tent offloading at corresponding cells affect user downlink
rates. Under RC and PopCacing average user is getting 471
and 493 KBPs whereas under the proposed MDPCO scheme
each user is receiving 557 KBPs. In the case of MDPCO a
user is able to receive 1.18 and 1.15 times higher DL rates as
compared to RC, and PopCaching respectively. The higher
DL rate of MDPCO is because the overall active cell loads

are lower as compared to both schemes. As a result, MD-
PCO enables the network to fetch fewer files from the core
server and thus, more channel bandwidth is available to the
severing users. These results highlight the effectiveness of
the MDPCO framework in terms of fairer user QoE and DL
rates.

6. Analysis and Insights
In the proposed MDPCO framework, we trained local

mobility and caching models using local data only, which re-
duced the overall data exchange overheads. FL-empowered
global weight aggregations helped MDPCO Framework to
capture global mobility and content demand context and pro-
vide generalized predictions. In contrast, cloud-based ap-
proaches required large date volumes for model training and
resulted in higher data exchange overheads. The local learning-
based schemes also trained their models based on local data
and offered reduction in data communication overheads, how-
ever, due to local training these schemes could not capture
data generalizations, and resulted in the lower file score pre-
diction accuracy i.e 67.8%. Whereas, the proposed MDPCO
framework provided a higher file score prediction accuracy
of 87.3% (Figure 7) that reflects the ability to capture over-
all data context and, therefore, yield better generalization as
compared to local training. In addition to data communi-
cation overhead reduction and global context learning, the
MDPCO scheme avoids users’ privacy breaches by restrict-
ing users’ data at BS level. In the proposed MDPCO scheme,
federated models transmit weight updates rather than raw
data samples, which is why our scheme is 12.84%more energy-
efficient than the cloud-based scheme.

Further, we studied the performance sensitivity of the
proposed MDPCO framework in terms of the future score
prediction model, data offloading ratio and average user’s
downlink rate. From simulation results, we observed that
the prediction accuracy of federated models is less than the
cloud models but significantly higher than the local mod-
els. It is also observed that the prediction accuracy of the fu-
ture content model substantially improves as we increase the
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number of fog servers. This allows the model to adopt bet-
ter generalization over one fog sever. The MDPCO frame-
work demonstrates scalability through extensive simulations
by varying the number of fog servers. The results reveal that
model accuracy improves when we increase the number of
fog servers from 1 to 4. However, in case of an outage or
other fog server discovery faults, one or more fog servers
becomes unavailable for federated weight averaging; it leads
to reduction in the global model accuracy. In future, the MD-
PCO framework can be extended to make it more resilient to
cell/fog server outages.

The proposed MDPCO framework delivered higher down-
link rates as compared to RC and Popcachig to the fact that
overall active user load is reduced because MDPCO enables
the network to fetch fewer files from the core server and thus,
more channel bandwidth is available for severing users. The
proposed MDPCO system, in its present configuration, is
suitable for proactive content caching and delivery of files/jobs
that are delay-tolerant and totally downloadable, such as soft-
ware updates, movies, and music files. In fact, these apps
demand a significant amount of bandwidth while being sent
to end users. The lightly loaded cells may download a big
quantity of such data and send it to users prior to their move-
ment to the congested cells and as result users’ QoE improve
under the overall network. Further, the MDPCO framework
avoids user privacy violations by restricting users’ data at
the BS level and also possesses the benefits of centralized
training through federated weight averaging. These promis-
ing features of the proposed MDPCO framework advocate
its applicability in the emerging F-RAN-based cellular net-
works. In short, the building blocks of the MDPCO scheme,
i.e. DNN-based mobility and LSTM-based content caching
models, are kept simplistic in deep-learning architecture to
support minimum computation load and higher energy effi-
ciency.

7. Conclusion
This paper proposed a novel FL-based MDPCO frame-

work for F-RANs that proactively offload users’ future con-
tents at local caches based on the next cell mobility statistics.
The proposed MDPCO framework contains global mobility
and content prediction models developed from the locally
trained mobility and caching models. We carried out exten-
sive simulations, and the accuracy of future content score
prediction under local, federated, and cloud models is 67.8%,
87.3%, and 94.0% respectively. We observed that the fed-
erated model’s accuracy increases from 87.3% to 94.3% as
we increase the number of fog-servers, highlighting the bet-
ter generalization ability of federated models. Moreover, the
federated mobility and future content score prediction model
shows an average next cell predicting accuracy of 84.0%, file
score prediction accuracy of 87.3% and consumes 12.84%
lesser energy than the cloud-based models. We observed
that the MDPCO yields 9.8% higher data offloading ratio
and offers 1.18 times higher DL rates as compared to RC
and PopCaching approaches.

We demonstrated that the proposed MDPCO framework
for F-RANs can proactively predict and offload future con-
tents at cells with higher accuracy under dynamic network
conditions by utilising users’ mobility and content demand
information. The proposed MDPCO scheme can be inte-
grated into current 5G networks to learn and predict mobil-
ity and cache demands. In the future, we aim to study the
feasibility of the MDPCO framework for D2D supported F-
RANs and also enhance performance in terms of higher en-
ergy efficiency.
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