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We propose a new fluid control technique that uses scale-dependent force control to pre-
serve small-scale fluid detail. Control particles define local force fields and can be gener-
ated automatically from either a physical simulation or a sequence of target shapes. We
use a multi-scale decomposition of the velocity field and apply control forces only to the
coarse-scale components of the flow. Small-scale detail is thus preserved in a natural
way avoiding the artificial viscosity often introduced by force-based control methods.
We demonstrate the effectiveness of our method for both Lagrangian and Eulerian fluid
simulation environments.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

While realism is an important aspect for physically based
animations, the practical use of fluid simulations for anima-
tion is also determined by the ability to efficiently control
the behavior of the fluid. In general, animators prefer to have
uncontrolled physical simulations only where absolutely
necessary. Since fluid motion is typically very hard to pre-
dict, it is difficult to achieve a specific fluid behavior only
by changing the corresponding global parameters. For some
cases, such as animations of characters consisting of fluid,
there is no real-world reference, and thus no way to really
validate such a simulation. Still, it is required that such an
animation looks physically plausible. Animators are mostly
interested in modifying the large-scale motion of the fluid,
without having to specify fine-scale detail such as small vor-
tices or drops. High-level control is thus crucial in produc-
tion environments (see Fig. 1).

The method presented in this chapter makes use of con-
trol particles, similar to [1]. Particles are a natural choice,
as they are established tools in all major 3D-applications,
can be intuitively handled, and animators are familiar with
particle systems for creating various other effects. Since
. All rights reserved.
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control particles are independent of the underlying fluid
model they can be integrated easily in different flow simu-
lation environments. In addition, many different control
scenarios can be implemented, such as scripting, keyfra-
ming, or coarse-to-fine simulations. It will furthermore
be shown how control particles can be automatically gen-
erated from pre-computed functions, an animated target
shape, or an existing flow simulation. Directly enforcing
control from the particles onto the fluid can lead to notice-
able distortions of the velocity field, which is noticeable as
an increased viscosity. To avoid this artificial viscosity, the
velocity field is decomposed into coarse- and fine-scale
components and the control forces are only applied to
the low-frequency part. High-frequency components are
largely unaffected, thus small-scale detail and turbulence
are significantly better preserved. An example of this effect
can be seen in Fig. 2. Techniques that make use of similar
decompositions are used for example in geometry process-
ing or motion capture editing. The decomposition is
achieved by smoothing the velocity field using a low-pass
filter given by the influence kernels of the control particles.
Velocity control forces are then computed with respect to
the smoothed velocity field. Although the following
description will focus on the grid-based LBM, the control
mechanism is also applicable to other grid-based solver
(e.g., level set methods) or Lagrangian fluid solvers, such
as smoothed particle hydrodynamics (SPH).
serving fluid control, Graph. Models (2009), doi:10.1016/
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Fig. 2. Comparison of direct velocity control (middle) and scale-separated
velocity control (bottom). Both simulations are controlled by the same
250 control particles (shown in the top row).

Fig. 1. A controlled fluid character.
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In [3] Foster and Metaxas were the first to propose the
embedding of controllers to control pressure and velocity
of the flow. well as the fluid surface. This concept is further
extended in [1] by sampling 3D parametric space curves
with oriented points to locally alter the velocity of the
fluid. Space curves are also used in [10] to model flames.
These curves evolve according to physics-based, proce-
dural, and manually defined wind fields. Feldman et al.
[4] already demonstrates the capabilities of particle-based
fluid control for animating explosions. Rasmussen et al.
[18] introduce viscosity, velocity divergence and level set
particles for melting, expansion and contraction of the li-
quid. Treuille et al. [23] presents an optimization tech-
nique to solve for control parameters such that simulated
smoke matches the given density and velocity keyframes.
The efficiency is improved by adopting the adjoint method
for solving the nonlinear optimization problem in [14]. As
control with the adjoint method is a more general frame-
work, it can also be applied to, e.g., particle systems and
cloth [24]. The authors of [17], on the other hand, demon-
strate an approach that makes use of radial basis functions
to control flow simulations. Fattal and Lischinski [2] pro-
posed the idea of driving smoke towards target smoke den-
sity states by introducing a force term and counteract
diffusion of smoke by adding a gathering term to the Euler
equations. This simple technique is significantly faster than
the previously mentioned approaches. Hong and Kim [5]
derive potential fields from the initial distribution of
smoke and a target shape. The force field is then defined
as the gradient of this potential field. Shi and Yu control
both smoke [21] and liquids [22] by matching the level
set surface of the fluid with static or moving target shapes.
Velocity constraints at the boundary force the fluid into the
desired shape. While for smoke a compressible fluid model
can be used [21], the velocity field needs to be divergence-
free for liquids to guarantee mass preservation, as de-
scribed in [22]. This is achieved by changing the boundary
forces such that the flux at the boundary is zero, yielding a
constraint minimization problem.

2. Fluid simulation models

We briefly discuss the two fluid simulation models,
smoothed particle hydrodynamics and the Lattice–Boltz-
Please cite this article in press as: N. Thürey et al., Detail-pre
j.gmod.2008.12.007
mann method that we use to demonstrate our control
method.

Smoothed Particle Hydrodynamics (SPH) is an approxi-
mation method that can be used to numerically solve the
Navier–Stokes (NS) equations. The fluid is sampled with
particles that serve as interpolation points. A fluid property
A(x) at an arbitrary position x in space is computed from
the fluid properties Aj of the neighboring particles pj as

AðxÞ ¼
X

j

AjVjWðx� xj; hÞ; ð1Þ

where Vj and xj are the volume and position of pj, respec-
tively. The normalized kernel function W depends on the
distance of a particle to x and a length scale h. Usually, ker-
nels similar to a Gaussian but with compact support are
chosen for computational efficiency reasons. For detailed
descriptions of the SPH method we refer to [13,11]. For
our SPH simulations we used the framework presented
by Müller et al. [12].

The Lattice–Boltzmann Method (LBM) is a grid-based
technique that was derived from discrete gas molecule
simulations. Each grid cell stores a set of distribution func-
tions (DFs), which represent an amount of fluid moving
with a fixed velocity. We use the common three-dimen-
sional LBM model D2Q19 with nineteen grid velocities ei,
i = 1, . . . ,19. The macroscopic fluid properties, such as den-
sity q and velocity v can be calculated by summation of the
DFs, and are needed to calculate the equilibrium DFs for a
cell:

f eq
i ðq;vÞ ¼ wi qþ 3ei � v�

3
2

v2 þ 9
2
ðei � vÞ2

� �
: ð2Þ

For the D3Q19 model, the weights w are given as w1 = 1/3,
w2. . .7 = 1/18, and w8. . .19 = 1/36. The LBM algorithm pro-
ceeds by first handling the movement of the DFs, which
is equivalent to copying them to their adjacent neighbors,
serving fluid control, Graph. Models (2009), doi:10.1016/
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and then computes the molecular collisions that would
have occurred during this movement. The collisions are
handled by a relaxation towards the equilibrium with a
relaxation factor x that is given by the physical fluid
viscosity:

fiðx; t þ DtÞ ¼ ð1�xÞfiðx� ei; tÞ þxf eq
i : ð3Þ

More details of the algorithm and a derivation of the model
can be found in [6,25]. To simulate a fluid with a free sur-
face we use a method similar to the Volume-of-Fluid ap-
proach for NS solvers [9,15].

The control framework uses a set of particles that lo-
cally exert forces on the fluid. Control particles are gener-
ated using an implicit function, a sequence of target
shapes, or another fluid simulation. They directly induce
forces to attract the fluid or influence the velocity field. It
will be demonstrated that these two forces can be used
for a wide variety of effects. It will furthermore be shown
how the small-scale detail can be retained by applying
the control forces only on the coarse flow of the fluid. An
overview of the framework can be seen in Fig. 3.

3. Generating control particles

In the following, three different methods to generate
control particles will be described. The easiest way to cre-
ate control particles is with a given pre-computed function
as described in [3,1]. To perform fluid simulations with a
given target shape, the initial triangle shape mesh is first
regularly sampled. The control particles are then displaced
for each mesh of the animation sequence using mean value
mesh coordinates, as described in [7]. Control particles can
also be generated from other, possibly coarser, fluid simu-
lations. Within an LBM simulation, massless tracer parti-
cles can be tracked in the fluid velocity field. Their
positions are then used as control particles in a second
simulation pass. Such a control simulation can usually be
very coarse, and may even run in realtime to give instant
feedback to an animator. It can likewise be controlled to
yield the desired result. Control particle sets generated
by a fluid simulation can be used to easily control large vol-
umes of fluid. Furthermore, by changing or reversing the
timing of the control particles interesting effects can be
achieved. Both Figs. 2 and 9 make use of this approach.
Fig. 3. Here an overview of the particle-ba
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4. Control forces

A control particle pi is given by its position pi, velocity vi,
and influence radius hi. A constant radius h is chosen as 2.5
times the average sample distance of the control particles.

Fluid attraction is controlled using a force that pulls
fluid towards the control particles. In order to preserve as
much of the natural fluid behavior as possible, this force
is scaled down when the influence region of the control
particle is already sufficiently covered with fluid. Let Ve de-
note the volume of a fluid element e (a filled grid cell for
the LBM, a mollified particle for SPH). A scale factor is de-
fined for the attraction force as

ai ¼ 1�min 1;
X

e

VeWðdi;e;hÞ
 !

; ð4Þ

where di,e = kpi � xek is the distance between pi and the
center xe of fluid element e, and W is the control particle
kernel function. A linear falloff function of width h/2 can
be sufficient for W:

Wðd; hÞ ¼
1 : d 6 h=2
2� 2d

h : d > h=2; d < h

0 : d P h

8><
>: ð5Þ

However, in the following a normalized spline kernel
with support h [12] will be used

Wðd; hÞ ¼
315

64ph9 ðh2 � d2Þ3 : d < h;

0 : d P h:

(
ð6Þ

Summing up the attraction forces exerted by control
particles pi on a fluid element e then yields

faðeÞ ¼ wa

X
i

ai
pi � xe

kpi � xek
Wðdi;e;hÞ; ð7Þ

where wa is a global constant that defines the strength of
the attraction force. If wa is negative, Eq. (7) will result in
a repulsive force.

While the attraction force pushes fluid towards control
particles that are not covered with fluid yet, a second force
is used to modify the velocity of the fluid according to the
flow determined by the control particles. A velocity force
sed control framework can be seen.

serving fluid control, Graph. Models (2009), doi:10.1016/
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per volume fv for the fluid element e is defined similar to
the attraction force

fvðeÞ ¼ wv

X
i

½vi � vðeÞ�Wðdi;e;hÞ; ð8Þ

where v(e) is the velocity of the fluid element e, and wv a
constant that defines the influence of the velocity force. Fi-
nally, the new total force per volume f(e) acting on teh
fluid element is given by the sum of attraction, velocity
and fluid forces

fðeÞ ¼ faðeÞ þ fvðeÞ þ f f ðeÞ: ð9Þ

Here ff(e) is the force given by the physical fluid simulation
(e.g., gravity). Integrating f(e) gives the new velocity v

0
(e) of

a fluid element that is then used for the next SPH step, or
the calculation of the equilibrium distribution functions
for the LBM. In order to apply the method to a level set
based solver it will be necessary to ensure that the velocity
field is divergence-free, e.g., as in [22]. For SPH based solv-
ers the existing acceleration structures could be used to
evaluate the control forces at the fluid particle positions.

5. Detail-preserving control

The velocity force of Eq. (8) effectively leads to an aver-
aging of the fluid velocities with the control velocities,
which introduces undesirable artificial viscosity. This effect
is illustrated in Fig. 2, where 250 control particles force the
fluid to flow up the stairs. The middle row of pictures is
calculated with control forces as described above. Within
the influence of the control particles, the fluid is unable
to develop small-scale vortices and turbulent behavior.

It needs to be ensured that the fluid velocity matches
that of the control particles without unnecessarily disturb-
ing the natural small-scale fluid motion. To achieve this
goal the overall fluid motion is separated from fine-scale
detail using a low-pass filter on the current velocity field.
Velocity forces are then computed with respect to the
smoothed fluid velocities. The smooth velocity field ~vf is
obtained using an approximation of discrete convolution
with the kernel W of the control particles:

~vf ðeÞ ¼

P
i

~viWðdi;e; hÞP
i

Wðdi;e;hÞ
with ~vi ¼

P
e

v0f ðeÞWðdi;e;hÞP
e

Wðdi;e;hÞ
;

Fig. 4. This figure illustrates the process of computing the filtered fluid veloc
elements.
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where the filtered velocity for each control particle ~vi is
computed with the current fluid velocities v0f ðeÞ given by
the simulation. The process of evaluating these two equa-
tion is illustrated in Fig. 4. Note that ~vf is computed with
velocities of the control particles, while ~vi is computed
with a sum of fluid element velocities. The smoothed fluid
velocity ~vf ðeÞ then replaces v(e) in Eq. (8).

To show that this new control force only modifies the
low-frequency part, while retaining the high-frequencies,
the control force fc(e) is integrated separately, yielding
v0c ¼ kðvp � ~vf Þ. Here vp is the interpolated velocity of the
control particles at a fluid element e and k is a constant
depending on the user parameter wv from Eq. (8). By
decomposing v0f into the low-pass filtered velocity ~vf and
the high-frequency part Dvf, i.e. v0f ¼ ~vf þ Dvf , the new
fluid velocity is given by

v0 ¼ v0f þ v0c ¼ ~vf þ Dvf þ kðvp � ~vf Þ
¼ ð1� kÞ~vf þ kvp þ Dvf : ð10Þ

Hence, the low-frequency part of the fluid velocity is
blended with the velocity of the control particles, while
the high-frequency part is retained, as sketched in Fig. 5.
The bottom row of Fig. 2 shows the effect of the scale-sep-
arated force control that significantly better preserves fine-
scale fluid motion.

To fine tune the effect of the velocity control, another
parameter can be introduced to linearly blend between di-
rect and detail-preserving control. Using a weight slightly
larger than one, this method can even be used to artificially
increase and reinforce the fluid details. This technique can
be used similar to the vorticity confinement and vortex
particle methods of [20,16,19].

6. Results

For the implementation, the control particles are raster-
ized to the LB grid using early reject tests that prevent
unnecessary evaluations of the influence forces. Due to
the small changes of a single LB step it is sufficient to up-
date the control force array in intervals. For the simula-
tions presented here the forces are updated every 32 LB
steps. To include the control forces into the LBM, the equi-
librium DF is computed with the modified fluid velocity.
Eq. (3) for the collision is thus changed to
ity field for each control particle, and its interpolation back to the fluid

serving fluid control, Graph. Models (2009), doi:10.1016/



Fig. 5. Overview of the two possibilities for applying velocity control – the lower left velocity field shows the effect of direct velocity control. The velocities
of the vortex are distorted significantly. The lower right velocity field shows the preserved vortex with the improved velocity control method.

Fig. 6. The uncontrolled breaking dam simulation. The water splashes to both sides at the T-junction.
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fiðx; t þ DtÞ ¼ ð1�xÞf �i ðx; t þ DtÞ þxf eq
i ðvþ fðxÞ;qÞ: ð11Þ

The effect of the detail-preserving control approach is
shown in Fig. 7, where a column of fluid splashes against
a wall at a T-junction. Without control, the water symmet-
rically distributes on both sides, as can be seen in Fig. 6.
Fig. 7 shows two simulations where a coarse set of 216
control particles forces the fluid to flow only towards the
left. As can be seen in the upper two pictures, the direct
velocity control introduces artificial viscosity, smoothing
out the turbulence and vortices of the flow. The pictures
in the lower row show the resulting fluid motion using
Please cite this article in press as: N. Thürey et al., Detail-pre
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the detail-preserving approach described in Section 5.
The controlled flow with detail-preservation retains
small-scale fluid features and therefore yields a more nat-
ural and interesting behavior. The simulation was per-
formed with a 240 � 120 � 120 grid resolution, which
took 38 s per frame on average (without rendering) on a
standard Pentium IV 3 GHz PC. The computation of the
control forces took 2–4% of the total computation time.

In Fig. 8 we demonstrate target matching on a running
horse example, similar to [22]. Note that unlike in [22], the
mesh is only used to generate a sequence of control parti-
cles as described in Section 3. During the simulation, the
serving fluid control, Graph. Models (2009), doi:10.1016/



Fig. 7. Comparison of direct velocity control (left column) and detail-preserving control (right column) for the T-junction breaking dam.

Fig. 8. An SPH fluid following the shape of an animated model. Control
particles are created by sampling the interior of the horse.
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attraction forces cause the fluid to flow into the given
shape sampled with control particles, while the fluid fol-
lows the motion of the mesh due to the velocity force.
We sampled the initial horse mesh regularly with 69 k con-
trol particles, and used 266 k particles for the SPH simula-
tion which took 102 s per frame, including the
computation of the control forces which took 14 s per
frame.

In Fig. 9 the fluid is forced to flow up several stairs and
form a human figure. For the first part of the animation,
500 control particles are used. These are generated from
a time-reversed coarse simulation of fluid flowing down
the stairs. As the fluid reaches the upper platform, these
control particles are blended with 5 k control particles
sampled from a 3D model of the human figure. The simu-
lation was performed on a 3003 grid resolution and took
142 s per frame, including on average 4 s for computing
the control forces (see Fig. 10).

These examples demonstrate the reduced artificial vis-
cosity of the detail-preserving control. As the width of
the influence radius of a control particle is coupled to the
filtering of the velocity field, the scale of detail-preserva-
tion is determined by the number of control particles. This
allows large-scale control with a low number of control
particles, while additional sets of finer control particles
can be used to modify smaller scales. In the future, the
method could be extended to include anisotropic influence
kernels, which could allow finer control with fewer control
particles. The framework could also be used to control the
deformation of elastic bodies, similar to [8]. Furthermore, it
would be useful for practical applications to determine the
influence parameters directly, e.g., from the motion of a
serving fluid control, Graph. Models (2009), doi:10.1016/



Fig. 9. A fluid simulation is controlled to flow up the stairs and form a human figure.

Fig. 10. Two enlarged images from the sequence shown in Fig. 9.
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target shape. This could help users to more easily achieve a
desired fluid motion. There are number of limitations and
possible improvements for the future. Since control is
force-based, it is difficult to define hard constraints on
the flow, e.g., to guarantee that fluid does not enter a cer-
tain region of the simulation environment. So far the con-
trol particles have a radial symmetric kernel. Anisotropic
kernels would enable better directed control of the simula-
tion. Finally, for grid-based methods, Fourier techniques
could be an interesting alternative to explicit smoothing
of the velocity field.

7. Conclusions

We presented a detail-preserving approach for control-
ling fluids based on control particles. The fluid flow is mod-
ified by attraction and velocity forces exerted from the
control particles. Several possibilities for generating con-
trol particles have been used. This simple control scheme
showed to be very flexible and efficient, and allows to sim-
ulate various effects such as filling and following moving
target objects or time-reversed flows. We solve the prob-
lem of artificial viscosity introduced by the control forces
by applying these forces on the low-pass filtered velocity
field. Therefore, only the coarse-scale flow of the fluid is
modified while the natural small-scale detail is preserved,
resulting in more natural looking controlled simulations.
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