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—— Abstract

In this paper, we study the isomorphism testing problem of formulas in the Boolean and arith-
metic settings. We show that isomorphism testing of Boolean formulas in which a variable is
read at most once (known as read-once formulas) is complete for log-space. In contrast, we ob-
serve that the problem becomes polynomial time equivalent to the graph isomorphism problem,
when the input formulas can be represented as OR, of two or more monotone read-once formulas.
This classifies the complexity of the problem in terms of the number of reads, as read-3 formula
isomorphism problem is hard for coNP.

We address the polynomial isomorphism problem, a special case of polynomial equivalence
problem which in turn is important from a cryptographic perspective [19, 16]. As our main result,
we propose a deterministic polynomial time canonization scheme for polynomials computed by
constant-free read-once arithmetic formulas. In contrast, we show that when the arithmetic
formula is allowed to read a variable twice, this problem is as hard as the graph isomorphism
problem.
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1 Introduction

Computational isomorphism problems between various mathematical structures has intrigu-
ing computational complexity (see [6] for a survey). An important example, the Graph
Isomorphism(Gl) problem asks : given two graphs G1(Vi, E1) and Ga(Va, Es) decide if there
is a bijection o : Vi — V4 such that (u,v) € Ey <= (o(u),o(v)) € Es. This study becomes
more important when the structures are computational models by themselves. Checking
equivalence between programs is undecidable in general, but has useful special cases with
respect to other computational models. We consider isomorphism testing of two important
computational structures: Boolean and arithmetic circuits.

A Boolean formula (also known as an expression) is a natural non-uniform model of
computing a Boolean function. The corresponding isomorphism question is to decide if the
given boolean functions (input as formulas) are equivalent via a bijective transformation of
the variables. This problem is known as the Formula isomorphism (FI for short) problem
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in the literature. In general FI is in 4" (i.e. , the second level of the polynomial hierarchy),
and unlikely to be ¥£'-hard unless the polynomial hierarchy collapses to the third level [2].
Goldsmith et al. [13] showed that FI for monotone formulas is as hard as general case. (See
also [7, 11] for more results on the structure of FI1.) Though it can be easily seen that FT is
coNP-hard, an exact complexity characterization for FI is unknown to date.

This situation motivates one to look for special cases of FI that admit efficient algorithms.
The number of reads of each variable in the formula is a restriction. A formula ¢ is not
satisfiable if and only if it is isomorphic to the constant formula 0. By duplicating variables
and introducing appropriate equivalence clauses, it follows that even when the number of
reads is bounded by 3, FI(in CNF form) is coNP-hard.

We now address the intermediate cases; that is when the number of reads is bounded
by 1 and 2 respectively. The first case, also known as read-once formulas, is a model that
has received a lot of attention in the literature in various contexts, e.g.,[4] obtained efficient
learning algorithms for read-once formulas. We show:

» Theorem 1. Formula isomorphism for read-once formulas is complete for deterministic
logarithmic space.

However, the bound above seems to be tight. If we allow variables to be read twice, then
FI becomes Gl-hard even in the most primitive case:

» Theorem 2. Isomorphism testing of OR of two monotone read-once DNF' formulas is
complete for Gl.

A natural analogue of the formula isomorphism question in the arithmetic world is about
polynomials : given two polynomials p(x1,xa, ..., x,) and ¢(z1,x2,. .., 2,) decide if there is
a non-trivial permutation of the variables such that the polynomials are identical under the
permutation. We denote this problem by PI. We assume that polynomials are presented in
the form of arithmetic circuits in the non-black-box setting.

The polynomial isomorphism problem can also be seen as a special case of the well-
studied polynomial equivalence problem (PE for short), where given two polynomials
p(x1,T2,...,2,) and q(x1, 22, . .., T,), decide if there is a non-singular matrix A € F**™ such
that ¢(X) = p(AX), where AX = (3, A1jzj,...,> ; Anjz;). The equivalence problem
has survived intense efforts to give deterministic polynomial time algorithms (See [21, 16]).
The lack of progress was explained by a result in [1], which reduces graph isomorphism
problem to equivalence testing of cubic polynomials. The polynomial equivalence problem
is expected to be very challenging and there are cryptographic schemes which are based
on polynomial equivalence problems[19]. More recently Kayal [16, 15] developed efficient
randomized algorithms for equivalence testing for several special classes of polynomials.
Indeed, in the case of isomorphism problem, the matrix A is restricted to be a permutation
matrix. Our next result shows that this specialization does not really simplify the problem
when degree is 3, and in fact the polynomial isomorphism problem for a constant degree d
polynomial also reduces to that of degree 3 polynomials.

» Theorem 3. For any constant d, the polynomial isomorphism problem for degree d poly-
nomaals is polynomial time many-one equivalent to testing isomorphism of degree-3 polyno-
mials, which in turn, is polynomial time many-one equivalent to Gl.

This shows that the polynomial isomorphism problem is also likely to be hard even when
the polynomial is given explicitly listing down the monomials, and is harder than graph
isomorphism problem. In general, we show that the isomorphism problem of polynomials is
easier than the equivalence problem (over Z,Q,R,C).
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» Theorem 4. PI polynomial time many-one reduces to PE.

A naive algorithm for this problem would be to guess the permutation and then verify
whether the polynomials are the same under this permutation, which is an instance of the
well-studied polynomial identity testing and can be solved in coRP. Thus the isomorphism
testing problem is in MA. Indeed, the problem is also harder than the polynomial identity
testing problem, because a polynomial is isomorphic to a zero polynomial if and only if
it is identically zero. Thus, derandomizing the above MA algorithm in general to NP will
imply circuit lower bounds[14]. From the above discussion it also follows that polynomial
isomorphism problem is in NP if and only if polynomial identity testing is in NP. Also,
Thierauf [24] showed that if PI(over Q) is NP-hard then PH collapses to 5.

This motivates looking at special cases of polynomial isomorphism problem for making
progress. A read-once polynomialis a polynomial f(X) € Z[x1, ..., z,] that can be computed
by a read-once arithmetic formula. Read-once polynomials have been studied in various
contexts in the literature. Bshouty et. al [10] developed efficient learning algorithms for
read-once polynomials with membership and equivalence queries. (See also [8, 9].) More
recently, Shpilka and Volkovich [22, 23] developed deterministic black-box sub exponential
time algorithms for identity testing of read-once polynomials. In the non-black-box setting
they give a polynomial time algorithm. We show the following for the isomorphism problem
(which is harder than identity testing problem) as our main result.

» Theorem 5. Isomorphism testing for constant-free read-once polynomials can be done in
deterministic polynomial time.

We then extend this to the case of arbitrary coefficients but still constant-free (see The-
orem 14). As in the case of FI, we show that if we allow variables to be read twice then the
polynomial isomorphism problem becomes Gl-hard(see Theorem 16.). The structure of the
rest of the paper is as follows. We introduce the basics and prove Theorem 4 in section 2.
We prove Theorem 1 and 2 in section 3, and the main Theorem 5 in section 4.

2 Preliminaries

All the complexity theory notions used in this paper are standard. For more details, reader
is referred to any standard complexity theory book. (See e.g., [5].)

A Boolean formula ¢ is a directed acyclic graph, where out-degree of every node is
bounded by 1, and the non-leaf nodes are labeled by {V, A, =} and the leaf nodes are labels
by {z1,...,2,,0,1}, where z1,...,, are Boolean variables. Without loss of generality, we
assume that ¢ has at most one node of out-degree zero, called the output gate of the formula.
Naturally, with every formula ¢, we can associate a Boolean function fy : {0,1}" — {0,1}
defined as the function computed at the output node of the formula. A Boolean circuit is a
generalization of formula wherein the out-degree of every node can be unbounded.

An arithmetic circuit C over a ring F, is a directed acyclic graph where the non-leaf nodes
are labeled by {+, x }, and the leaf nodes are labeled by {z1, ..., x, }UF, where z1, ..., x, are
variables that take values from IF, where F is a ring. In this paper we restrict our attention to
cases where F € {Z, R, Q}. Naturally, we can associate a polynomial p, € F[x1, ..., z,] with
any gate g of the arithmetic circuit C. The polynomial computed by C' is the polynomial
associated with the output gate of C'. An arithmetic formula is an arithmetic circuit where
the out-degree of every node can be at most one.

A read-once formula (ROF for short), is a Boolean formula in which every variable z;
appears at most once as a leaf label, i.e. , every variable is read at most once. Similarly we
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can define read-once arithmetic formulas, 7.e. , arithmetic formulas where a variable appears
at most once. Polynomials computed by read-once arithmetic formulas are also known as
read-once polynomials (ROPs for short).

A constant-free read-once arithmetic formula is a read-once arithmetic formula, where
the only allowed leaf labels are x; or —z;. A constant-free ROP is a polynomial that can
be computed by constant-free read-once arithmetic formula. A general-constant-free ROP is
an ROP computed by arithmetic read-once formulas with the leaves labeled by a;z;, where
a; € Z \ {0}. For computational purposes, we assume that a constant-free ROP is given as
a constant-free read-once formula in the input.

Now we define some notations that are used in Section 4. Let C4,...,C}y denote a
collection of ordered tuples. Then sort(Cy,...,C)) denotes the lexicographic sorted list of

Ci,...,Ci. For k > 0, X) denotes the set of all permutations of a k element set. Let

Si,..., S, € {0,1}, then parity(Si,...,S,) 2 (327, S; mod 2); and binary(Sy,...S,) 2

S 82"t For a € Z )\ {0}, sgn(a) =1 if a < 0, and sgn(a) = 0 otherwise.

Isomorphism testing problems : We now define the problems we address in the paper.

FormULA IsoMORPHISM(FI): Given two Boolean formulas Fy (x1, ..., x,), and Fo(x1,...,2,)
on n variables : X = {x1,...,2,}, test if there exists a permutation 7 € S,,, such that the
functions computed by Fy(z1,...,2,) and Fy(2r(1), .-, Tx(n)) are the same.

PoryNoMIAL IsoMORPHISM(PI): Given two polynomials P, @ € Flzy,...,z,], test if there
exists a permutation 7 € S, such that P(z1,...,2,) = Q(zr),. .., Tr(n)). Pla(F) denotes
the special case when P, and @ are of degree at most d. A notion related to isomorphism
is canonization. A canonical code for polynomials is a function C : Flxy,...,z,] — {0,1}*
such that C(f) = C(g) if and only if the polynomials f and g are isomorphic.

PorLyNoMIAL EQUIVALENCE(PE): Given two polynomials P, Q € Flz1, ..., xz,], test if there
is a non-singular matrix A = (a; ;) € GL(n,F) such that the polynomials P(x1,...,z,) =
Q(y1,-.-,Yn) where y1,...,y, are obtained by applying the linear transformation defined
by the row-vectors of A, i.e. , y; = E?Zl Qi jT;.

In general we assume that the input polynomials are given as arithmetic circuits. PE4
denotes the restriction of PE where the input polynomials are of degree d. (See [21] for a
detailed exposition on this problem). The following equivalence was proved in [21].

» Proposition 6 ([21, 20]). Gl poly time many-one reduces to PE3.

In general, though PI is a special case of PE where A is restricted to be a permutation
matrix, it is unclear a priori whether PI is easier than PE. We give a reduction from PI to
PE over Z,Q,R, and C, this proves Theorem 4.

Proof of Theorem 4: Let f(X) and g(X) be the two polynomials given as an input
instance of PI, where X = {x1,...,z,}. Let d = max{deg(f),n}, m > max{2n,n +d + 4},
such that ged(m — 2n,d+n+4) =1, and X' = X U {y, z}. Define

F(Xy2) & FX)+y*my oz, + 252 (@) 4 fay,) 4 20T g and
9 (X,y,z)

Suppose f(X) = g(X), then clearly f/(X’) & ¢'(X’). Suppose f'(X') = ¢’'(A’X’) for
some non-singular matrix A’. We claim that A’ has to be a permutation matrix. By the
degree conditions, A’ sends y to by , and z to cz, where ¢4 =1, and b¥*1c¢™ = 1. Also

1>

g(X) 4 yd+1l‘1 T+ Zd+n+2($1 I xn) 4 Zd+n+4 + yd+1zm
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note that y and z both have zero coefficients in A’z; for all 4, by the unique factorization of
Z1 -+ T,. Similarly, for all 7, A’z; cannot have two non-zero coefficients, again by the degrees
of y and z, and the unique factorization of zi---x,. The only possibility is, A’ could be
the product of a permutation matrix P and a diagonal matrix D with determinant equal
to 1. Let the i th entry in the diagonal D be A;. Then, 2z¢t"*2A’z; will have coefficient
Xic™t 2 but in the target polynomial f’, it has coefficient 1, so A; = ¢2. This implies
b¥+1e2" = 1, and hence ¢™ 2" = 1. As ged(m — 2n,d+n+4) =1, c=1, and hence b = 1,
A =11<4i<mn. Thus, f(X) = g(X) if and only if the polynomials f'(X’) and ¢'(X")
are equivalent. Note that f/(X’) can be computed by a circuit of size s + 4d 4+ 4n + m + 9,
where s is the size of a circuit computing f(X). This completes the proof.

3 Isomorphism testing of Boolean read-once formulas

For a Boolean read-once formula ¢, let G(¢) = (V,, Ey) denote the formula graph of ¢ as
defined in [4], i.e. , Vg = {x1,...,2n}, and Ey = {(z;,2;) | LCA(z;, z;) is labeled A}, where
LCA(z,y) denotes the least common ancestor of the leaves labeled x and y in ¢.

3.1 Logspace characterization : Proof of Theorem 1

Proof. We first argue the upper bound. We argue for the special case of monotone read-
once formulas. Let ¢; and ¢ be two minimal monotone read-once formulas. First observe
that G(¢1) = G(¢2) <= ¢1 = ¢2. Let Fy (resp. Fy) be the minimum read-once formula
computing the same function as ¢; (resp. ¢2) by merging consecutive gates of the same type
into one gate of larger fan-in. Construct two trees 77 and Ty from Fy and Fy respectively
as follows. We describe the construction for T7. Treat the formula F; as a undirected tree
with A gates colored as RED, V gates colored as BLUE and the leaf nodes colored as GREEN.

» Claim 1. G(¢1) = G(¢2) — T1 =Ts.

Assuming the claim, testing whether ¢ = ¢4 is equivalent to isomorphism testing of colored
trees. As the latter can be done in deterministic logarithmic space [18], it is enough to prove
the claim.

Proof of the claim. (=) Suppose G(¢1) = G(¢2), and o be such a bijection between the
vertices of G(¢1) and G(¢2). Fix the corresponding map between the leaves of T and Tb.
For any two leaves x,y of Ty, let LCA(x,y) denote the least common ancestor of x and y in
T;. Colors and degrees of LCA(x,y) and LCA(o(x),o(y)) are the same. (This follows from
the property of the graphs G(¢1) and G(¢2).) So o induces a color-preserving isomorphism
between T} and T5.

(<) Let o be a color preserving isomorphism between 77 and 7. Let m denote the
corresponding bijection between the leaves of 77 and T5 induced by o. It is sufficient to
argue that G(¢1) = 7(G(¢2)). Consider two variables z and y. As color(LCA(z,y)) =
color(LCA(w(z), m(y))), we have (z,y) € E(G(¢1)) < (n(z),n(y)) € E(G2). This com-
pletes the proof of the Claim. <

The argument above can be extended to the non-monotone case by coloring the leaves of
Ty (resp. T,) that correspond to positive literals as YELLOW, and those corresponding to
negative literals as RED.

Now we argue the L-hardness. We reduce directed forest reachability (which is known to
be L-complete[12]) to FI. Given the instance (G, s,t) of directed forest reachability where
the task is to check if there is a directed path from s to ¢, we construct the formula(F) as
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follows. Ignore the incoming edges to s and outgoing edges from ¢. Replace s with a variable
x and label every other leaf node with the constant 1. Replace all intermediate nodes by A
gates. Label ¢ as the output node. Since G is a directed forest, F' will be a formula and is
a read-once formula by construction. Moreover, F will evaluate to « (and hence isomorphic
to the trivial formula z) if and only if there is a directed path from s to ¢. |

3.2 Larger Number of Reads : Proof of Theorem 2

Naturally, one could hope to extend theorem 1 to boolean formulas that read a variable at
most a constant number of times. Surprisingly, it turns out that if the input formulas are
represented as OR of two monotone read-once formulas, then isomorphism testing becomes
Gl hard.

» Lemma 7. Gl polynomial time many-one reduces to testing isomorphism of OR of two
monotone read-once formulas given in DNF form.

Proof. The reduction is from Gl for bipartite graphs which is as hard as the general GI[17].
For a simple undirected bipartite graph G = (U, V, E), define a formula ¢(G) on variables
{z. | e € E} as follows. For every v € U UV, ¢(G) contains the term e, A Zey, A ... A 2,

as a minterm, where ej, es, ..., e, are the edges that are incident on v in G. i.e. ,
o=V N w=(V A wv(V A ) (1)
veUUV e incident on v uw€U e incident on u vEeV e incident on v

So ¢(G) can be written as an OR of two monotone read-once formulas. , G; = Gy <~
#(G}) = ¢(GYL). This concludes the proof. <

Observe that a monotone boolean formula ¢ given in DNF form, can also be represented
as a bipartite graph with vertices of one side corresponding to variables of ¢ and the terms of
¢ as vertices on the other side, edge relations is defined with respect to inclusion. Combined
with Lemma 7, this proves Theorem 2.

4 Isomorphism testing of Read-once polynomials

As starting point, observe that the deterministic polynomial identity testing algorithm for
read-once formulas [22] gives an NP upper bound for isomorphism testing of read-once
polynomials. A natural question is to see if the NP upper bound above can be improved to
a polynomial time algorithm. In the following, we provide a polynomial time algorithm for
the isomorphism testing of certain special classes of read-once polynomials. We begin with
the toy case of monotone read-once polynomials f such that f(0) = 0.

» Lemma 8. Isomorphism testing of monotone read-once polynomials that can be computed
by monotone read-once arithmetic formulas with leaves labeled from {z1,...,z,}, can be
done in deterministic logarithmic space.

Proof. Let f be a monotone read-once polynomial computed by a monotone read-once
formula ¢¢. Without loss of generality assume that ¢ is in the minimal form, i.e., inputs
of a x gate are either + gates or variables and that of a + gate are either x gates or
variables. Let Gy = (V}, Ey) be the undirected graph with V; = {z1,...,z,} and Ey =
{(zs,25) | LCAy, (z;,7;) is a x gate}. By the definition of Gy, a monomial M = ij:l Ty,
has coefficient 1 in f if and only if the vertices z;,,...,z;, form a maximal clique in Gy.
Let Ty denote the underlying (undirected) tree of ¢, where a node corresponding to a +
gate is colored BLUE and that corresponding to a x gate is colored RED.
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Let f and g be two monotone read-once formulas as above. Clearly, f =2 g <= Gy =
Gg4. Now we show that Gy = G if and only if T is isomorphic to T, as a colored tree.

Suppose Ty = T, via a bijection m between the vertices of Ty and T,;. Let o be the
bijection between the leaves of Ty and Ty induced by 7. Then Vi # j, LCAy (74, 2;) is a x
gate if and only if LCAy, (24(i), To(;)) is @ X gate. So o defines an isomorphism between G ¢
and G.

For the converse direction, suppose f = g. The proof is by induction on the structure of
f and g. The base case is when f and g are single variables, in which case the claim follows.
There are two cases:

Case 1: f and g can be written uniquely as f = f1i +...+ fx, ¢ = g1 + ... + gk, Where
fls and gls cannot be written as sum of two or more variable disjoint monotone ROP’s.
Then, f = g if and only if there is a permutation o € Xy such that f; & g,;) <= Gy =
Gy,., <= Ty, =1y, where the last equivalence is available from induction. So, Ty = Tj,.

Case2: f= fix...x frpand g = g1 X...X gk, where f/s and g;s cannot be decomposed
into products of two or more variable disjoint ROPs. Then, f = ¢ implies there is a
permutation o € Xy, such that f; = g,(;). By induction. This implies T, =T, _ .,
turn implies Ty = T,. Now the algorithm is obvious: given f and g, compute 1, and 7.

which in
Then test if Ty = T;, using the log-space algorithm for testing isomorphism for trees [18]. <

Our goal now is to extend Lemma 8 to the case of non-monotone read-once polynomials.
Consider a constant-free read-once formula, i.e. , a read-once formula where a leaf is labeled
from {—x;, x;} for some i. An obvious approach would be to use Lemma 8 with an additional
coloring of -ve terms. Then the two representations: f = f; X fo X ... X f, and g =
(—=f1) X (—f2) X f3 X ... x fr will give rise to two non-isomorphic trees whereas f and g are
identical polynomials.

We overcome this by building a canonical code for general constant-free read-once poly-
nomials along the lines of the well-known tree canonization algorithm [3]. Recall that a
canonical code for a polynomial is an object that is unique for every isomorphism class.
Also, note that efficient computation of canonical code for a class of polynomials implies
efficient algorithm for isomorphism testing for that class, though the converse may not be
true in general. For ease of exposition, we give details for the case of constant-free ROPs.
We first observe some simple structural properties of constant-free read-once polynomials
that serves as a foundation for our construction of canonization.

» Proposition 9. A constant-free read-once polynomial f # 0 has the following recursive

structure:
f = a;z;, where a € {—1,1}; or
fisof Type-1, ie., f(X) = f1(X1)+ f2(X2) +. ..+ fu(Xk) for a unique k > 2, where f/s
are constant-free variable disjoint read-once polynomials and X = X7 W Xo W ... W X.
Also, f; cannot be written as a sum of two or more variable disjoint constant-free ROPs;
or
fis of Type-2, ie, f(X) = f1(X1) x fa(X2) x ... x fi(X;) for a unique t > 2, where f/s
are constant-free variable disjoint read-once polynomials and X = X; W Xo W ... W X;.
Also, f; cannot be written as a product of two or more constant-free variable disjoint
ROPs.

The following structural characterization of constant-free ROPs follows from Proposition 9.

» Lemma 10. (a) If f, g are constant-free ROPs of Type-1, i.e. , f=fi+ ...+ fr, g =
g1+ ...+ gk, where f;s and g;s are constant-free ROPs of Type-2. Then, f = g <—
do €3k [fi Z 9ot
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(b) If f and g are constant-free ROPs of Type-2, i.e. , f = fix...X fr, and g = g1 X...X gk,
where f;s and g;s are constant-free ROPs of Type-1. Then,
N do € Xk, and ay,...,a € {—1,1} such that f; = oo\ 9o(i

=29 <= {and parity(al,...,ak)zo.{ } Wi }

Proof. For (a), suppose f = fi+...+ fr,and g = g1 +...+gi. As fis (resp. g;s) are variable
disjoint, there is no cancellation of monomials of f;s in f, i.e. , every monomial appearing in
fi also appears in f with the same coefficient as in f;. Since each of the f;’s (and g;’s) cannot
be written as a sum of two or more variable disjoint constant-free ROPs we have (a). For (b),
note that converse direction is clear as fi, ..., fx are variable disjoint. Suppose f = g, via a
permutation o of the variables. Then, o(f) = o(f1) xo(f2) X ... xo(fr) = g1 X ga X ... X g.
Then, as o(f1),...,0(fx) are variable disjoint, there is a 7 € ¥, such that o(f;) = gx(;) or
o(fi) = —9r@), and {i | o(fi) = —gr@i)} is even. <

A canonization for constant-free ROPs

Combining Lemma 10 with the standard canonization for trees [3], we propose a polynomial
time canonization scheme for constant-free read-once polynomials.

We start with an informal description of code. As a toy example consider a linear
polynomial f with coefficients in {—1,1}. Let Ny be the number of variables with -ve
coeflicients and Py be those with +ve coeflicients. Clearly, a linear polynomial g is isomorphic
to f if and only if P, = Py and Ny = Ny. So, Py, and N; are the canonical values of f that
are invariant under permutation of variables. Similarly, if f = Hle a;z; with a; € {—1,1},
then any g = Hle b;x; is isomorphic to f if and only if the parity of the number of negative
coeflicients of g is equal to that of f. So, the number of variables, and the parity of the
number of -ve coefficients would be an invariant set for f under permutations of variables.

By Lemma 10, if f is of Type-1, d.e. ,f = f1 + ... + fx, then any constant-free ROP
isomorphic to f, will look like a permutation of f;s. So, a canonization of f would be a sorted
ordering of those for f;s. If f is of Type-2, i.e. ,f = f1 X ... X fx, then, the canonization of
f should be invariant when an even number of f;s are multiplied by —1. We handle these
constraints by building the canonization for f, denoted by code(f) in a bottom-up fashion
depending on the structure of the constant-free read-once arithmetic formula computing f.

For a constant-free read-once formula f, code(f) is a quadruple (C, P, N, S), where C' is a
string, P, N € N, and S € {0,1}. Here C stores information about the read-once polynomials
computed by the sub-formulas at the root gate of the arithmetic formula computing f. The
values of P, N, and S depend on the type of f (as in Proposition 9). If f is of Type-1,
then S = 0, and N intuitively represents the number of “negative” polynomials f;, and
P =k — N. When f is of Type-2, P= N =0, and S in some sense represents the parity of
the number of “negative” polynomials in f1,..., fr, where f = f; X --- X fr. Here the term
“negative” is used in a tentative sense.

Now we formally define code via induction based on the structure of f as given by
Proposition 9. Abusing the notation we use the symbol }) also to denote empty string.

We consider the following four base cases:
base case 1: f = z;, then code(f) = (0,0,1,0).
base case 2: f = —ux;, then code(f) = (0,1,0,0).
base case 3: f = Zle a;x;, for some k > 2, and a; € {—1,1}. Let C; = code(a;z;). Let

i1,...,14; be such that C;,,...,C;, represents the lexicographical sorting of Ci,..., C.

Let S; = sgn(a;). Let N = binary(S;,,...,S;,), and P = binary(S;,,...,S;,). Then
code(f) 2 (((0,0,1), K H1es (9,0,1)), N, P, 0)
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base case 4: f = Hle a;z;, a; € {—1,1}. Let S = 1, if the number of —1’s in a4, ..., a; is
odd, and S = 0 otherwise. Define

2 (((0,0,1), k times (g 0,1)),0,0, )

code(f)
Inductively, assume that, code(g) = (C, N, P,0) for a constant-free ROP g of Type-1 on at
most n — 1 variables, and code(g) = (C,0,0,.5) for a constant-free ROP g of Type-2 in at
most n — 1 variables. Consider a constant-free ROP f on n variables. By Proposition 9,
there are two cases
Type 1: Let f = f1 + fo + ... fx, where fi1,..., fr are constant-free ROPs of Type-2. By
induction, suppose code(f;) = (C;,0,0,5;). If f; = ax;, for some 1 < j; < n, and
a € {—1,1} then we need to take code(f;) = ({,0,1),0,0,sgn(a)). Let (C;,,...,C;.) =
sort(Cy,...,C), N = binary(S;,,...,S;,), and P = binary(S;,,...,S;,). Then,
code(f) £ ((Cy,, ..., Ci,), N, P,0) 2)
Type 2: f = fi X fax...X fr, where f1,..., fx are constant-free ROPs of Type-1. By induc-
tion, suppose code(f;) = (C;, N;, P;,0). Let N} = min{N;, P;}, and P/ = max{N,, P;}.
Let C; = (C;, N/, P!y and (C},, ...,
S =|{i| N/ # N;}| mod 2. Then,

code(f) = ((Cy,,...,C;,.),0,0,5) (3)

C’;-,c> be the lexicographically sorted sequence of C;’s,

The following lemma describes some of the properties of the function code.

» Lemma 11. (a) Let fi,..., fx be constant-free ROPs of Type-1, ay,...,ax,b1, ..., bx €
{=1,1}. Then

k k
code(H a; fi) = code(H bifi) < parity(sgn(ai), . ..,sgn(ax)) =
i=1 i=1
parity(sgn(b1),...,sgn(bg)).

(b) code(— Hle fi) = (C,0,0,89), where code(Hf=1 fi) =1(C,0,0,5).
(c) Let f1,...,fr be ROPs of Type-2 and suppose code(X:f:1 fi) = (C,N,P,0). Then
code(— Y1, fi) = (C, P, N,0).

Proof. Proof is by induction on the number of variables in the constant-free read-once
formula f. We consider two base cases. Let f = Hle k. Then by base case 4 in the
definition of code,

code(—f) = (((0,1,0),...,(0,0,1)),0,0,5)

(a), (b) follow immediately now, and (c) is not relevant for this case. The second base case
is when f =) . a;z;. Note that only (c) is relevant here. Then —f =) . —a;x;, and hence
code(—f) = (C, P, N,0), where code(f) = (C, N, P,0). This proves (c) for the second base
case.

Inductively suppose that statements (a)-(c) hold for all constant-free ROPsonn’ < n—1
variables. Let f be a constant-free ROP of Type-2 on n variables, i.e. , f = Hle fi, where
fis are constant-free ROPs of Type-1. Then, for a = (ay,...,a;) € {—1,1}%, f, = Hle a; f;
is also a constant-free ROP of Type-2 on n variables. Suppose code(f;) = (C;, N;, P;, 0) for
1 <i <k, then by (3),

COde(f) = ((<ClvN{7P1,>a ceey <017Nli:aplg>)a0a0; S)
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By (c) of the induction hypothesis, we have code(—f;) = (C;, P;, N;,0). Then, applying the
construction given by (3),

COde(fa) = (SOI’t(<Cl, Ni? P1/>7 ) <Ck7 Nllca Plé>)7 0,0, Sa)

with S, = S, if parity(sgn(ai1),...,sgn(ax)) = 0, and S, = S otherwise. This proves (a) and
(b).

To prove (c), suppose f is a constant-free ROP of Type-1 on n variables, i.e., f = Zle fi-
Suppose code(f;) = (C;,0,0,S;), and (Cy,...,Ck) be the lexicographically sorted order of
Cy’s, without loss of generality. Then, by the definition of code given in (2), code(f) =
((Cy,...,Cr), N, P,0), where N = binary(S,...,Sk), and P = binary(Si, ..., S:). Applying
induction hypothesis (b) on f;, code(—f;) = (C;,0,0,5;). As —f = Zle —fi, by (2) and
the induction hypothesis, we have

code(f) = ((C1,...,Ci),N,P,0) where
N = binary(Si,...,S;) and
P = binary(Sy,...,5)

This implies P = N, and N = P, and hence (c) follows. <
Using these properties we prove that code is indeed a canonization for constant-free ROPs.

» Lemma 12. Let f, and g be two constant-free ROPs. Then, f = g <= code(f) =
code(g)

Proof. Proof is by induction on the structure and number of variables in f and g. For base
Case, [ = ixi,Zle a;Ti, or Hle a;xz;, where a; € {—1,1}. By examining the four base
cases in the definition of code, the Lemma follows for these cases. For the induction step,
we consider two cases depending on whether f is of Type-1 or Type-2.

Type 1: Let f = fi+ ...+ fr and g = g1 + ... + g;. First suppose f = g via a
bijection ¢ between the variables of f and g. As f;’s are variable disjoint, there exists
a o € Y such that ¢(f;) = do(iy, and hence f; = g,(;), and by induction hypothesis,
we have code(f;) = code(g,(;)) = (C4,0,0,5;). By (2), we can conclude that code(f) =
code(g). For the converse direction, suppose that code(f) = code(g). Let code(f) =
((C1,...,Cy), binary(S; ... Sy), binary(Sy, ..., S;),0) = code(g). Then by the structure of
code(g) as in (2), we conclude code(f;) = (C;,0,0,S;) = code(g;) = f; = g; (by induction
hypothesis). Then, we have g = f by Lemma 10.

Type 2: Let f = fix fax... frand g = g1 X g2 X...x gg. Let code(f) = (C,0,0,S5), and
code(g) = (D, 0,0, R), where C = ((C1,Ni,Py),...,{(Cy,N},P])), and D = ((D1, L}, M7),
... (Dg, L}, M})). Suppose code(g) = code(f). Then, by the definition of code, and
Lemma 11, we have Vi € [k], either code(f;) = code(g;) or code(f;) = code(—g;), and
hence either f; = g; or f; =& —g;. As S = R, |{i | code(f;) = code(—g;)}| must be even.
Then by Lemma 10, we have f = g. For the converse direction, suppose f = g. Then by
Lemma 10, there is a 0 € X, and aq,...,ax € {—1,1} with parity(sgn(a1),...,sgn(ax)) =0
such that f; = a;g9,(;), and hence code(f;) = code(a;g,(;)). Then, by the definition of
code, we have code(]_[f:1 fi) = code(l_[f:1 aigo(i))- As parity(sgn(ai),...,sgn(ax)) = 0, by

Lemma 11, code(Hf:1 Aigo(i)) = code(l_[f:1 gi), which completes the proof. <

» Theorem 13. Isomorphism testing of constant-free read-once polynomials can be done in
time polynomial in the number of variables in the input formulas.
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Proof. Given Lemma 12, the algorithm is obvious: on input f and g, compute code(f) and
code(g), then check if code(f) = code(g). Given f as an arithmetic constant-free read-once
formula, code(f) can be computed in time polynomial in the size of the input formula. As
size of code(.) as a collection of sets is at most the size of the input formula, we can test if
code(f) = code(g) in time linear in the size of the input formulas f and g. <

Extension to constant-free ROPs with arbitrary coefficients: The function code
defined for constant-free ROPs can be extended to include constant-free ROPs where leaf
nodes are labeled with a;x;, where a; € Z. We denote this extension by general-constant-
free ROPs. There is one main bottleneck for general-constant-free ROPs of Type-2: suppose
f=fix---xfi, and if a1 is the GCD of coefficients of fi, then f = (f1/a1)(a1f2) X+ X f.
So, a canonical code has to be invariant under taking out GCD of the coefficients of some of
the f;’s and multiplying out these values among the remaining f;’s, provided the polynomial
remains general-read-once. This can be achieved by explicitly carrying the GCD of the
coefficients. For the sake of notational convenience, we denote the canonical function for
general-constant-free ROPs by code’. For a general-constant-free ROP f, we define code’(f)
as a quintuple (C, N, P, S, «), where C is a string, N, P,a € N, S € {0,1}. The values C,
P, N, and S have the same meaning as in the definition of code, and « is the GCD of the
coefficients of f. We generalize the properties of code (details are skipped) to show:

» Theorem 14. Isomorphism testing of general-constant-free ROPs can be done in P.

Extension to Pre-processed ROPs: Motivated by [23], we extend Theorem 14 to the case
of pre-processed constant-free ROPs. (See [23] for more on pre-processed ROPs). In a pre-
processed constant-free ROP, a leaf labeled by variable z; computes an arbitrary univariate
polynomial f;(x;) with coefficients from Z. By providing an efficient way of canonically
encoding the univariate polynomials that appear at the leaves, we obtain the following:

» Theorem 15. Canonization of a pre-processed general constant-free ROP can be done in
time polynomial in the number of variables and the degree of the univariate polynomials at
the leaves.

5 Polynomials with higher reads

As a natural extension, one could ask if the canonization procedure presented in the previous
section can be extended to arithmetic formulas that read a variable at most twice. However,
as in the case of Boolean formulas, it turns out that allowing variables twice makes the
problem as hard as Gl. In fact, even for the most primitive classes of Read-2 polynomials
1) Sum of two depth two monotone ROPs and, 2) Read-2 polynomials given in the II¥
form, isomorphism testing is complete for Gl. It is already known that PI is harder than
Gl[24, 16]). We provide a different reduction that optimizes the number of reads. We skip
some details here.

» Theorem 16. Gl polynomial time many-one reduces to testing isomorphism of two poly-
nomials when both of the polynomials are given in one of the following representations:

(a) Sum of two monotone read-once depth-2 arithmetic formulas with a + gate at the top.
(b) Read-2 monotone arithmetic formulas of depth two, with a X gate at the top.

Hardness of PI for the above special cases also forces one to ask whether the hardness
given by Proposition 16 extends to the polynomial equivalence (PE) problem. Though we
do not know the exact answer, we observe that PE for read-4 polynomials is hard for Gl.

» Proposition 17. PE for the case of read-4 polynomials is hard for Gl, for F € {Z,Q,R}.
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