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Designing Successive Target Selection in Virtual Reality via Pene-
trating the Intangible Interface with Handheld Controllers

Yang Li, Sayan Sarcar, Kibum Kim, Huawei Tu, Xiangshi Ren

e We discussed the penetrable feature of intangible displays and found
the potential to facilitate target selection coherence among multiple
targets.

e We proposed Sewing, a target selection method in VR for improving
the coherence when users successively select multiple targets. With
handheld controllers, users can finish selections by penetrating into
one target and out directly towards another target.

e Investigations of Sewing showed that, with the real-life sewing metaphor
on the fabric, users can learn and master the Sewing interaction quickly
to finish VR target selection tasks.

e We also implemented SewTyping, a Sewing-based text entry method
to facilitate users’ VR typing performance. Evaluations revealed that
SewTyping achieves promising typing speed (26.57 words per minute)
and earned comments from participants as easy and engaging to use.
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Abstract

Empirical research on single target selection in Virtual Reality/Augmented
Reality (VR/AR) environments has been studied extensively. However, there
is a lack of methods and research on improving the coherence when succes-
sively selecting multiple targets. We propose Sewing, a successive target
selection method with handheld controllers in VR environments. We lever-
age real-life sewing as a design metaphor for the selection of multiple targets
with one single spatial movement penetrating targets with handheld con-
trollers. We conducted an empirical study to validate the efficiency of select-
ing multiple targets with Sewing compared with the conventional selection
method, which is based on the button pressing metaphor. Results showed
that Sewing can provide promising performance and coherence for rapid and
accurate target selection. Based on the results, we implemented SewTyping,
a Sewing-based VR text entry method to evaluate the applicability of Sewing,
and conducted an empirical study to compare the typing performance with
two other techniques (Controller Pointing and Drum-like Keyboard). Results
showed that 1) SewTyping achieved 26.57 words per minute with a total er-
ror rate of 3.68% and 2) users adapted to the sewing-like movement easily
and achieved steady performance with essential practice.
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1. Introduction

Recent market trends show that Virtual Reality (VR) techniques have
become popular and affordable among consumers [1]. VR also shows great
capabilities and potential for applications in education [30], remote collabora-
tion [35], and office work [20, 21]. Target selection is one of the fundamental
operations [48, 54, 4, 25] that helps users acquire intended targets for further
manipulations. Generally, users often need to manipulate multiple targets
with a certain order to finish tasks such as selecting an item in a multi-layer
menu or typing a sentence using the keys of a virtual keyboard. In such cases,
there is a need for a target selection method that not only provides promising
and reliable performance when selecting single targets but also contributes to
a coherent selection experience when successively selecting multiple virtual
targets.

Pointing [31] and crossing [2, 48] are two popular representative inter-
action paradigms which are currently applied in VR for target selection.
Pointing allows users to select targets directly by poking (with fingers or
controllers) or indirectly by navigating a cursor to locate the target and
confirm it by approaches such as button pressing or dwelling. Crossing en-
ables users to perform target selection by stroking through the boundary of
the target. Previous research [48] validated the promising performance of
crossing compared with pointing and mentioned the potential of crossing to
achieve successive selections. However, we found that targets mentioned in
most VR target selection techniques are not real 3D targets and they are
only interactive from one side or in one direction (i.e., they lack the con-
sideration of z-coordinate [10]). The interaction potentials of targets have
therefore been dimensionally reduced to 2D or even 1D without fully lever-
aging the characteristics of 3D targets. Moreover, when selecting multiple
targets successively, current methods based on pointing or crossing need to
deal with targets individually and repetitively with less consideration of the
interaction coherence among selections.

In this paper, we propose Sewing, a target selection method to facilitate
the interaction coherence in VR when successively selecting multiple targets.
Inspired by the real-life sewing metaphor with needles and fabric, we turn the
penetrable feature [10] of intangible displays into an advantage to connect
multiple targets into a single movement (as shown in Figure 1b). With the



handheld controller and the virtual mallet (a virtual widget extended from
the controller), multiple 3D virtual targets can be selected by penetrating
the mallet down through from one of them and then moving directly to
another target and penetrating up through it for the next selection. Sewing
achieves coherent interaction performance by exploiting two sides (i.e., top
and bottom sides) of the 3D targets, which is different from the previous
pointing and crossing applied in current VR scenarios.

We first conducted an empirical study to evaluate the performance of
Sewing and its potential to improve the coherence when users successively se-
lect multiple targets. Results showed that Sewing (alternatively penetrating
the top and bottom side of targets for selection) provides a more accurate ap-
proach to select virtual targets successively with less time and spatial move-
ment compared with the conventional method of bouncing among targets.
Based on our findings, we applied Sewing in the context of VR text entry
to explore its applicability and thus proposed SewTyping, a novel method to
assist users to type faster and more fluently in VR environments. We further
evaluated users’ typing performance using SewTyping compared with Con-
troller Pointing [41] and Drum-like Keyboard [7]. Results show that users
achieved 26.57 (16.8 for Controller Pointing and 22.13 for Drum-like Key-
board) words per minute with an acceptable error rate of 3.68% using Sew-
Typing (4.07% for Controller Pointing and 3.77% for Drum-like Keyboard).
Participants also showed their preference for Sew'Typing and regarded it easy
to learn and engaging to use. Beyond text entry, we also discussed the poten-
tials and possibilities of leveraging Sewing into more scenarios such as spatial
menu design and practical surgical training in VR.

2. Related Work

Target selection is the fundamental operation [4] that helps users to ac-
quire target(s) for further manipulations. Based on the pointing and crossing
paradigm [48, 2], numerous techniques have been proposed to enhance target
selection performance in VR applications and systems. In this section, we
first review current target selection methods. Then, focusing on different
types of multiple-target selection tasks, we discuss whether and how existing
methods and techniques could help users to select multiple targets effectively
in VR scenarios.
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Figure 1: Two target selection methods: (a) Conventional up-and-down “pressing” (bounc-
ing among targets) and (b) Sewing. When successively selecting targets, Sewing leverages
the penetrable feature in VR to achieve the coherent target selection by penetrating tar-
gets as is done when sewing with a needle on the fabric.

2.1. Pointing-based Target Selection

Pointing is one of the vital ways for users to inform the interaction sys-
tem about the intended target(s). To perform pointing in VR, users can
leverage various tools such as hands [37, 33| (shown as avatars in VR scenar-
ios), mice [45], handheld controllers [11], or styli [14]. Based on those tools,
researchers further developed various methods to achieve satisfying perfor-
mance. Currently, ray-casting is the popular and dominant component [4] in
VR target selection designs. Furthermore, ray-based selection is the default
choice in current commercial VR systems (e.g., HTC Vive and Oculus). In
detail, users can irradiate the intended target by navigating a visible ray
emitted from the physical tool (e.g., handheld controller) and confirm the
selection with a trigger event [4, 12, 19, 42]. Ray-casting techniques show
their advantage in operating targets far from the user’s position [5] and re-
lieving the physical load (e.g., walking towards distant targets). However,
ray-casting techniques also face challenges when selecting small, dense, or
occluded targets. Moreover, as the ray is emitted from the physical device,
some behaviors (e.g., button pressing for confirmation) may cause subtle ori-
entation changes which may affect pointing accuracy. Such changes will be
enlarged by the length of the ray (distance to the target) and they will cause
incorrect or missed selections [4, 8, 48].



2.2. Crossing-based Target Selection

The crossing paradigm was first introduced by Accot and Zhai [2] in 2002
that the target in 2D graphical user interfaces (GUI) can be selected by
intersecting its boundary with the cursor. Cross Y [3] applies crossing-based
selection in pen-based interaction and designs multiple crossing commands to
trigger various functions. Dragicevic [15] combined the crossing and paper-
based paradigm to simulate the real-life page-turning behavior to improve
the drag-and-drop performance among overlapping windows. Wobbrock and
Gajos [52] explored and validated the potential of crossing to assist people
with motor impairments to select targets in user interfaces. Based on the
crossing paradigm, various Ul widgets were also proposed to help users set
attributes [44] and manipulate multiple sliders [36]. For touch input, Luo
and Vogel first validated the effectiveness of crossing compared with finger
pointing [28] and then proposed Pin-and-Cross [29], which combines touch
and crossing for unimanual menu operations.

Tu et al. [48] were the first to transplant the crossing paradigm to the VR
target selection. They used ray-casting with handheld controllers to achieve
boundary crossings of 2D and 1D targets in VR environments. Further vali-
dation showed that VR crossing can also be well modeled by Fitts’ Law [17].
Instead of casting the ray from controllers, Yan et al. [55] navigated the
pointer via head movements; users move the pointer into the target and back
across the boundary to finish the selection. The above research made cross-
ing paradigm available in the VR environments. Whereas, the targets for
such availability were discussed with reduced dimension rather than 3D. It
made us curious whether crossing or similar interaction can be implemented
with real 3D targets.

2.3. Multiple-Target Selection Solutions in VR

To the best of our knowledge, the majority of research on multiple-target
selection in VR focused on the large-scale selection [43] that the number of
targets is counted in dozens or hundreds (e.g., joints of a 3D model or one part
of the data point cloud) with one single selection. Lucas et al. [27] proposed
Selection Box and Tablet Freehand Lasso to assist users to select multiple
targets. Selection Box uses a semi-transparent volume selector as used in [59]
to acquire targets touching or within the selector. Tablet Freehand Lasso
allows users to draw a 2D arbitrary shape on a screen that shows the camera
view. Then the camera projects a 3D area based on the shape to choose the
targets within the projection volume. Stenholt [43] selected multiple targets
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simultaneously through a 3D-based spherical brush with adjustable radius,
spatial lasso, or an algorithm based on the seed object and gestalt law of
proximity [51] (the technique was named Magic Wand). Benavides et al.
[6] allowed users to choose the intended pile of rendered spatial data points
with bare-hand mid-air gestures and movements. Slicing-Volume [34] uses a
virtual volume to roughly acquire the intended targets of a dense data cloud
and then to finish the detailed selection on a tablet with handheld controllers
and a stylus.

In real-life interaction scenarios, users often need to serially interact with
multiple targets (e.g., selecting an item from a multi-layer menu or typing on
keyboards to select characters) in VR environments. However, research on
improving selection performance in those conditions is lacking. To the best
of our knowledge, only Tu et al. [48] mentioned the potential of VR crossing
for successive selections. However, VR crossing treated targets (e.g., virtual
plates) as 2D or 1D representatives rather than real 3D ones considering
targets’ three dimensions.

Theoretically, single target selection techniques can be used to acquire
multiple targets by repetitive execution of the selection procedure [27, 43].
However, single target selection techniques cannot achieve coherent perfor-
mance in multiple-target selection tasks for the following reasons. First,
although intended targets are interrelated from the task level, users need to
handle every target independently and repetitively based on the same and
repetitive operation process with less consideration about effective transi-
tions among targets. Second, based on the optimized initial impulse model
[32], when navigating the selector towards the intended target (except for
discrete methods such as pressing arrow keys), users generally perform a fast
but inaccurate movement to roughly travel towards the target and then slow
down to reach the target for further manipulations (especially for small tar-
gets). Frequent velocity changes may not foster a sense of continuity and
coherence when serially selecting multiple targets. Third, some target se-
lection techniques contain additional mechanisms such as button click [19],
dwell [53], or gestures [23, 55] after selector navigation to confirm selections.
Thus, during selections, users would encounter frequent and multiple times
of mode switching, which may influence the smoothness among selections
and bring extra time consumption.



3. Sewing: a Successive Target Selection Method

In this section, we illustrate how Sewing works for multiple target selec-
tion and discuss similarities and differences between crossing [48] and Sewing.

3.1. Interaction Design

From real-life sewing with needles on fabrics, we derived an interaction
method that allows users to select multiple targets successively in VR envi-
ronments with smooth and coherent movement. Here we describe the design
details of Sewing.

Learning from the Drum-like Keyboard [7], we extend a virtual mallet
(with a small sphere on the tip) from the top of the controller because it
is difficult to select the target (especially due to the limited size) using the
whole body of the handheld controller. Users move the handheld controller
and use the virtual mallet to perform target penetration.

Then, to simulate the real-life sewing movement in VR, we make all vir-
tual targets interactive from both the top and the bottom side of the virtual
targets. Users navigate the handheld controller towards the virtual target
and finish the selection by hitting either the top or the bottom side of the
target. Selections are confirmed as the penetration occurs. Theoretically,
penetration can happen on any side of 3D targets, such as left or right side
of a cuboid object. As an initial exploration of Sewing, in this paper, we
only consider the penetrations that happens on the top and bottom side.

Double-side interactive targets and the handheld controller (with virtual
mallets) make it possible to perform sewing-like movements. After hitting
one target, there is no need for a backward movement (see the dashed part
in Figure 1a). Instead, as shown in Figure 1b, users can move the controller
directly to the following target and finish the selection. In this case, all
targets will be “sewn” together with a single and coherent movement rather
than repetitive up-and-down movements.

3.2. Similarities and Differences

From the interaction perspective, Sewing shares similarities with crossing-
based [2] target selection in VR [48]. First, they both perform a movement
starting from one side to another side of the object. Second, selection for
both methods can be immediately confirmed when penetrating or crossing the
boundary of the target. Third, both of them consider continuous movement
as a solution for successive selections.



However, there are also differences between these two methods. First of
all, Sewing uses a virtual mallet (rather like a sewing needle) to simulate
the sewing movement (i.e., penetrating the surface of a 3D virtual object).
Crossing is the operation that behaves more like cutting an object with a
beam (i.e., crossing the boundary of the object). Second, targets for Sewing
are 3D ones with two (or more) interactive surfaces which allow users to
alternatively penetrate targets from either the top side or the bottom side
of the target permitting smooth and coherent transitions between targets;
by contrast, crossing focuses on targets that have only one interactive side
due to the decreased number of active dimensions (e.g., 2D targets in 3D
environments, and 1D targets in 2D environments). Third, Sewing focuses on
the enhancement of coherence when selecting multiple targets, while crossing
focuses more on single target selection with less consideration of transitions
between targets.

4. Empirical Study

We conducted an empirical study to validate the feasibility of Sewing
when successively selecting multiple targets in the VR environment. In this
study, we investigated the influence of various factors on target selection
performance. Based on the results of this study, we validated the following
hypotheses:

a. Sewing is able to reduce target selection time and spatial movement
compared with the conventional method.

b. Sewing is more accurate than the conventional method when selecting
targets successively.

4.1. Participants and Apparatus

12 participants (10 males and 2 females, aged between 21 and 24 years
old, M = 22.58, SD = 1.08, all right-handed) volunteered in this study. None
of them had experience using head-mounted displays (HMDs) and hand-
held controllers before the study. All participants had normal vision (or
corrected-to-normal vision by wearing glasses). The experiment system was
implemented with Unity 5.6, HT'C Vive, and its handheld controllers. The
system ran on a desktop computer with Intel i7-3770 CPU, 16 GB RAM,
NVIDIA Quadro K4000 graphics card, and Windows 10 operating system.



Figure 2: 2D-perspective schematic layout for the target selection task based on ISO 9241-
9. It should be noted that all targets are 3D ones in our study. W means target size, D
stands for the distance between two targets with adjacent numbers. The experiment begins
by selecting the top target (number 15), then participants follow the path shown with
dotted arrow lines to select targets successively. The next intended target is highlighted
(in green) after the previous target has been selected.

4.2. Ezxperimental Design

We designed the target selection task based on the ISO 9241-9 standard
[22], which was commonly used in previous research [38, 40, 46, 58]. 15
circular 3D targets were arranged in an annular layout (see Figure 2 as the
schematic ). The experiment took the following three factors into considera-
tion: selection method, index of difficulty (ID, which is related to the target
size and target distance), and the orientation of the target.

Two target selection methods we evaluated were: Bouncing and Sewing.
Bouncing allows users to select the target only by hitting the top side of the
target with the virtual mallet. As the mallet would travel in or through the
target, users need to move the mallet back above the target (homing action)



after the hitting. By contrast, selection using Sewing can occur when the
mallet penetrates from either the top or the bottom side of the target. Then,
the mallet can pass directly through the target and on to the next target,
i.e., no homing action is required after the penetration in Sewing.

Target size was defined as the diameter of targets; target distance was
calculated as the length between two target centers (see Figure 2). To eval-
uate the target selection speed and accuracy under various target sizes and
distances, we designed a combination of 4 target sizes (5mm, 10mm, 20mm,
40mm in radius) x 2 target distances (320mm, 640mm). We calculated the
index of difficulty (ID) for all size-distance combinations. IDs covered the
range between 2.32 and 6.02. We used the ID as the independent variable
(instead of target size and target distance) for the following analysis because
1) ID is a competent factor for describing the selection difficulty of the in-
tended targets in VR target selection studies [48, 38|, and, 2) using the ID
can decrease the number of independent variables, which would improve the
interpretability of the results.

Tilt degree described the gradient condition of the panel of virtual tar-
gets against the ground rendered in the VR environment. Here we set two
tilt degree options, vertical and horizontal, in this metric for the following
experiment.

4.83. Task and Procedure

The experiment lasted around 45 minutes for each participant. We first
introduced the experiment to participants and guided them to stand at the
center of the experiment area with the HMD on the head and a handheld con-
troller in the dominant hand. We provided enough time for all participants
to get used to the VR system and to practise two mentioned methods with
try-out selections. The height of all targets and the distance between partic-
ipants and targets were adjusted during the practice (participants can move
their standing position slightly within a circle of 20cm radius). Then, par-
ticipants were requested to select targets with the assigned selection method
using the virtual mallet as fast and accurate as possible. At the beginning of
the experiment, the target on the top (see Figure 2) turned red. Participants
needed to select the right target to trigger ensuing selections. After selecting
the red target, the red target turned white and the next target turned green.
During the selection, it should be noted that the next target would not turn
green until the previous target was selected successfully. The sequence of
selections followed the labeled index numbers in Figure 2.
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The order of using two selection methods was counter-balanced across
all participants. For every participant, 16 sets of combinations (target size
X target distance x tilt degree) were conducted in random order. Each set
contained 15 target selections. In summary, the number of target selections
was: 12 participants x 2 selection methods x 4 target sizes x 2 target
distances x 2 tilt degrees x 15 target selections = 5760.

4.4. Results and Analysis

We removed outliers (4.76%) outside the 95% confidence interval and used
the remaining 95.24% of the dataset for the following analysis. As the data
did not pass the normality check, we analyzed the data with the Generalized
Linear Mixed Model (GLMM via the R package named ‘lme4’). Table 1
summarizes our main statistical findings from the perspective of selection
time, interaction depth, travel distance, and selection error rate.

4.4.1. Selection Time

Selection time is defined as the duration between the selection of the pre-
vious target and the moment when participants select the following green
target. In general (see Table 1 for details), Sewing required less time than
Bouncing when selecting targets. It required less time to select targets verti-
cal to the ground than those horizontal to the ground. With the increase of
ID, participants needed more time to select targets. GLMM analysis showed
that selection method (x?(2) = 9691.9, p <.001), tilt degree (x*(2) = 62.8,
p <.001), and ID (x?(5) = 30425, p <.001) had a significant main effect on
selection time. The interaction effect of selection method x tilt degree (x?(4)
= 11.36, p <.001), selection method x ID (x*(10) = 2186.1, p <.001), and
tilt degree x ID (x2(10) = 37.25, p <.001) was also significant.

4.4.2. Interaction Depth

Interaction depth signifies the distance between the furthest position of
the path of the virtual mallet and the target plane when selecting the tar-
get. Sewing required less interaction depth than Bouncing when the virtual
mallet traveled among targets. When targets were positioned vertical to
the ground, less interaction depth was used than the horizontal condition.
GLMM analysis showed that selection method (x*(2) = 271.86, p <.001),
tilt degree (x?(2) = 84.72, p <.001), and ID (x*(5) = 65.68, p <.001) had
a significant main effect on interaction depth. We also found a significant
interaction effect of selection method x ID (x*(10) = 13.15, p <.001), and
tilt degree x ID (x%(10) = 4.2, p <.05).
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Independent Variables | Selection | Interaction Travel Error
and Candidates Time/ms | Depth/cm | Distance/cm | Rate/%
Selocti B ) 977.72 17.18 78.35 3.94
CIeCHon | DOURCINE 1 910.66) |  (5.86) (21.92) (2.28)
Method
Sewin 750.70 9.37 58.41 1.35
& (180.15) |  (3.32) (17.65) (1.24)
) . 837.35 10.91 66.13 2.46
Dzﬂrtee Vertical 1 o1447) | (4.99) (21.89) | (1.41)
& Horizontal 891.13 15.65 70.63 2.82
(234.97) | (6.3) (22.4) (1.73)
939 657.05 11.64 50.69 0.84
' (141.62) | (5.0) (11.8) (1.51)
789.18 13.7 69.4 2.34
D317 (209.48) | (6.4) (23.18) | (2.04)
4.09 856.98 13.07 68.14 2.77
' (187.31) (6) (21.79) (1.47)
5.04 942.21 12.98 68.63 3.82
' (193.17) |  (6.32) (22.39) (2.68)
6.02 1123.59 15.31 86.47 2.6
' (169.42) |  (6.07) (12.5) (2.89)

Table 1: Overview of the statistical results for target selection performance in various
scales: selection method, tilt degree, and ID. All results in the Table referred to mean
values and numbers in brackets refer to standard deviations. All independent variables
showed the significant (all p <.001) effect on all dependent variables (columns) except Tilt
Degree on Selection Error (p = 0.37).

4.4.3. Travel Distance

Travel distance refers to the spatial trace length of the virtual mallet
in the virtual space during the selection. Results show that Sewing needed
less travel distance to finish the selection. Selecting targets vertical to the
ground also required less travel distance. With increases in the ID, more
travel distance was needed to select targets. GLMM analysis showed that
selection method (x%(2) = 379.28, p <.001), tilt degree (x*(2) = 6.95, p
<.001), and ID (x*(5) = 1130.15, p <.001) had a significant main effect
on travel distance. The interaction effect of selection method x tilt degree
(x%(4) = 13.4, p <.001) and selection method x ID (x*(10) = 23.2, p <.001)
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Figure 3: Fitts’ Law modeling for the conventional Bouncing and Sewing interaction.

was also significant.

4.4.4. Selection Error

We define a selection error as a trial that participants did not success-
fully select the target on the first attempt. Selection error rate denotes the
percentage of trials that participants made selection errors. In general, par-
ticipants made fewer selection errors with Sewing than Bouncing. With the
increase of ID, selection error rate also increased and reached the peak of
3.82% when ID was 5.04. GLMM analysis showed that selection method
(x*(2) = 10.63, p <.001) and ID (x*(5) = 15.45, p <.001) had a significant
main effect on selection error. Although participants had less chance of mak-
ing selection errors for targets that were vertical to the ground, no significant
main effect was founded for the tilt degree (p = 0.37). Results also revealed
a significant interaction effect of selection method x ID (x*(10) = 8.05, p
<.01).

4.4.5. Fitts” Law Modeling

The data of Sewing was validated as a good fit by Fitt’s Law as shown
in Figure 3 (with the R-square of 0.98). This result inferred that the inter-
action of Sewing can be well-modeled and described by the Fitts” Law. The
regression line of Sewing and Bouncing would intersect at a high ID of 20.83,
which indicated that Sewing could serve as an alternative selection method
of the conventional bouncing when successively selecting multiple targets in
VR environments.
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Figure 4: Text entry with SewTyping in VR. Characters (3D buttons shown in the figure)
are successively selected with the virtual mallet extended from the handheld controller
by penetrating on either the top or the bottom side of virtual keys. E.g., to enter the
word “ACT”, “A” and “T” are selected from the top side, while “C” is selected from the
bottom side.

5. Sewing-based Typing in Virtual Reality

After validating the performance of Sewing, we applied Sewing in the con-
text of VR text entry and implemented a novel technique, named SewTyping,
to facilitate users’ typing efficiency in VR scenarios. We chose text entry as
the application scenario for Sewing because text entry is a representative
task that requires users to successively select multiple targets (characters)
to generate and enter text into computer systems. We further conducted a
comparative study to evaluate users’ typing performance using SewTyping
compared with Controller Pointing [41] and Drum-like Keyboard [7].

Based on the Sewing method, SewTyping renders the virtual keyboard
double-side interactive. Users can use the handheld controller (with the
virtual mallet on the top) to perform sewing-like movements among char-
acter keys. For instance, users enter the word “ACT” (shown in Figure
4) by penetrating down through “A” up through “C”, down through “T”.
For words with repetitive characters (e.g., “WOOD”), users can penetrate
through “W”, up through “O”, down through “O”, and up through “D”.
For the use of backspace, one character can be deleted when the backspace
key is penetrated from either the top or bottom side.
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5.1. Participants and Apparatus

We recruited 27 participants for the experiment (11 males and 16 females,
aged between 22 and 46 years, M = 26.56, SD = 5.55, all right-handed, none
of them being native English speakers). All participants had normal vision
without color blindness (19 of them wore glasses for short-sighted correction).
None of them had VR text entry experience before the experiment. All
participants were able to comprehend English sentences and were familiar
with the QWERTY keyboard according to their self-report.

The experiment system was implemented based on the Cutie keys [13]
in Unity 5.6 with HTC Vive and its handheld controllers. We set up a
spatial area of 2m (length) x 2m (width) x 2m (height) tracking space
with two HTC Vive optical trackers. We used a virtual keyboard with a
QWERTY layout. We also ran a pilot study and confirmed the key size
10cm x 10cm, a 3cm gap between keys (We did not use additional visual
feedback, such as highlight or projections, when the mallet was occluded
by keys as it would bring distractions to participants during text entry),
32cm length for the virtual mallet, 1.5cm radius for the sphere on the top
of the virtual mallet forming a balance between the detection quality of the
system and the participants’ typing experience. Intelligent-aid techniques
such as auto-correction and auto-implementation functions were disabled to
avoid the distraction of incorrect or unexpected auto-entry conditions. The
desktop used in this study is the same as that used in the previous Sewing
empirical study.

5.2. Task and Corpus

In the experiment, all participants were requested to transcribe sentences
with two controllers in the experiment system using the assigned technique
as fast and accurate as possible. If any typo was detected during the text
entry process, participants had to correct it with the backspace on the virtual
keyboard.

We used a subset of the Enron Mobile Email Dataset [50] (107 sentences,
with 20-40 characters each, all in lowercase without any punctuations or
numbers) as the corpus because: 1) all sentences are used on a daily basis and
they are easy to memorize [26] and, 2) the corpus has been used to evaluate
VR text entry techniques in the previous research [41]. Additionally, using
sentences (rather than phrases) can also simulate real text entry scenarios
(e.g., sending sentences in a VR messaging system).
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5.8. Design and Procedure

According to the literature, we chose Controller Pointing and Drum-like
Keyboard as the comparative techniques for VR text entry with virtual key-
boards and handheld controllers. The reasons for choosing these two tech-
niques are: 1) Controller Pointing uses pointing (with a beam) as the selec-
tion method, which is currently one of the most fundamental patterns 24,
41]; Drum-like Keyboard uses the selection method that simulates the but-
ton pressing on a physical keyboard and, 2) both of these two techniques
show promising text entry speed and error rates as reported in the literature
[7, 41] (in the context of VR typing with virtual keyboards). In order to
be consistent with the evaluation designs as conducted in [41] and [7], we
asked participants to finish the text entry task with two handheld controllers
in their hands. Here we describe the operational procedures of the three
evaluated VR text entry techniques:

e Controller Pointing: participants navigate the ray emitted from the
handheld controller to point at the intended key and confirm the selec-
tion by pressing the trigger button on the controller.

o Drum-like Keyboard: participants use the virtual mallet extended from
the head of the handheld controller to select the character by hitting
the character button which is effective from the top side only.

o SewTyping: participants use the virtual mallet extended from the head
of the handheld controller to penetrate down or up through buttons to
select the intended characters (as shown in Figure 4).

The ray emitted from the handheld controller (for Controller Pointing)
and the virtual mallet (for Drum-like Keyboard and SewTyping) were visible
during the experiment. When the button was irradiated by the ray or hit
by the virtual mallet, it was highlighted in light red. Haptic feedback was
provided as the participant pressed the trigger of the handheld controller (for
Controller Pointing) or as the button was hit (for Drum-like Keyboard and
SewTyping).

To avoid potential interference on data quality from the various opera-
tion methods of the three techniques (especially for Drum-like Keyboard and
SewTyping), we chose a between-subjects design for the experiment. The in-
dependent variable was the technique. We randomly and evenly arranged 27
participants into three groups. For each group, participants were instructed
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Figure 5: The setup for the SewTyping experiment. The participant (with two controllers
in his hand) was seated on a chair in the middle of the space which was detected by optical
trackers.

with only one text entry technique and they were requested to transcribe
50 sentences (in five sessions, similar to the design in [57]) randomly chosen
from the corpus. In total, the number of transcriptions was: 3 techniques x
9 participants per technique x 50 sentences = 1350.

We first informed participants about the purpose of this study. After that,
we gave a tutorial on the text entry technique assigned to them (due to the
between-subjects design). Then we instructed and assisted participants to
wear the HMD, to hold controllers with their left and right hands, and to sit
on the chair in the center of the experiment area where their movement could
be detected by the HTC Vive optical trackers (see Figure 5). Participants had
enough time (around 7-10 minutes) to practise the assigned technique before
the formal experiment. During the practice, we also helped participants to
adjust the height and orientation towards the virtual keyboard (participants
can slightly adjust their position within 20cm radius to the center of the
experiment area ground and height within 10cm).

The target sentence first appeared on the experiment interface. Then
participants were required to transcribe the sentence and submit the input
by pressing the button on the handheld controller. Participants could have
a 2-minute rest after every 10 sentences.
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After the experiment, we used the questionnaire deployed in [57] (five-
scale, one for bad, five for good) to collect participants’ perceived ratings
on speed, accuracy, fluidity (interaction coherence), fatigue, learnability, and
preference. System Usability Scale (SUS) [9] was also used to collect partic-
ipants’ subjective feedback and comments.

5.4. Results

We filtered the data with 3 times the standard deviation of the backspace
number and removed 30 (2.22%) outliers. As the data didn’t pass the nor-
mality check, we analyzed the data with the Kruskal-Wallis test and the
post-hoc test using Mann-Whitney tests with Bonferroni correction.

5.4.1. Words per Minute (WPM)

For every transcribed sentence, the typing speed was calculated as the
number of words (every five characters) divided by the transcription time
(in minutes) [16]. Overall, SewTyping got the highest WPM (M = 26.57,
SD = 5.66). Drum-like Keyboard got a higher WPM (M = 22.13, SD =
4.49) than Controller Pointing (M = 16.8, SD = 4.29). A Kruskal-Wallis test
revealed a significant effect of technique on the typing speed (x?(2) = 538.97,
p <.001). The post-hoc testing using Mann-Whitney tests with Bonferroni
correction showed significant differences among the three techniques (all p
<.001). Figure 6 shows the typing speed of the three techniques among five
sessions.

5.4.2. Inter-key Interval (IKI)

Inter-key interval (IKI) is the duration (in milliseconds) between two but-
ton selections [47] (including space and backspace key). We used IKI to
evaluate the coherence of text entry. SewTyping achieved the shortest IKI
(M = 431.94, SD = 80). Drum-like Keyboard got less IKI (M = 514.77, SD
= 95.81) than Controller Pointing (M = 686.97, SD = 157.89). A Kruskal-
Wallis test revealed a significant effect of technique on the IKI (x?(2) =
655.63, p <.001). Post-hoc testing using Mann-Whitney tests with Bonfer-
roni correction showed significant differences among the three techniques (all
p<.001). Figure 7 shows the IKI of three techniques among five sessions.

5.4.3. Total Error Rate
As the experiment forced participants to correct typos before submitting
their transcriptions, we only evaluated the total error rate (equal to the cor-
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Figure 6: The average typing speed for the three techniques in five sessions. Error bars
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Figure 7: The average Inter-key Interval (IKI) for three techniques in five sessions. Error
bars represent the standard error.
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Figure 8: Participants’ feedback regarding six evaluation perspectives (1 for bad, 5 for
good). Error bars represent the standard error.

rected error rate). Total error rate was calculated as the number of incorrect-
but-corrected characters divided by the sum of correct and incorrect-but-
corrected characters [39]. The order of the average total error rate for the
three techniques was: Controller Pointing (4.07%) >Drum-like Keyboard
(3.77%) >SewTyping (3.68%). A Kruskal-Wallis test did not find a signifi-
cant difference of technique on the total error rate (p = 0.94).

5.4.4. Subjective Evaluations

SUS results showed that Controller Pointing got the lowest score (M =
70.6, SD = 9.58, calculated by the SUS protocol [9]), Drum-like Keyboard
with an average of 75.8 (SD = 12.25), and SewTyping with an average of
75.8 (SD = 7.4). All three techniques got high ratings (the higher the better)
on question No.7: “I would imagine that most people would learn to use this
system very quickly”).

Evaluations according to the participants’ subjective perceptions were
obtained via a 5-scale questionnaire (see Figure 8). Results showed that
SewTyping achieved the highest scores on speed (M = 4.44, SD = 0.18),
fluidity (M = 4.33, SD = 0.17), and fatigue (M = 3.56, SD = 0.18). A
Kruskal-Wallis test revealed a significant effect of technique on speed (x?(2)
= 6.1, p <.05), accuracy (x*(2) = 6.41, p <.05), and preference (x*(2) =
10.91, p <.01).
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6. Discussion

Here we discuss interesting findings from the studies we conducted and
further explore the potential of applying Sewing into other VR application
scenarios.

6.1. Sewing: the Target Selection Method

Results of the study indicated that, compared with the conventional
Bouncing method, Sewing was faster and more accurate with less spatial
movement when participants successively selecting multiple targets in the VR
environment (the promising results also validated our hypotheses). Sewing
led to less time consumption and travel distance for the following reasons: 1)
Sewing provided an integrated perspective to consider all selection targets as
joints in a coherent and flexible movement instead of individual units which
should be treated separately (with repeated manipulation). 2) Sewing made
each movement and each penetration during the selection productive and
meaningful, positively contributing to the selection of the following charac-
ter(s). After penetrating the target, participants were able to move forward
towards the following target without re-positioning the virtual mallet above
the target panel (thus further decreasing the time consumption and spa-
tial movement). 3) Less interaction depth also indicated that the track for
Sewing is more direct between and among targets without large fluctuations.
SewTyping’s double-side interactive targets also provided the potential for
quick re-selection if the participant failed to select the target at the first
penetration attempt (e.g., penetrated the target panel but out of the target
contour).

Results also indicated that participants performed better (in terms of
selection time, interaction depth, and travel distance) when targets were po-
sitioned vertically to the ground. This finding may serve as supportive design
rationales in existing studies about locating their interaction panels at certain
angles [54] or vertical to the ground [41, 57]. The possible reason for getting
this result may be that, due to the limited visual angle of the HMD and the
position of targets, participants needed to move back and forth if the targets
are hard to reach or out of sight. Especially for horizontally-positioned tar-
gets that were quite near to participants, they needed to step back a little
while moving the virtual mallet, which may cause the longer spatial move-
ment and time. Additionally, when selecting horizontally-positioned targets,
participants needed to maintain the posture of putting their heads down with
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the heavy HMD. The extra physical load and fatigue may further influence
participants’ performance when selecting horizontal targets.

6.2. SewTyping

Compared with Controller Pointing and Drum-like Keyboard, SewTyping
produced the shortest IKI, which implies that SewTyping could reduce the
duration of key selections and enhance the coherence of text entry. The rea-
son is that, with participants’ familiarity with the keyboard layout, we could
leverage the momentum of the penetration movement and save the time and
movement by allowing them to move directly through to the next key for
subsequent selections (based on the double-side interactive keyboard). Con-
troller Pointing showed longer IKI for character selection because it requires
time to complete the confirmation (by pressing the trigger button), to re-
lease the trigger button after confirmation, and to search for the next key.
Meanwhile, the movement of pressing the trigger may cause cascade shift of
the beam, which may increase the time for participants to enter a character
with Controller Pointing.

From the design perspective, SewTyping avoids repetitive up-and-down
character selection movements and sudden changes in acceleration, which
may cause neuromuscular fatigue [18]. Although Drum-like Keyboard pro-
duced increasing typing speed as the session proceeded, participants also
encountered extra fatigue during the speed-up. One participant using Drum-
like Keyboard commented that: “I usually strike down keys quickly and hard,
thus it brings more fatigue (and it consumes more effort) to stop the strike
and start the next one, especially when I attempted to improve my typing
speed”. During the practice, it was interesting to observe that participants
developed a similar strategy to mitigate the fatigue brought from the tech-
nique assigned to the participant. All participants chose to keep elbows close
to their bodies, mainly moving their forearms during the experiment. This
strategy reduced the chance of moving the whole arm when using the assigned
technique.

The high learnability rating inferred that SewTyping is easy for partici-
pants to use. There are two reasons for this. First, SewTyping maintains the
QWERTY layout, which mitigates the burden of learning a new keyboard.
Second, the familiarity inspired by the sewing metaphor helps participants
understand the way to interact and adapt to the new technique. Addition-
ally, the sewing metaphor changes the VR text entry from a task to engaging
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virtual sewing gameplay with needles (handheld controllers) on the fabric
(the intangible virtual keyboard).

When typing with two hands, SewTyping also enables the sewing-like
movement to enter characters fluently with two hand-held controllers inter-
changeably penetrate the character buttons. The possible reason for such
interaction is that, participants may further leverage the previous experi-
ence of allocating keys to different hands/fingers when using other devices
such as physical/virtual keyboards. When the character is penetrated and
the following one is not proper for the current hand to perform the pene-
tration, participants may be able to aware this situation subconsciously and
use the proper strategy (i.e., another controller) to continue the penetration.
This means that, with such experience, participants can avoid long-distance
stretching (e.g., from “z” to “0”) by dynamically using the capable controller
(to penetrate the intended character) and thus improve the typing speed and
coherence.

SewTyping enters text with a flexible input unit. Sewing can arrange
characters (with any length), even the text revision process (i.e., the use of
backspace) into a single and coherent movement. Compared with character-
level techniques (e.g., Controller Pointing and Drum-like Keyboard), Sew-
Typing enhances the coherence of text entry with fewer pauses between
characters. As for word-level techniques (e.g., GestureType from [57]), Sew-
Typing allows revision while participants are observing typos or improper
content (e.g., a misused word) rather than after performing a word-level ges-
ture. It is surprising that SewTyping achieved higher typing speed (26.57
WPM) than GestureType (24.73 WPM, as reported in [57]) without the risk
of dizziness caused by the frequent head-shaking movement.

According to subjective feedback regarding the provided text entry tech-
nique, participants who use Drum-like Keyboard and SewTyping gave higher
scores on the perspective of preference (than participants with Controller
Pointing). The possible reason are: 1) Drum-like Keyboard and SewTyping
leverage and simulate real-life behaviors. Life experience of participants re-
duce the learning cost and make those techniques easy to understand and 2)
game-like experience of those two techniques may make it more engaging to
enter text as a game rather than just a task. For SewTyping, it also brings
surprising experience to participants as it turns the penetrable feature of
intangible displays into the advantage of coherent typing by penetrating up
and down among keys, which cannot happen on physical keyboards.
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6.3. More Potential Application for Sewing

In this paper, we mainly implemented Sewing for facilitating VR text
entry. Besides that, we also found potentials to apply the Sewing metaphor
in more scenarios:

e Spatial gesture design: Sewing sheds light on extending input channels
(e.g., spatial orientation or amplitude when performing the gesture)
for current gesture designs. For instance, in a VR wizard game, users
can perform a vertical “N” gesture (with the handheld controller) for
the magic spell with normal power. They can also perform a horizontal
larger “N” gesture for the same spell, but with enhanced power to strike
the enemy.

e Spatial menu design: 1) We can implement a spatial multi-layer menu
and use Sewing to realize the coherent process of calling out the menu,
selecting the category, and selecting the intended item under the se-
lected category with a single controller movement. 2) We can also
arrange various functions into categories and integrate them into only
one virtual button. Users can trigger different categories by penetrat-
ing the button at different angles and then penetrate the intended item
for selection.

e Non-visual text entry: Similar to [56], with trajectory detection and
machine learning algorithms, Sewing and users’ familiarity with the
QWERTY layout can be leveraged to achieve freehand text entry in
VR without showing or paying visual attention to the virtual keyboard.

e Surgical training: VR applications can be implemented based on Sewing
to stimulate stitching operations and penetration for medical training
(e.g., surgical wound closure and intravenous injection).

7. Limitation and Future Work

As a novel target selection method, we initially validated the feasibility
of Sewing in successively selecting 3D targets in VR and used text entry as
an instance to leverage and evaluate the performance of Sewing interaction.
Meanwhile, there needs more research to fully explore and understand the
potential of Sewing.
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The first limitation is that, in this paper, we only enable Sewing inter-
action with two (i.e., top and bottom) sides of 3D targets. If the thickness
(the distance between two sides) of the target is enough, it would allow more
target sides that can be penetrated. In that case, combinations of penetrated
(in and out) sides and possible gestures during penetration (inside the 3D
target) can enrich the interactivity of a single object. Therefore, further
studies will be conducted to explore Sewing from 2-side to n-side of a 3D
target.

Second is that, for the empirical study, we only set vertical and horizon-
tal (two commonly mentioned conditions in previous research). Whereas, it
should be noted that 3D objects may be placed with any orientation. There-
fore, in future work, Sewing performance will be evaluated with various tilt
degrees. Moreover, there may be scenarios where targets are distributed with
different level of density in 3D virtual environment (similar to conditions in
[49]), which may bring challenges during Sewing. Therefore, as part of the
future work, studies regarding the target density will also be conducted to
explore its influence on the Sewing performance.

Third is that, we did not consider the penetration angle (between the
spatial penetration path and its projection part on the penetrated surface)
of the virtual mallet tip in our previous studies. This angle can be used to
provide additional information or trigger other functionality when penetra-
tion happens. Therefore, we will also explore potential input channels in our
future work.

Additionally, for more advanced VR GUI designs, interaction scenarios
would be more sophisticated: 1) targets may be placed in different 3D planes
and 2) penetration side and direction may be difficult to identify when Sewing
happens with occlusions among 3D targets. Therefore, series of studies will
be conducted to explore different visualization methods of the penetration
process and various visual feedback approaches to clarify and guide users to
finish the Sewing on the intended target and surface.

8. Conclusion

To improve target selection coherence among multiple targets in VR,
we present an empirical evaluation of Sewing, a successive target selection
method in VR applications. By leveraging the penetrable feature of intan-
gible displays and the real-life sewing metaphor, users can select multiple
targets successively and seamlessly through penetrating in from one target
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and out directly towards another. Our evaluation results showed that, when
sequentially selecting multiple targets, Sewing regarded all targets as nodes
of a single penetration movement and achieved coherent and rapid selections.
We further implemented an instance of Sewing (named SewTyping) and val-
idated its ability to facilitate users’ VR text entry performance. Our findings
not only provide a method to improve the coherence of VR target selection
towards multiple targets but also an unconventional perspective to explore
the characteristics of intangible interfaces for better interaction performance.
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