
Contents lists available at ScienceDirect

International Journal of Information Management

journal homepage: www.elsevier.com/locate/ijinfomgt

An approach for selecting and using a method of inter-coder reliability in
information management research

Alireza Nilia,*, Mary Tateb, Alistair Barrosa, David Johnstoneb

aQueensland University of Technology, Australia
b Victoria University of Wellington, New Zealand

A R T I C L E I N F O

Keywords:
Inter-coder reliability
Content analysis
Information
Management

A B S T R A C T

Qualitative researchers in information management research often need to evaluate inter-coder reliability (ICR)
to test the trustworthiness of their content analysis. A suitable method of evaluating ICR enables researchers to
rigorously assess the degree of agreement among two or more independent qualitative coders. This allows re-
searchers to identify mistakes in the content analysis before the codes are used in developing and testing a theory
or a measurement model and avoid any associated time, effort and financial cost. Different methods have been
proposed, but little guidance is available on which approach to evaluating ICR should be used. In this paper, we
review and compare leading ICR methods that are suitable for qualitative information management research. We
propose an approach for selecting and using an ICR method, supported by an illustrative example. The five steps
in our proposed approach include: selecting an ICR method based on its characteristics and requirements of a
project; developing a coding scheme; selecting and training independent coders; calculating the ICR coefficient
and resolving discrepancies; and reporting the process of evaluating ICR and its results.

1. Introduction

Leading information management journals have recognized that
information management research needs to focus on understanding and
changing human behavior, and the way people use information to en-
gage with knowledge-focused activities.1 This means that research de-
voted to understanding and explaining the rich experience of in-
formation users is receiving increasing focus.2 Many information
management studies employ qualitative methods such as semi-struc-
tured interviews and focus groups with information users, and content
analysis of these data is an important part of these studies (Boudreau,
Gefen, & Straub, 2001; Davies, 2012). In content analysis, data in the
transcripts (audio and/or video records of participants’ responses con-
verted into text) are typically coded by trained qualitative coders, and
these codes can be trusted only after ensuring their reliability (Davies,

2012; Venkatesh, Brown, & Bala, 2013). To ensure the reliability of the
coding, a method of evaluating Inter-Coder Reliability (ICR) needs to be
employed.

However, there is currently no agreement, and little guidance for
researchers, in selecting and applying ICR methods. Although evalu-
ating ICR is a significant component of content analysis in studies of
information management, selecting and using the right method is still a
significant challenge for researchers (Davies, 2012; Olson, McAllister,
Grinnell, Walters, & Appunn, 2016; Venkatesh et al., 2013), and “re-
searchers who conduct qualitative research have long faced the chal-
lenge of providing appropriate reliability” (Park & Park, 2015, p. 180).
Also, information on these methods and the process of using them is
diffuse, and frequently obtained from publications in other disciplines,
such as health, education and media studies. Nevertheless, reviewers
and editors expect an ICR check for qualitative studies. There is a
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disconnect between the espoused practice (which is to employ rigorous
evaluation of ICR) in information management research and the actual
practice which is frequently more scattered. We answer the following
research questions:

RQ1: What are the criteria that researchers need to consider when
selecting the most suitable method for evaluating ICR that meets the
specific characteristics of their research study?; and

RQ2: How should an ICR method be applied?
Evaluating ICR enables researchers to assess the degree of agree-

ment between two or more independent coders on the data chunks (e.g.
relevant participants’ comments, responses or opinions) in the tran-
script. The more coders agree on the codes, the more confident re-
searchers can be that the codes used by one coder are exchangeable
with codes provided by another, and therefore, the findings are re-
producible and trustworthy (Davies, 2012; Olson et al., 2016). By em-
ploying a suitable ICR method, researchers can identify and correct
mistakes in the content analysis before the codes are used in developing
a theory, theoretical framework, or a measurement model, and so
avoid: errors, costs in time and effort, and direct financial costs (Morse,
Barrett, Mayan, Olson, & Spiers, 2002; Venkatesh et al., 2013). Using an
ICR method can reduce bias in coding, as it allows coders to discuss any
discrepancies that they detect in their content analysis (Gaskin, Berente,
Lyytinen, & Yoo, 2014). “High reliability makes it less likely that bad
managerial decisions will result from using the data” (Rust & Cooil,
1994, p. 11).

Different terminology has been used to describe ICR. There is con-
siderable confusion between the terms “inter-rater reliability” (IRR)
and “inter-coder reliability” (ICR). IRR refers to a situation where two
or more raters independently assign a value to each of the items they
assess and then check how similar or different their ratings are (Gwet,
2014; Hallgren, 2014). For example, if two teachers independently
evaluate ten student projects by giving a quality score from one to five
to each project and then compare how similar or different their ratings
are, the practice is called IRR check. On the other hand, ICR refers to
the situation where coders in a content analysis activity independently
relate pre-defined qualitative codes (e.g. accuracy, fitness for purpose,
and availability as dimensions of quality of information) to related data
chunks in a transcript and the level of agreement among coders (simi-
larity between the coders’ coding sheet) is measured (Campbell,
Quincy, Osserman, & Pedersen, 2013; MacPhail, Khoza, Abler, &
Ranganathan, 2016). The fact that ICR is used for evaluating reliability
of content analysis means that the process of checking ICR is often more
complex than the process of checking IRR. ICR often involves situations
where the data could be of any type (e.g. nominal, ordinal, and ratio),
and there are often many codes in the transcripts, typically more than
the number of categories or values that raters use for IRR check. This
requires developing a coding scheme in a way that facilitates analysis of
the ICR evaluation, and requires a more careful training of coders on
how to use the coding scheme. The confusion between IRR and ICR is
widespread. Interestingly, even our main sources (e.g. methodology
papers such as Hayes & Krippendorff, 2007 and De Swert, 2012), which
have been specifically written about an ICR method, have provided
examples of using the method for checking IRR. In this study, we focus
exclusively on ICR.

In this paper, we aim to harmonize and systematize methodological
advice on selecting and using ICR methods and provide guidelines for
qualitative researchers in the information management field. We con-
ducted an extensive review of literature to identify the characteristics of
the ICR methods available and to propose our framework. First, we used
these characteristics as criteria to review and compare the methods. The
purpose is to enable researchers to select the most suitable method that
meets the specific characteristics of a research study. We also present a
snapshot of the current status of information management literature in
terms of using these methods. Second, we propose an approach for
applying an ICR method for the content analysis for a qualitative in-
formation management study, supported by an illustrative example.

The paper ends with the discussion and conclusion sections.

2. The process of literature review

We reviewed conference and journal papers (regardless of their rank
and date of publication) and research methodology books in informa-
tion management, business, health, psychology, education, and other
fields related to broad social sciences research (e.g. communication and
media studies). The keywords for searching literature included: “inter-
coder reliability”, “inter-coder agreement”, and “inter-coder check”. We
used ten databases, including: AISeL, SpringerLink, ScienceDirect,
EBSCOhost databases, ABI/INFORM collection (via ProQuest), ACM
Digital Library, Emerald Insight, Informs PubsOnline, Taylor & Francis
Online, and Wiley Online Library. We conducted our literature review
progressively from January 2019 to March 2020.

We categorized the papers into two types: 1) Studies which ex-
amined one or more of these methods, or provided a detailed descrip-
tion or critique of them; and 2) studies which presented a process for
using these methods. Based on this selection criteria, our literature
search and refinement included two rounds. The first round was using
the advanced search feature of databases to identify studies that in-
cluded one or more of the keywords in their titles and abstracts. This
resulted in identifying 30 studies. In the second round, these papers
were further refined by reviewing their full text. This reduced the
number of relevant studies to fourteen. We then checked the forward
and backward citations, regardless of date of publication, using Google
Scholar to check the comprehensiveness of the results of our overall
search process. This final round did not lead to identifying any new
studies. Interestingly, none of the studies selected are in the Information
Management field. They are predominantly from communication and
media, sociology, health and education fields of research, with com-
munication and media being the primary field.

Papers which have specifically provided a detailed description or
critique of one or more ICR methods include: (2014a, 2014b), Hayes
and Krippendorff (2007), Lombard, Snyder‐Duch and Bracken (2002),
Olson et al. (2016), Stevens, Lyles and Berke (2014), and Zhao, Liu and
Deng (2013). Based on the insights we gained from reviewing this set of
papers, we identified the characteristics of the ICR methods and used
them for developing a set of criteria that researchers need to consider
when selecting the most suitable ICR method for their study (RQ1;
section 3 and Appendix A).

Papers that present a process for evaluating ICR include: Burla et al.
(2008), Compton, Love, and Sell (2012), Campbell et al. (2013),
Hruschka et al. (2004), Kurasaki (2000), MacPhail et al. (2016), and
Ruggeri, Gizelis, and Dorussen (2011). We used these papers for de-
veloping our process for selecting and using a suitable ICR method
(RQ2; section 5).

3. Characteristics of ICR methods and a comparative review

Based on our literature analysis we identified the following char-
acteristics that researchers need to consider when they want to select an
ICR method for their content analysis:

1 Type of data: the type(s) of data (nominal, ordinal, interval and
ratio) the method is applicable for (Feng, 2014a, 2014b; Hayes &
Krippendorff, 2007; Lombard, Snyder‐Duch, & Bracken, 2002; Zhao,
Liu, & Deng, 2013).

2 Number of coders: whether the method can be applied where more
than two independent coders are involved. Content analysis of a
study in which a high level of risk and sensitivity is involved3 in its

3 Presenting criteria for assessing the level of risk or sensitivity of a study is
out of the scope of this paper. We suggest researchers assess the level of risk
involved in their specific project topic through team discussions, consultations
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findings may require more than two independent coders (Feng,
2014a, 2014b; Hayes & Krippendorff, 2007; Lombard et al., 2002;
Olson et al., 2016; Stevens, Lyles, & Berke, 2014). Examples include
studies in the area of digital health where a high level of medical
risk and human ethics are involved (e.g. a study on health practi-
tioners’ views about a patient management system, where patients’
health and safety can be directly affected by the findings of the
study) (Cypress, 2017); and a project management study in which
significant financial cost will be incurred if a wrong decision is made
based on the findings (Birolini, 2012).

3 Missing codes: whether the method allows ICR evaluation where
there are missing codes. This is important because sometimes coders
may omit one or more codes in reporting the results of their content
analysis (Feng, 2014a, 2014b; Hayes & Krippendorff, 2007; Zhao
et al., 2013).

4 Significance of chance in agreement: whether the method calculates or
minimizes the role of ‘chance’ in the independent coders’ agreement
on a code. Similar to the second point above, this is particularly
important for a study in which a high level of risk and ethics is
involved (Feng, 2014a, 2014b; Hayes & Krippendorff, 2007; Zhao
et al., 2013).

5 General agreement on the significance of a numeric result: an ICR
method is expected to produce a coefficient (a numeric result on a
probability or percentage scale), where 1.000 or 100 % shows per-
fect agreement, and 0.000 shows complete disagreement among
coders. Researchers need to pay attention to whether there is a
general agreement on the significance of the result that an ICR
method produces (e.g. is 0.85 a significant result for a specific
method?) (Hayes & Krippendorff, 2007; Zhao et al., 2013).

The ICR methods which have been widely accepted and used in-
clude: Percent Agreement, Holsti’s CR (Holsti, 1969), Bennett, Alpert and
Goldstein’s (1954) S, Scott’s pi (π; Scott, 1955), Cohen’s kappa (Cohen,
1960), Fleiss’s K (Fleiss, 1971), Gwet (2014), and Krippendorff’s alpha
(1970, 2004). Table 1 provides a comparison of these methods using
the five characteristics that we have identified. Appendix A presents
more detailed information about each of these methods.

As the table shows, Percent Agreement is the least flexible method
and Krippendorff’s alpha is the most flexible method, as it can be used
with more than two coders, for any type of data and missing data. This
also minimizes the effect of chance in agreement. Choosing a suitable
ICR method for a study requires assessing the method based on its
properties and the characteristics of the content analysis of the study.
For example, consider a study which needs two coders to code nominal
data, there is no missing data and the level of risk and ethical concerns
have been assessed as low. Percent Agreement can be suitable for such a
study, as the study does not require a method that allows analysis of
any type of data by more than two coders with a very low level of
chance in agreement on a code. Overall, whichever method is em-
ployed, researchers should briefly explain why the characteristics of the
method are appropriate for the specific characteristics of their study.

The table harmonizes and integrates the limitations and strengths of
each method, but it is also important to note that: first, it is frequently
the case that the ‘stronger’ a method is (i.e. the more accurate the
calculation of ICR is), the more complex its formula. We have presented
the formula for each of the eight methods in Appendix B. When we
compare the formulas in Appendix B and the level of reduction in the
role of chance in agreement (Table 1), we can see the direct relationship
between the level of complexity of an ICR method and the level of

accuracy of its result. Compared with the simpler and less accurate ICR
methods, Krippendorff’s alpha, Gwet’s method, and Fleiss’s K all have
complex formulas that could be hard or time consuming to use for a
non-specialist user. However, widespread support by statistical soft-
ware packages effectively mitigates this disadvantage. Some software
and applications such as SPSS, SAS, PRAM, R, Python and AgreeStat
allow calculations of all or a majority of ICR methods.4 Second, Fleiss’s
K, Cohen’s kappa and Krippendorff’s alpha are all sensitive to the
number of codes. In practice, Krippendorff’s alpha may decrease with
the increase in the number of codes, Cohen’s kappa and Fleiss’s K may
increase as the number of codes increases (Lombard et al., 2002; Zhao
et al., 2013), and Fleiss’s K cannot be calculated via software for a small
number of codes (e.g. currently, SPSS does not calculate it if there are
ten or fewer codes).

4. Current practice

We also evaluated current practice in evaluating ICR in major
journals in our field. Appendix C presents a “snapshot” of the approach
used for evaluating ICR in recent studies. It explains our choices of
academic journals, how we reviewed the papers, and then assesses the
papers in terms of what method they selected for evaluating ICR. We
found that among the papers that have been published in MIS Quarterly
(MISQ) and Information Systems Research (ISR), Cohen’s kappa has
been used most frequently, Percent Agreement has been the second
most popular method, and Krippendorff’s alpha is the third most pop-
ular method. Among the papers that have been published in the
International Journal of Information Management (IJIM), Percent
Agreement has been the most frequently used, with Cohen’s kappa
second, and Krippendorff’s alpha has been used by only one paper.
Finally, Fleiss’ K has been used only by one study that has been pub-
lished in MISQ and by one study that has been published in IJIM, and
Gwet’s method has been used only by one study that is published in ISR
and one study that is published in IJIM. None of the other ICR methods
have been used in these studies. We also note that the justification for
the ICR method selected is typically weak or absent in these studies.

Finally, we used Google Scholar to conduct a forward search for
each of the ICR methods in recent literature, including journal and
conference papers, books, and dissertations, which have been published
from January 2019 to December 2019. Appendix D presents the find-
ings, showing that the approach can be useful for a wide range of au-
diences, in addition to the information management field, particularly:
health (physical and mental health), social psychology, education,
communication and media, and business (including all areas such as
management, marketing, and finance).

5. An approach and illustrative example for selecting and using an
ICR method

In this section, we explain how we designed our approach of se-
lecting and using an ICR method. We present the approach with an
illustrative example.

5.1. Methodology for designing the approach

Our methodology involves using prior literature and synthesizing
their suggestions into practical guidelines for researchers. We broadly

(footnote continued)
with their organization or clients, and using relevant frameworks, such as
Bennett et al. (1954) and The Belmont Report (1978) that explains the ethical
principles and guidelines for the protection of human subjects in health-related
research studies.

4 SPSS and SAS do not calculate Krippendorff's alpha directly, and require
installing a macro which was developed by Hayes (2005), Hayes, (2009). In-
terested researchers can download the macro by looking for KALPHA.sps from
http://www.afhayes.com/spss-sas-and-mplus-macros-and-code.html. Also, the
macro for calculating Fleiss K via SPSS can be downloaded from https://
www.ibm.com/developerworks/community/files/app#/file/48234a16-
fb14−4bee-8c18−570319c57108.
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follow a design science paradigm for designing a research method ar-
tifact (Venable & Baskerville, 2012), considering our “approach for
selecting and using an ICR method” to be an artifact. This approach to
developing our artifact is similar to Nili, Tate, and Johnstone (2017),
who developed a method for the analysis of focus group data using a
design science approach and is consistent with Venable and Basker-
ville’s (2012) and Gregor and Hevner (2013) guidelines. “Design Sci-
ence is an appropriate paradigm for research into research methods…
Applying a [Design Science Research] DSR perspective to research
methods should yield increased utility in the application of research
methods, better guidance in applying them and greater confidence in
achieving the desired outcomes of applying them” (Venable and Bas-
kerville, 2012, p. 399). The process of designing our approach started
with analyzing and synthesizing the content of the seven papers we
identified that presented a process for using ICR methods to determine
the steps involved in selecting and using an ICR method. Among these
papers, Kurasaki (2000) suggested an approach that comprises four
steps: train and calibrate coders, code data, check the process of data
analysis at a mid-point, and calculate the ICR coefficient. Burla et al.
(2008) and MacPhail et al. (2016) suggested a high-level process that
includes three steps: develop a coding scheme, evaluate the ICR, and
conduct a final review of codes. Hruschka et al. (2004) and Campbell
et al. (2013) provided some suggestions on resolving potential problems
with assessing ICR. Compton, Love, and Sell (2012) suggested that the
development of a coding scheme and training of coders can be labeled
as the two steps of pre-testing in the overall process. We reviewed each
of these papers in detail and synthesized their suggestions.

The result of our synthesis is a process that comprises five steps: (1)
selecting an ICR method, (2) developing a coding scheme, (3) selecting
and training independent coders, (4) calculating the ICR coefficient
(which may lead to continuing the training session and iteratively
coding the entire dataset), and (5) reporting the process of evaluating
ICR along with the result. We provide the details on each of these steps
in the next section.

Overall, the approaches that the seven papers propose are generally
incommensurate with each other, however, they are similar in one re-
spect: all these approaches are very high-level. Compared with these
resources, our proposed approach includes more specific steps and we
provide specific guidance particularly on what characteristics should be
considered when selecting an ICR method for a study, how to develop a
coding schema that supports the calculation of the ICR coefficient, and
specific guidance on reporting the process of ICR evaluation.

The approach was iteratively assessed via ongoing discussions
among the research team, peer review, and expert feedback that we
received on the preliminary and final versions of the approach. This
feedback and review did not result in any significant revision to the
approach. To illustrate, we evaluated the ICR of a research project that
we conducted recently, focusing on the steps and their sequence in our
approach (Fig. 1).

5.2. Our proposed approach and an illustrative example

The project aimed to identify the factors that contribute to user
persistence in solving their own self-service technology problems. We
focused on studying why and how people use information to solve their
problems with self-service IT in the workplaces, such as problems with
a research grant application system or problems with a self-service fi-
nancial reconciliation system for corporate credit card users. Data were
gathered through qualitative individual interviews with 30 users who
had experienced such problems using internal IT systems at a large
tertiary institution. Each interview took between 20−45min and was
fully transcribed. The transcripts included over 200 pages. We em-
ployed three independent coders who were using a coding sheet that
included 33 codes (see Appendix E which presents a part of the coding
sheet). The type of data was nominal and there were no missing codes.
The project was assessed as low risk by the researchers and by their
institution’s research ethics committee. Below, we describe our project
activities in relation to each step of our proposed approach for ICR
evaluation.

5.2.1. Select an ICR method
In this step, the nature of the data and coding scheme, number of

coders, and the need for minimizing the effect of chance in agreement
are considered, and the appropriate method is selected. For this step,
Table 1 provides a comparison of the methods based on the five eva-
luation criteria that emerged from our literature synthesis. Researchers
can apply these criteria to the specific characteristics of their research
project to determine the most appropriate method. If researchers
identify more than one suitable method for their research, using all or
at least two of those methods can enhance the robustness of their ICR
evaluation.

Example: Based on the type of data (nominal); the number of in-
dependent coders (three); the completeness of the data (no missing
codes); and because the risks and ethical concerns related to the project
were assessed as negligible by the research team and the research ethics
committee at our institute, Krippendorff’s alpha, Fleiss’s K, and Gwet’s
method were identified as suitable ICR methods for the research pro-
ject. We used all three methods.

5.2.2. Develop coding scheme
Developing a coding scheme may be done ‘a priori’ (i.e. developing

the codes based on available knowledge and review of literature), or
inductively and iteratively from data. However, eventually, the coding
scheme will be finalized and the definition of each code established. At
the minimum, the coding scheme needs to include the codes and their
definitions. Coding rules and relevant direct quote from the transcript
could also be included in the coding scheme (Burla et al., 2008;
MacPhail et al., 2016).

Example: An a priori coding scheme was developed in the form of a
table (Appendix E) by the research team based on an extensive litera-
ture review, and by following the advice by well-established qualitative
resources including Miles, Huberman, and Saldana (2014) and King and

Fig. 1. An Approach for Selecting and Using an ICR Method.
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Cassell (1998). As the result of initial content analysis of the interviews,
the research team identified 33 codes. The first column of the coding
scheme included a number for each code, the second column included
the labels of the codes (e.g. ‘system interactivity’, ‘IT self-efficacy’,
‘expected time’ and ‘expected effort’), and the third column included a
specific definition for each code. We asked each coder to consider the
definitions of the codes and independently allocate the number of a
code that matches the meaning of a related data chunk in the tran-
scripts, and then assessed agreement between the coders based on the
level of similarity between the numbers that they assigned to the same
data chunks. Coders could be given flexibility in the way they report the
findings (e.g. paper and pencil or spreadsheets). If spreadsheets have
been used, the results can more efficiently be exported to software that
calculates the ICR coefficient.

5.2.3. Select and train independent coders
Ideally, the selected coders have domain-specific knowledge and

some qualitative coding experience but no previous experience with the
project (Compton et al., 2012; MacPhail et al., 2016). Coders need to be
fully conversant with the definitions of the codes and confident in using
the coding sheet. We suggest that all coders use the coding sheet to code
randomly selected text from the transcripts. The training may be con-
tinued until all coders feel confident in using the coding sheet.

Example: three coders were selected for this project. The original
research team explained the purpose of the research and conducted a
coding practice with a small sample of the interview transcripts (10
pages out of the 200 pages) and asked each coder to independently
allocate the number of each code to its related data chunk. When the
coders were feeling confident about this process, they were asked to
code half of the data independently. An initial screening of the coding
sheet showed that coders were feeling confident about this activity.
Therefore, they were asked to use the coding sheet to code the rest of
the transcripts and record the coding results.

5.2.4. Calculate ICR and resolve discrepancies
In this step, the selected ICR method (or methods) is used. Ideally, a

software package is employed to support calculating the ICR coefficient
(section 3). A weak result could lead to further training of the coders
and iterative coding of the dataset. We note that many of the papers
that we reviewed in Appendix C stopped their process of checking ICR
once their calculation showed a high result. However, even after
achieving a high ICR result, if there is any discrepancy about a code, it
needs to be discussed and a consensus developed. Alternatively, the
discrepancy needs to be briefly discussed in the final report.

Example: Having selected Krippendorff's alpha, Fleiss’s K, and
Gwet’s method as the most appropriate methods, in order to calculate
the ICR coefficient, we entered the number for each data chunk into MS
Excel (see the left column in Table 2 representing a portion of the data).
Next, the code number that each coder allocated to each data chunk
was entered in the second, the third and the fourth columns for that
data chunk (see section 5.2.2 for information on allocating a code

number to its related data chunk). We note that this way of allocating
numbers for data chunks and codes to check inter-coder reliability is
completely different with the studies (e.g. De Swert, 2012 and Hayes &
Krippendorff, 2007) which have used ICR methods to check IRR. We
imported the Excel sheet to SPSS to calculate ICR through the Krip-
pendorff's alpha and Fleiss’s K methods and imported it to AgreeStat to
calculate ICR using Gwet’s method. The results from Gwet’s method,
Fleiss’s K, and Krippendorff's alpha were 0.82, 0.81, and 0.81 respec-
tively. These results are considered to be a suitably high level of
agreement (Krippendorff, 2004). The discrepancies were then discussed
by the three coders in a separate session and complete agreement was
achieved.

As discussed, because the ICR check was done by more than two
coders, other methods such as Percentage Agreement are not applic-
able. However, if we conduct an ICR check for only two coders, in this
case Coder 1 and Coder 2, the result of the ICR check is 0.83
(Percentage Agreement), 0.78 (Gwet’s method), and 0.77 (both
Krippendorff's alpha and Fleiss’s K). Such differences can be particularly
important for high risk projects, which require a high reliability of
findings (see section 3).

5.2.5. Report the process of checking ICR and its result
Finally, the overall process of checking ICR and its result should be

communicated when reporting on the project. A concise explanation of
how the approach was conducted can provide convincing information
for those who seek rigor and trustworthiness in research. Appendix F
presents a general structure for reporting the process of ICR check and
its result.

Example: In a recent description of our research project (withheld
for review), we presented a paragraph similar to the text in Appendix F
to briefly explain how we conducted our five-step approach.

6. Discussion

Evaluating ICR is a key quality metric for the credibility and trust-
worthiness of content analysis in many qualitative information man-
agement studies. However, available guidance is diffuse, and frequently
obtained from publications in other disciplines. Although high quality
publication outlets expect the use of an ICR method for qualitative
studies, our brief overview of recent practice in leading information
management journals suggests the practice is not consistent or rigorous.
Many studies have not provided a discussion of the method they used
for evaluating ICR, and this absence underscores the importance of our
study.

We clarified terminology, noting that ICR and IRR are not synon-
ymous and interchangeable, although they are often confused. Our
contribution is to synthesize, harmonize and systematize methodolo-
gical advice about approaches for evaluating ICR, and present guidance
that aims to help qualitative researchers to improve their practice of
evaluating ICR for their research studies. By comparing the range of
methods available, we show that unsurprisingly, the accuracy and
flexibility of the calculation of ICR increases with the statistical com-
plexity of the method. However, as with all statistical tests, used in
research contexts, the selection of the most appropriate method should
be an informed decision based on the criteria we describe, including the
project requirements, the characteristics of the data, and the number of
coders. The challenges of complexity are greatly reduced by the avail-
ability of functions to calculate ICR metrics in leading statistical soft-
ware packages. However, the ease with which an ICR metric can be
obtained ‘at the touch of a button’ easily lead to an uncritical approach
to selecting and employing an ICR method.

We aim to “lift the hood” on ICR calculation methods that are often
“black-boxed” by software packages. We offer qualitative researchers
an accessible description of the various methods, detailed evaluation
criteria, and a process for selecting and applying the most appropriate
method depending on the characteristics of their study. Our proposed

Table 2
A Portion of the Data on an Excel Sheet.

DataChunk Coder1 Coder2 Coder3

1 3 3 3
2 2 2 2
3 6 6 6
4 12 12 10
5 16 16 16
6 21 21 21
7 8 8 8
8 7 7 7
9 9 9 9
10 4 10 10
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approach was accompanied by an illustrative example of how it can be
used.

While we identified Krippendorff’s alpha as an ICR method which is
likely to be relevant in many contexts, we recommend that researchers
not simply select this method as a default. In all cases, researchers need
to explain why the characteristics of their selected method are appro-
priate for the specific characteristics of their study.

Our study is not without limitations. We focus primarily on the
methods themselves, with only a limited snapshot of current practice in
their use (Appendix C). We did not carry out a full literature analysis of
the current state of practice with regard to calculation of ICR. Future
research could carry out a more comprehensive evaluation of literature,
possibly using bibliometric analysis, to examine how authors have ap-
proached the selection, execution, and reporting of ICR methods, in-
cluding recommendations for improvement.

7. Conclusion

Evaluating inter-coder reliability is becoming standard practice for
qualitative studies, yet the guidance about that practice has been
scattered and lacking in detail. Our framework contributes to the
growing trend of providing focused methodological sources in the

information management field, and can be useful for both novice and
experienced information management researchers in evaluating inter-
coder reliability of their content analysis. We suggest carrying out an
inter-coder reliability check for any content analysis wherever possible.
Moreover, our forward search of recent academic studies shows that
our proposed approach can be useful for qualitative content analysis in
several other research fields as well, which should not be surprising, as
information management is a multi-disciplinary field and it has grown
to the extent that our methodological contributions are expected to be
useful for our reference disciplines, as well.
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Appendix A. Table A.1. A Review of ICR Methods

Method Description of the method based on the five characteristics

Percent Agreeme-
nt

Percent Agreement is the simplest ICR method (Feng, 2014a, 2014b). It focuses on the number of codes which have been considered for their right (or related)
data chunks by independent coders. The method can be used only by two coders and only for nominal data (Zhao et al., 2013). Percent Agreement does not
account for agreement that could occur by chance (the two coders may agree on some of the codes by chance); therefore, it may overestimate true agreement
between coders (Feng, 2014a, 2014b; Krippendorff, 2013; Zhao et al., 2013). The method is often suitable for a low risk study that does not require a high level of
precision in assessing ICR (e.g. a study that the research team or their organization assesses it as a low risk study to people’s health or does not lead to a
significant financial loss). As the number of codes increase, however, high agreement between coders becomes more difficult, allowing for argument on the
suitability of Percent Agreement for high risk projects.

Holsti’s CR Holsti’s (1969) method is a variation of the Percent Agreement and can be used by two coders only. “[It] accounts for situations in which the coders evaluate
different units. The result is often calculated not for a single variable but across a set of variables, a very poor practice which can hide variables with
unacceptably low levels of reliability” (Lombard et al., 2002, p. 591). We however note that similar to the Percent Agreement method, as the number of codes
increase, high agreement between coders becomes more difficult, which allows for argument on the suitability of Holsti's CR, particularly for a low risk study.

Bennett et al.’s S Similar to the Percent Agreement, Bennett et al.’s (1954) S is limited to two coders and to nominal data. Compared with Percent Agreement, however, it is
considered ‘more’ reliable and less likely to be the influenced by chance (Hayes & Krippendorff, 2007; Lombard et al., 2002). The method reduces the effect of
chance by equaling the ratio of observed non-chance-agreement to possible non-chance-agreement. It can be used regardless of complexity of the content
analysis (e.g. the number of codes does not affect calculation of ICR significantly). However, “S is inflated by the number of unused categories that the author of
the instrument had imagined and by rarely used categories in the data” (Hayes & Krippendorff, 2007, p. 80). In the past three decades, the method has been
revised several times as the ICR coefficient Ir. (Perreault & Leigh, 1989).

Scott’s pi Scott’s pi (π; Scott, 1955) is a very similar method to the Bennett et al.’s S. Scott’s pi can be used only by two coders and for nominal data. It accounts for the
number (e.g. few or many) of codes and their distribution in the transcript, allowing the method to correct Percent Agreement by taking into account the
agreement that can occur among coders by chance. It equals the ratio of observed non-chance agreement to possible non-chance agreement to identify how often
the coders agreed when they were not guessing (Hughes & Garrett, 1990; Lombard et al., 2002; Zhao et al., 2013). Later, the method was slightly revised by
Siegel and Castellan (1988) who extended the method to accommodate multiple coders.

Cohen’s kappa The Kappa (κ) coefficient (Cohen, 1960) was proposed as an alternative to π. The method corrects the Percent Agreement method, just as do π and S. The most
important issue with the method is the difficulty in interpreting its result. There is not just a single threshold to indicate what a high, acceptable, or low
agreement is (Olson et al., 2016; Zhao et al., 2013). However, some methodologists (often, the researchers who have cited Landis & Koch, 1977) suggest that
0.60 is the threshold for “substantial agreement” and 0.80 is the “nearly perfect” agreement. A change in the number of codes can also influence the result.
Kappas become higher as number of codes increases, making it even less likely for researchers to be able to clearly mention how significant the magnitude of the
result is (Lombard et al., 2002; Zhao et al., 2013). Later, Conger (1980) extended κ to accommodate multiple coders; however, it is still limited to nominal data.
We also note that Rogot and Goldberg (1966) A_2 coefficient is equivalent to the Cohen’s kappa method.

Fleiss’s K Fleiss (1971) generalized Scott’s pi to any number of coders and called it kappa, which was renamed K by Siegel and Castellan (1988). K expresses the extent to
which the observed number of agreements among coders exceeds what could be expected if all coders made their coding in a completely random way. In other
words, it measures the degree of agreement on codes over that which would be expected to occur by chance (Feng, 2014a, 2014b; Olson et al., 2016). It is a
reliable method in terms of considering chance in agreement. It is however limited to nominal data. The outcome of the method ranges from 0 (no agreement at
all) to 1 (perfect agreement) (Hayes & Krippendorff, 2007; Olson et al., 2016).

Gwet (2014) In a more recent work, Gwet (2014), revised and generalized Bennett et al.’s S, Scott’s pi, Fleiss’s K and Cohen’s Kappa to accommodate multiple coders and
missing codes that may occur as the result of mistake in coding of data by a coder. It should be noted that these methods had gone through several revisions, and
multiple equivalent versions of them had been proposed in several other forms such as Guilford's G (Holley & Guilford, 1964); Brennan and Prediger (1981) free
marginal kappa coefficient; Byrt, Bishop, and Carlin (1993) prevalence and bias adjusted kappa coefficient; Janson and Vegelius (1979) C score; Maxwell (1977)
random error coefficient; and Potter and Levine-Donnerstein (1999) redefined pi coefficient. We note that a few previous versions of Gwet (2002); 2008; 2010)
method (sometimes called AC1 and AC2) also exist, but they have not been adopted significantly by researchers yet (Feng, 2014b). The AC1 version of Gwet’s
method and its weighted version (known as AC2) are extensively discussed in Gwet (2014). AC1 is simply AC2 restricted to nominal (categorical) data.
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Krippendorff’s al-
pha

Krippendorff’s alpha (1970; 2004) resolves many of the limitations of the other ICR methods. The method measures agreements for nominal, ordinal, interval,
and ratio data, and also allows for measuring reliability with missing codes. The method can also be used where more than two coders are coding the data, and
minimizes the effect of chance in agreements on the codes (Feng, 2014a, 2014b; Park & Park, 2015). These characteristics of the method are mainly because it
embraces several known reliability coefficients, including Scott’s π for its two-coder nominal data calculation; Pearson, Lee, Warren, Fry, and Fawcett (1901)
intraclass-correlation coefficient for its two-coder interval data calculation; a form of Spearman’s rank correlation coefficient ρ for its two-coder ordinal data
calculation; and (Krippendorff, 1970) for its extension to more than two coders. Perfect reliability is expressed by 1.000, and 0.000 shows the absence of any
degree of reliability. The more coders independently code the data, the more difficult it is to achieve a high level of agreement among coders; therefore, this
numerical measure may decrease with the increase in the number of coders. There is a general agreement that any outcome over 0.9 is always acceptable, over
0.8 is considered ‘suitable’, and over 0.7 is tolerable for an exploratory study (Feng, 2014a, 2014b; Gerdes, Stringam, & Brookshire, 2008; Lombard et al., 2002).
Krippendorff (2012) suggests that a result that is over 0.8 guarantees fair reliability, and any result between 0.667 and 0.8 could support tentative findings of the
content analysis.

Methods which Should Not Be Confused with ICR Methods.
Interclass Correlation Coefficients, Cronbach's alpha, Chi-square, and Pearson's r: These are the methods which should not be confused with ICR

methods. “Because interclass correlation coefficients do not consider systematic coding errors by judges, they are in-adequate to assess inter-coder
reliability” (Hughes & Garrett, 1990, p. 187). Similarly, chi-square (which measures association), Cronbach's alpha (or αC which measures internal
consistency; Cronbach, 1951), and Pearson's r (which measures correlation) are not ICR methods, as none of these methods measures the degree of
agreement among coders. For example, although αC is called a reliability coefficient, it does not specifically measure agreement between coders. In
fact, it is a statistic for interval or ratio level data that focuses on the consistency of judges when numerical judgments are required for a set of units.
It calculates the consistency by which people judge units without any aim to consider how much they agree on the units in their judgments. In
addition to these four measures, rwg (Brown & Hauenstein, 2005; James, Demaree, & Wolf, 1984) “is a frequently used index for interrater agreement
on Likert-type scales” (Dong, Fang, & Straub, 2017), therefore we do not consider this method as an ICR method.

Appendix B

Equation B.1: Percent agreement

= A
NPercent agreement

where
A is the number of codes (i.e. codes in the coding sheet) on which both coders are in agreement
N is the total number of codes in the coding sheet
Equation B.2: Holsti’s C.R. (Holsti, 1969)
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where
M is the number of codes (i.e. codes in the coding sheet) on which both coders are in agreement
N1 is the number of codes coder 1 reported
N2 is the number of codes coder 2 reported
Equation B.3: Bennett et al.’s S (Bennett, Alpert, & Goldstein, 1954)
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po is the proportion of agreement between coders
Pc is the proportion of expected agreement by chance
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niiis the number of items (i.e. data chunks) both coders assigned to code i
njjis the number of items both coders assigned to code j
n is the total number of items

+ni is the number of items coder 1 assigned to code i
+nj is the number of items coder 1 assigned to code j

+n iis the number of items coder 2 assigned to code i
+n jis the number of items coder 2 assigned to code j

Equation B.5: Cohen’s kappa (Cohen, 1960)
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po is the proportion of agreement between coders
Pc is the proportion of expected agreements by chance
niiis the number of items (i.e. data chunks) both coders assigned to code i
njjis the number of items both coders assigned to code j
n is the total number of items

+ni is the number of items coder 1 assigned to code i
+nj is the number of items coder 1 assigned to code j

+n iis the number of items coder 2 assigned to code i
+n jis the number of items coder 2 assigned to code j

Equation B.6: Fleiss’ Kappa (Fleiss, 1971)
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Equation B.7: Gwet (2014)
Gwet (2014) extensively discusses two ways of calculating ICR, including: Gwet’s AC1 and Gwet’s AC2 (weighted version of AC1). AC1 is

restricted to the nominal (categorical) data. AC2 is the extension of AC1 to ordinal, interval and ratio ratings. In addition, based on Gwet’s (2014)
advice, below are the generalized formulas (applicable to any type of data and number of coders) for evaluating ICR:

⎜ ⎟= ⎛
⎝

−
−

⎞
⎠

γ
p p

p1
o c

c

where

∑ ∑=
−
−= =

p
n

r r
r r

1
´

( 1)
( 1)o

i

n

k

q
ik ik

ik ik1

´

1

*

∑=
=

r w rik
l i

q

kl il
*

∑=
−

−p T
q q( 1)

π (1 π )c
w

k l
k k

,

∑=T ww
k l

kl
,

A. Nili, et al. International Journal of Information Management 54 (2020) 102154

9



∑=
=n

r
r

π 1
k

i

n
ik

i1

q is the total number of codes
wkl is the weight associated with two coders assigning an item (i.e. a data chunk) to codes k and l
ril is the number of coders who assigned item i to code l
n´ is the number of items that were coded by two or more coders
rik is the number of coders who assigned item i to code k
ri is the number of coders who assigned item i to any code
n is the total number of items
Equation B.8: Krippendorff's alpha (Krippendorff, 1970, 2011)
Dependant on the circumstances (e.g. different types of data and different number of coders in two distinct studies), calculating Krippendorff's

alpha can take different forms. See Krippendorf (2011) for different ways of evaluating ICR in different circumstances. Based on Krippendorf’s (2011)
advice, below are the generalized formulas (applicable to any type of data and number of coders) for evaluating ICR:
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q is the total number of codes
wkl is the weight associated with two coders assigning an item (i.e. a data chunk) to codes k and l
ril is the number of coders who assigned item i to code l
n´ is the number of items that were coded by two or more coders
rik is the number of coders who assigned item i to code k
ri is the number of coders who assigned item i to any code

Appendix C

We provide a “snapshot” of recent top quality research at a scale that is sufficient for us to provide an insight about the current status of research
studies that have (or have not) used an ICR method. We restricted our search to the papers that have been published in the last five years (from
March 2013 to June 2019) in the three elite journals, including MIS Quarterly (MISQ), Information Systems Research (ISR), and International
Journal of Information Management (IJIM). In recent information management research “there is greater focus on managing activities that make
changes in patterns of behavior of customers, people, and organizations, and information that leads to changes in the way people use information to
engage in knowledge-focused activities” (IJIM, 2019). The topic of papers that are published in these three elite journals are commensurate with this
notion. Also, the journals cover diverse areas of practice (where the roles of information technology and information user are pertinent, such as
business and digital marketing, digital health, education, and digital government) which suit the nature of information management research.

Because it was not possible to use the common methods of literature search (e.g. keyword search based on title, abstract, and keywords) to
reliably identify and review the papers that have (or have not) used an ICR method, we downloaded and manually reviewed all papers that have
been published in that period of time in a journal to provide the “snapshot” of the literature. Because of the nature and applicability of ICR methods,
we only considered qualitative and mixed-method papers which included a qualitative coding (content analysis) activity.

Table C.1. The Use of ICR Methods by the Studies that Have Been Published from January 2013 to March 2019 in MISQ, ISR, and IJIM.

Method Number of MISQ papers that have used the method Number of ISR papers that have used the method Number of IJIM papers that have used
the method

Cohen’s Kappa 12 papers (e.g. Tan, Benbasat, & Cenfetelli, 2016, and Tsai
& Bagozzi, 2014)

9 papers (e.g. Breward, Hassanein, & Head, 2017, and
Lindberg, Berente, Gaskin, & Lyytinen, 2016)

8 papers (e.g. Hsieh & Hsieh, 2013, and
Li, Zhang, Tian, & Wang, 2018)
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Percent Agree-
ment

10 papers (e.g. Karhade, Shaw, & Subramanyam, 2015,
and Ou et al., 2013)

4 papers (e.g. Bauer, Franke, & Tuertscher, 2016, and
Ruckman et al., 2015)

12 papers (e.g. Mäntymäki & Salo,
2015, and Cheng, Fu, & de Vreede,
2017)

Krippendorff’s
alpha

3 papers, including: Ludwig et al. (2014); Beck, Pahlke,
and Seebach (2014), and Oh, Agrawal, and Rao (2013)

2 papers, including: Arazy, Daxenberger, Lifshitz-Assaf,
Nov, and Gurevych (2016) and Oh, Eom, and Rao (2015)

1 paper (Akter et al., 2019)

Fleiss’s K 1 paper (Grover & Lyytinen, 2015) 0 1 paper (Palese & Usai, 2018)
Gwet (2014) 0 1 paper (Prabuddha et al., 2013) 1 paper (Antioco & Coussement, 2018)
Holsti's CR 0 0 0
Bennett et al.’s

S
0 0 0

Scott’s Pi 0 0 0

Among the 76 studies that have been published in MISQ and have performed content analysis of qualitative data, we identified only 34 papers
that have used an ICR method. Among these, 30 papers have mentioned the details about the method that they have employed. Among the 49 studies
that have been published in ISR and have performed content analysis of qualitative data, 26 papers have used an ICR method, among which, only 17
papers have mentioned the details about their use of the method. Finally, among the studies that have been published in IJIM and have performed
content analysis of qualitative data, 31 papers have used an ICR method, among which 23 papers have mentioned the details about the method that
they have employed. Table C.1 presents a summary of these results. We do not presume to comment on the overall quality of these papers. However,
the absence of any discussion of this issue in some of the recent papers in our leading journal is a further motivation for the importance of our study.

Appendix D. Table D.1. Research fields in which ICR methods have been cited frequently

Method Year of
publication

Number of citations by December 2019 Research fields in which the method has been cited frequently (from January 2019 to
December 2019)*

Percent Agree-
ment

Unknown The original source has not been mentioned in literature,
hence we were unable to conduct a forward search for this
method.

Anecdotally, Percent Agreement is the most frequently used method in most areas of
research that requires content analysis because of its simplicity (Feng, 2014a, 2014b).

Holsti's CR 1969 9286 Business (including all areas such as management, marketing, and finance), health
(physical and mental health), social psychology, information management, and
education

Bennett et al.’s
S

1954 232 Artificial intelligence (focusing on facial recognition, speech/voice recognition, and
image processing)

Scott’s Pi 1955 2308 Information management, communication and media, Health (physical and mental
health), social psychology, and business (including all areas such as management,
marketing, and finance)

Cohen’s Kappa 1960 33,430 Health (physical and mental health), social psychology, information management,
education, and business (including all areas such as management, marketing, and
finance), public policy, and energy and sustainability

Fleiss’s K 1971 5803 Health (physical and mental health), social psychology, information management,
and business (including all areas such as management, marketing, and finance)

Gwet 2014 1479 ** Health (physical and mental health), social psychology, education, information
management, communication and media, and business (including all areas such as
management, marketing, and finance), public policy, and energy and sustainability

Krippendorff’s
alpha

1970 249 *** Health (physical and mental health), social psychology, information management,
education, business (including all areas such as management, marketing, and
finance), communication and media

* We have listed these fields of research based on how often they have been mentioned for each method, from the highest to lowest frequency
respectively.

** Please note that the number of citations refers to a relatively recent handbook by the author and does not include the citations received for the
author’s prior relevant work on evaluating ICR.

*** The work by Hayes and Krippendorff (2007) which clarifies a few points about the method has received 2759 citations by December 2019.
The limitations of our forward search include: first, our forward search did not cover any analysis of the text. As such, a research study that has

cited a method might have practically used, discussed or simply mentioned it. Second, in addition to the fields of research we have mentioned in the
table, we identified a few research fields (e.g. environment, energy and sustainability) which we have not reported in the table because we identified
minimal number of publications (e.g. only five papers) in those fields. Finally, it is not possible for us to provide an exact number or percentage for
how often each method has been mentioned in each field, as many of the academic outlets (journals, conferences, etc.) are interdisciplinary (e.g.
health informatics, which covers both health and information management areas of research) and some of them (e.g. methodology books) target
audience in a wide range of research fields. This however supports our claim that our framework can be useful for a wide range of audience - beyond
the information management field. Where publication did not specify audience or an area of research as its primary area of focus, we read its title,
abstract and the introduction section to decide what area or areas are the most suitable to be considered as the primary area of focus.

Appendix E. Table E.1. A part of the coding scheme which was used by the independent coders

# Codes Definition Example

1 IT Self-Efficacy Refers to individuals' judgment of his/her knowledge and skills (cap-
ability) to use IT in diverse situations.

“I believe I can handle these problems by myself.”

2 Prior Knowledge
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Prior knowledge (gained from the experience) of solving the same or a
similar problem in the past.

“It depends on how much we know… so based on our previous
experiences we decide what our course of action would be.”

3 Attribution (of cause of
the problem)

A user may attribute an event or the cause/reason for a problem to his/
her own actions or to external factors such as other people (e.g. to the
service provider) or technology (e.g. the IT is too hard to use or it has not
been designed well)

“Well, the problem is not me.”
“But I usually think it is me. I usually just think I am ignorant. There
should be a button somewhere that I have not seen or a drop down
box.”

4 Subjective Norm A user’s perception that most people who are important to him/her (e.g.,
colleagues or friends) think that he/she should or should not solve the
technology problem.

“…their opinion was important; I [felt] I have to solve it.”

5 Perceived Control over
Solving the Problem

Users’ perception of the degree to which they have control over their
problem-solving behavior/activities

“…because, for my problem, I cannot have the admin right [to make the
necessary changes], so sometimes I found the answer, but I could not
apply it to my computer.”

6 System Interactivity User’s perception of how well a system responds to commands and how
easily it enables arrangement of the amount, sequence and style of
information and problem-solving activities

“scanning; yeah you press scan, yeah fine, how do I get that on that
university computer now? It was straightforward. It looked like, okay,
transfer to external device and stuff like that. So I just followed all the
things [it asked me to do], like talk me through, basically.”

7 Perceived Ease of Use The degree to which a user believes that using the system would be free of
effort (the technology is easy to use).

“It was really difficult to find the option you want… Even if you find it
is not easy enough.”

8 Perceived Usefulness The degree to which a user believes that using the system enhances his or
her job performance, or the technology is useful for the user in general.

“For software that you want to know it completely, be in charge and see
what that software does, persistence is very important…”

9 Expected Time (re-
quired for using self-
help information)

User’s perceived level/amount of time (required for using self-help
information) to solve a problem through a method of solving IT problems.

“…, but, overall, it was taking too long and I needed the system to
upload my document.”

10 Expected Effort (re-
quired for using self-
help information)

User’s perceived level/amount of effort (required for using self-help
information) while trying to solve the problem through a method of
solving IT problems.

“I may be just investing more effort and some cost… You may continue
to make the investment.”

Appendix F

Please note that while we recommend the concise text below as the general structure for reporting the process of ICR check and its result, the text
may need to be revised based on specific requirements of a research project and the publication outlet and based on flow of information in that
research manuscript:

The type of data was [T type of data] and there [was N number ‘or’ was no] missing code. The project was assessed as [low risk, negligible, high risk,
or…] by the researcher(s) and by their institution’s research ethics committee. In order to check the inter-coder reliability of the content analysis, we
followed the process of inter-coder reliability check suggested by [a reference]. The steps of the process included [mention the steps]. We selected
[Method X] [because…] and used [Software Y] to calculate inter-coder reliability. We employed [N number of] independent coders. After training the
coders in [N number of] sessions and ensuring that they feel confident in coding, the coders used the coding sheet which we provided for them to code
the entire transcript. The final result was [R result] which is considered [satisfactory, ideal, or…]. [If discrepancies between the coders existed and if the
researchers conducted a session to resolve them] we resolved the discrepancies in [N number of] session with the coders, achieving 100 % agreement on
the codes.
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