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Abstract

Objective—Models of healthcare organizations (HCOs) are often defined up front by a select

few administrative officials and managers. However, given the size and complexity of modern

healthcare systems, this practice does not scale easily. The goal of this work is to investigate the

extent to which organizational relationships can be automatically learned from utilization patterns

of electronic health record (EHR) systems.

Method—We designed an online survey to solicit the perspectives of employees of a large

academic medical center. We surveyed employees from two administrative areas: 1) Coding &

Charge Entry and 2) Medical Information Services and two clinical areas: 3) Anesthesiology and

4) Psychiatry. To test our hypotheses we selected two administrative units that have work-related

responsibilities with electronic records; however, for the clinical areas we selected two disciplines

with very different patient responsibilities and whose accesses and people who accessed were

similar. We provided each group of employees with questions regarding the chance of interaction

between areas in the medical center in the form of association rules (e.g., Given someone from
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Coding & Charge Entry accessed a patient’s record, what is the chance that someone from

Medical Information Services access the same record?). We compared the respondent predictions

with the rules learned from actual EHR utilization using linear-mixed effects regression models.

Results—The findings from our survey confirm that medical center employees can distinguish

between association rules of high and non-high likelihood when their own area is involved.

Moreover, they can make such distinctions between for any HCO area in this survey. It was

further observed that, with respect to highly likely interactions, respondents from certain areas

were significantly better than other respondents at making such distinctions and certain areas’

associations were more distinguishable than others.

Conclusions—These results illustrate that EHR utilization patterns may be consistent with the

expectations of HCO employees. Our findings show that certain areas in the HCO are easier than

others for employees to assess, which suggests that automated learning strategies may yield more

accurate models of healthcare organizations than those based on the perspectives of a select few

individuals.
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1. Introduction

The healthcare community has made considerable strides in the development of information

technology to support clinical operations in healthcare organizations (HCOs). These

advances stem from a variety of factors, including commercialization of health information

technology (HIT) and policy making that promotes the uptake of such technologies (e.g., the

“meaningful use” incentives offered in the United States [1–3]). While there is evidence that

health information technology (HIT) can improve the safety [4–6] and the efficiency [7,8] of

healthcare delivery, there remain considerable obstacles to adoption and realization of these

benefits on a massive scale. [9,10]

In particular, as HIT, and the healthcare workforce more generally, grows in diversity, so

too do its complexity. [11–13] This is a concern because, despite the aforementioned

benefits, there is also evidence to suggest that HIT can contribute to (though is not

necessarily the cause of) the interruption of care services [14,15], induce medical errors

[16,17], and expose patient data to privacy breaches [18,19]. Moreover, such events tend to

be discovered only after they have transpired en masse, leading to undesirable popular

media coverage [20,21], loss of patients’ trust [22–24], and sanctions imposed by state and

federal agencies [25,26].

It has been suggested that such problems can be mitigated through the integration of rules to

recommend against or even prohibit certain actions (e.g., the prescription of two drugs in

combination that are known to cause an adverse reaction [27,28]). At the same time, it is

recognized that no rules-based system is perfect and that exceptions need to be granted.

These exceptions can, in turn, be audited to determine if the existing set of rules are in

alignment with the expectations of the HCO or if they need to be revised to more accurately
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represent healthcare operations. [29,30] For instance, it has been shown that the exposure of

patient records (and thus the violation of their privacy) can be lessened through access

control [31–36], which allocates permission to patient information on a need-to-know basis.

In this setting, exceptions are granted through a “break the glass” failsafe that allows HCO

employees to escalate privileges if necessary. [37] For instance, in a study in the Central

Norway Health Region, over the course of a one month period, it was observed that 54% of

99,000 patient’s records had their glass broken by 43% of 12,000 healthcare employees. [38]

Patterns of escalation can subsequently be applied by HIT system administrators to evolve

access control configurations. [39–42]

Data-driven approaches to HIT improvement will only be acceptable to HCO administrators

if the patterns of HIT utilization reflect the expected operations of healthcare environments.

This paper begins to address this issue by investigating how a specific type of HIT

utilization pattern, which has been suggested for use in audit and refinement of access

control models [43–46], aligns with the expectations of employees in a large academic

medical center. To do so, we designed a survey to capture the degree to which employees

agree with relational patterns (i.e., the likelihood that certain HCO areas in a medical center

coordinate to support a patient) as inferred by actual utilization of an electronic health record

(EHR) system. [47] This survey was conducted with employees from four areas in the

Vanderbilt University Medical Center (VUMC). It was designed to determine if employees

1) agreed with the distinction between relationships of high and non-high likelihood and 2)

were better at assessing relationships regarding their own area as opposed to others in the

institution.

Our findings illustrate that employees can, with statistical significance, clearly distinguish

between relationships of high and non-high likelihood. Moreover, we find that employees

were capable of performing such assessments for all of the HCO areas in the study, which

implies that our results are robust against bias induced by self-perception. To the best of our

knowledge, this is the first study to illustrate humans agree with the organizational models

that can be mined from EHR access logs.

2. Background

2.1. Learning Organizational Models

Organizations are often structured to support the completion of certain tasks. As a result,

when a task is complex (e.g., a patient who is associated with multiple ailments, which need

to be treated by different sections of a hospital), traditional organizational management

strategies are often inadequate. [48–50, 76] Managers in such environments tend to exhibit

low productivity as a consequence of attempting to coordinate complicated relations. [51] It

has been shown that the integration of information technology into an organization’s

business practices, can facilitate the flattening of rigid hierarchical organizations and, thus,

enable greater agility. [52,53,77,78] Thus, over the past several decades, there has been a

significant amount of research dedicated to inference and modeling of organizational

structures, particularly with respect to information technology. [54–56]
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At the same time, it has been recognized that the relationships within a collaborative

environment are often dynamic and context-dependent. Based on this observation, data-

driven learning models have been proposed to represent dynamic relations and uncertain

context in organizations. [57,58] In particular, much of the research to date has focused on

task-based organizational modeling. [57,59] These strategies aim to infer the network of

relations between people, resources, and the tasks that constrain and enable organizational

behavior. However, there are concerns that the organizational relationships learned by way

of inferential strategies may lack precision [60] and fail to capture the actual organizational

model [61]. In the context of health, such problems could manifest if workarounds convert

electronic to paper-based processes. [62,63] As such, it is important that the relational

behaviors learned be sufficiently stable to reflect the expectations of the organizations. [57]

To this effect, various data-driven approaches [58,65–67] have been proposed to mine

organizational behaviors that are relatively consistent over time. They capture and analyze

complex relationships in the collaborative environment data, and evaluate the consistence of

these relations over the time.

2.2. Models of Interaction in Healthcare

More recently, with respect to the health and medical domain, studies have shown that

organizational learning techniques can be applied to model the relationships between entities

within public health environments [64] and large healthcare systems [47]. In turn, it has

been suggested that communities of healthcare providers, based on their co-access of

patients’ medical records can be leveraged to assess if a certain users’ behavior deviates

from a statistical norm. [43–45] These strategies have further been adapted to assess how the

evolution of organizational relationships over the time can determine if certain accesses to

patients’ records are suspicious. [46] Nonetheless, these investigations did not consider the

extent to which the organizational models and patterns extracted from these methodologies

align with the expectations of the healthcare community.

2.3. Validation of Learned Models with Experts

Concerns over trustworthiness of the results of automated learning methods are not limited

to organizational modeling. Rather, this is a problem that manifests when any knowledge is

learned from data collected in the health domain. To assess if learned information is useful,

it is often reviewed by knowledgeable experts for consistency. While evaluations along

these lines have yet to be performed in arena of healthcare organizations, there is evidence

to suggest health-related knowledge can be modeled and evaluated.

There are several notable studies with respect to medical practice that have been performed

to evaluate the consistency between expert belief and data mining. [71–73] In these studies,

diagnostic rules mined from breast cancer data were compared with expert rules. Rules that

were not in an expert knowledgebase were sent to radiologists for further evaluation. If a

mined rule was confirmed by at least one radiologist, then the rule was added to the

knowledgebase to enhance decision making. While these studies indicated that automatically

learned rules could inform clinical decisions, they did not investigate the extent to which the

rules that were mined and defined by experts related to one another.
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3. METHODS

Our research is motivated by several general hypotheses, which guided the selection of the

survey population, the survey design, and the survey implementation process.

3.1. Selection of the Organizational Areas for this Study

In preparation for this study, we extracted the access logs from the VUMC EHR system for

several months in 2010. It was observed that accesses were made by users from 670 HCO

areas. Figure 1 illustrates the number of unique users who accessed the system, the number

of patients’ records that were viewed per HCO area, and the number of interactions between

an HCO area and all of the other HCO areas for an arbitrary week. Based on this analysis,

we selected two clinical areas (with substantially different disciplines) and two operational

areas with direct responsibilities that involve the electronic record, who were relatively

evenly matched on the number of users and patient records they accessed. We acknowledge

that the selecting four organizational areas cannot represent all organizational areas. This is

an initial study which aims to verify whether the interaction relations retrieved from

utilization of HIT are consistent with employees’ expectations in terms of the selected

organizational areas. In the event this is verified in this limited setting, these investigations

could be extended to a broader range of HCO areas.

To test our hypotheses we selected two administrative units that have work-related

responsibilities with electronic records; however, for the clinical areas we selected two

disciplines with very different patient responsibilities. Specifically, for the clinical areas, we

selected Anesthesiology (~250 users’ accessed ~2900 patient records) and Psychiatry (~160

user’s accessed ~1900 patient records). For the operational areas, we selected Medical

Information Services (~100 user’s accessed ~7500 patient records) and Coding & Charge

Entry (~75 user’s accessed ~6000 patient records). We were further motivated to select these

areas because they have a large number of interactions with other areas in the HCO (as

shown in Figure 1) allowing for a selection and assessment of a large number of

associations. A leader from each HCO area was contacted and all agreed to participate and

to identify 10 users as potential participants of the study. The leaders were asked for people

who represented a cross-section of organizational positions, and would be sufficiently

knowledgeable to respond to the items in the survey. For simplicity, we refer to the selected

four areas as ANE, PSY, MIS, and CODE.

3.2. Creation of the Survey Instrument

Our first hypothesis is that employees in a certain HCO area are capable of distinguishing

between HCO interactions of high and non-high likelihood when their own HCO area is

involved in the interaction. To assess this hypothesis, we model each HCO area X as set of

association rules of the form Area X ⇒ Area Yi, where Yi corresponds to any area in the

HCO. This area may be the same, such that X = Yi (i.e., collaboration of users within an

HCO area) or different, such that X ≠ Yi (i.e., collaboration of users across HCO areas). The

rule corresponds to the conditional probability that a user from area Yi accessed a patient’s

record given that a user from area X accessed the patient’s record, as defined in an earlier

study. [47]
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Following the modeling of [43, 69, 70], an access to a patient’s record is defined as a binary

occurrence, such that regardless of the number times the user looked at the record or section

of the record that was accessed, it will be regarded as no more than a count of 1. In other

words, if a user accessed a patient’s record multiple times with the time period during which

the conditional probabilities are computed (e.g., one week), all of these accesses are treated

as one access. This is because, as was observed in prior work, the number of accesses to a

particular patient’s record can be artificially inflated due to system design. For instance, a

user may access different components of a patient’s medical record, such as a laboratory

report then a progress note and then the laboratory report again, and such a process may

repeat depending on the specific workflow of the user.

The conditional probability we calculate is atemporal, such that it did not matter if the

access from area Yi transpired before or after the access from area X. We refer to this

probability as the EHR-learned likelihood. To orient the reader with a simple example,

consider a scenario with three EHR users. The first two users are affiliated with

“Anesthesiology” and accesses patients p1 and p2, whereas the third is affiliated with

“Emergency Medicine” and accesses patient p1. The conditional probability from

Anesthesiology to Emergency Medicine is 0.5, while the conditional probability from

Emergency Medicine to Anesthesiology is 1.

Turning our attention to the conditional probabilities in this specific study, we direct the

reader to Table A1 in the online appendix, where it can be seen that when a user from

CODE accessed a patient’s record, the probability a user from General Surgery accessed the

same record was 0.1984. So the rule associated with this case can be (CODE ⇒ General

Surgery, 0.1984). Figure 2 depicts all 626 CODE rules ranked on a log scale (not including

rules with probability equal to zero) and the EHR-learned likelihoods. This is clearly more

rules than a human can evaluate without fatigue and so we sampled 30 rules: 10 of high, 10

of medium, and 10 of low likelihood. When there were more items than 10 in a subset, we

used a systematic sampling technique, such that we selected a random number (in this case,

four) and eliminated every fourth item in the subset until we selected ten rules. This process

was performed to select 30 rules for each of the four HCO areas.

The employees who responded to the survey were presented with questions of the form:

“Someone from Coding & Charge Entry accessed the record of patient John Doe. How

likely is it that someone from the following HCO area accessed the same patient’s record?”

They were not presented with the EHR-learned likelihood. After being presented with the

HCO area, the respondents were asked to choose one of five candidate answers: “Not at all

likely”, “Slightly likely”, “Moderately likely”, “Very likely” and “Completely likely”. In

order to conduct a survey analysis through statistical models, we convert these answers into

integer values in the range 1 to 5 (e.g., “Not at all likely” is mapped to 1).

Our additional hypotheses were based on users’ abilities to assess HCO interactions outside

of their own HCO area. Specifically, our next hypothesis was that users can distinguish

between high, and non-high likelihood rules regardless of the rule types. And our remaining

hypotheses were based on the expectation that users would have better predictive ability on

their own rules than other rules. To test these hypotheses, we provided all users who
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responded to the survey with the rule sets of the other areas. In doing so, all respondents

were presented with 120 rules (30 from each area’s rule set). These rules were presented in

four sets of 30 rules, which were randomly ordered.

3.3. Implementation of the Survey

We executed two implementation tests of the survey before inviting potential respondents.

The first implementation test was for a member of the research team to pretest the survey

through which several data consistency issues were identified and corrected. As an example,

different headings were used for the same HCO area; e.g., Psychiatric Hospital and the

Vanderbilt Psychiatric Hospital.

For a second implementation test, we placed the survey into the REDCap management

system [74] and asked members of MIS area, who were not affiliated with the research team

and investigated HCO areas, to test the survey. There were two outcomes from this pilot.

First, it was observed that we needed clearer communication to the participants regarding

the rules and goals of the survey. Second, it was at this point that we realized that, instead of

using a 30 item (10 high, 10 medium, 10 low) questionnaire only associated with CODE

organizational unit, we needed to provide all participants with the questions from all

organizational units (i.e., 120 items). Once this was completed, we invited all 10 participants

from each HCO area, as identified by their area’s leaders to respond to the survey. Each

potential survey respondent was emailed with an introduction to the goals of the survey and

provided with a link to the online REDCap survey.

The total number of users who accepted the invitation and participated in the survey was 34

(out of 40), with 10 from MIS, 7 from CODE, 9 from PSY and 8 from ANE. There were 31

respondents who were administered the survey; however, of this group, it was found that 3

respondents failed to complete the survey and 5 respondents marked each question with the

same answer. All 8 of these respondents were removed from further consideration. Thus,

there were 26 effective respondents, 9 from MIS, 7 from CODE, 6 from PSY and 4 from

ANE. For the survey, there are 40 high, 40 medium, and 40 low observations, respectively,

which are further subdivided into groups of 10 for a specific rule type, such as conditional

probabilities associated with CODE. However, upon completion of the survey, it was found

that five of the questions observations (1 high, 3 medium and 1 low) associated with PSY

were corrupt in that the questions were ill-posed, such that they were dropped from the final

study. To assess the impact of removing these questions, we simulated the removal of the

same distribution from the ANE, CODE, and MIS groups of questions and observed that the

statistical significance of the findings reported below were unchanged.

3.4. Hypotheses and Statistical Models

Our research was guided by the following three hypotheses:

- Hypothesis H1 (Locally Knowledgeable of Class): Absolute and relative

knowledge of rules from one’s own area:

○ H1a) (Absolute) HCO employees can distinguish between high, and

non-high likelihood rules in their own HCO area.
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○ H1b) (Relative) HCO employees can distinguish between high, and

non-high likelihood rules in their own HCO area better than they can

in other HCO areas.

- Hypothesis H2 (Globally Knowledgeable of Class): Absolute and relative

knowledge of rules across all areas:

○ H2a) (Absolute) HCO employees can correctly distinguish between

rules of high, and non-high likelihoods.

○ H2b) (Relative) HCO employees’ ability to distinguish between

rules of high, and non-high likelihoods vary by HCO areas.

- Hypothesis H3 (Locally Knowledgeable by Order): Members of an HCO area

are better at predicting the EHR-learned likelihoods of their own high rules than

high rules of other organizational areas.

To more formally characterize the problem, we introduce the following notation. Let p ∈

{MIS, CODE, PSY, ANE} be the respondent type, such that each value represents the set of

respondents from their respective HCO area. Let r ∈ {MIS, CODE, PSY, ANE} be the rule

type, such that each value represents its respective HCO area rule set. Let c ∈ {high, med,

low} represent the high, medium, and low likelihood rule classes, respectively. Additionally,

let non be a rule class that combines the a priori defined med and low likelihood classes.

This class is introduced because it was clear from the data that participants could not

discriminate between these classes. Online Appendix B provides further intuition into this

issue, where Figure A1 displays the scores for each likelihood class.

The key outcome variable Si:c,p,r corresponds to the average score across all class c rules

regarding HCO area r for participant i from HCO area p. For example, Si:high,MIS,PSY is MIS

respondent i ’s (average) score among all high likelihood rules associated with PSY. There

are a total of 26 respondents, such that the total number of observations is 208. To illustrate,

Table 1 depicts an example of an MIS respondent with 8 observations. Further, µ i:c,p,r=

E(Si:c,p,r | c, p, r) is the mean (i.e., expected) value of the score for respondent i, and δp,r=

µi:high,p,r - µi:non,p,r is the difference in the mean score for high versus non-high likelihood

rules regarding HCO area r for a respondent who is a member of HCO area p. Finally, let

δp,• = µ i:high,p -µi:non,p be the difference in the mean or expected score for a high versus non-

high likelihood rule for a respondent who is a member of HCO area p across rules from all

HCO areas.

The first two hypotheses were thus specified as:

H1a) δp,r = p = 0, for each p, where p = r;

H1b) δp,r = p − δp,r ≠ p = 0, for each p and r ≠ p;

H2a) δp,· = 0, for each p; and

H2b) δpi, − δpj,· = 0, for each pi ≠ pj.

These hypotheses focus on the extent to which respondents can distinguish between high

and non-high classes of rules. By contrast, the aim of the final hypothesis is narrower and
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focuses on high rules only. We focus on this class of rules because of the variability in the

EHR-learned likelihoods, depicted in Figure 3a. By contrast, as shown in Figures 3b, there is

almost no variability in the EHR-learned likelihoods for non-high rules of every rule type.

Thus, to investigate this hypothesis, we calculate the distance between the respondent-

derived likelihoods and the EHR-learned likelihoods on the high class rules.

To test hypothesis H3, let Ti:p,r be the average score across all respondents of type p for high

likelihood rule i, whose HCO area is r. For example, Ti:mis,psy corresponds to PSY rule i’s

(average) score among all MIS respondents. The observations used to assess this hypothesis

are exemplified in Table 6. The first 39 observations correspond to the average scores of all

MIS respondents on all 39 high rules, which are partitioned into the four HCO groups (i.e.,

MIS, CODE, PSY, and ANE). There are 39 high rules (as opposed to 40) because after the

completion of the survey it was found that one question associated with a high rule

associated with PSY was corrupt. Further, µ’i:p,r = E(Ti:p,r | p, r) is the mean (expected) value

of the score for rule i, and δ’p,r = |µ’i:p,r - ei:r|is the difference in the mean (expected) score

of rules for respondent-predicted likelihood µ’i:p,r and EHR-learned likelihood ei:r when the

rule type is r. To ensure that the respondent-predicted likelihoods and the EHR-learned

likelihoods are in the same range, we use the following method to normalize the respondent-

predicted likelihood:

where T = {Ti:p,r} and e = {ei:r} The null hypothesis for the third hypothesis was thus: H3)
δ’p,r=p-δ’p,r≠p = 0 for each p.

We adopted a linear mixed model with random intercepts [70] to test our hypotheses since

observations made within respondents are likely to exhibit correlation with one another. As

a result, some respondents may center their responses according to different interpretations

of the answer scale. Figure 4 illustrates this effect by showing the average respondent

likelihoods for each respondent over all non-high rules. It is evident that certain respondents

are inclined (or predisposed or have a preference for) to assign large likelihoods (i.e., upper

right section of the plot), while others are included (or predisposed or have a preference for)

to assign small likelihoods (i.e., the lower left section of the plot).

4. Results

All results are based on the set of 26 respondents who completed the survey with answers of

non-zero variance. Statistical significance was assessed using (non-restricted) maximum

likelihood ratio tests at the two-sided α=0.05 significance level. All findings deemed to be

significant have their corresponding confidence intervals reported in Figure A3 of the

Appendix.

4.1. Local Absolute Class Knowledge

The results for Hypothesis 1a are summarized in Table 2. It can be seen that this hypothesis

was confirmed for each respondent type; i.e., ANE, CODE, MIS, and PSY. Specifically,
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each group of respondents was able to distinguish between the high and non-high likelihood

rules for their own organizational area.

4.2. Local Relative Class Knowledge

The results for Hypothesis H1b are summarized in Table 3. This hypothesis investigated

whether respondents from a specific HCO area will be better at distinguishing between

classes of rules associated with their own HCO area than rules associated with other HCO

areas. There is no evidence to suggest that this is the case.

4.3. Global Absolute Class Knowledge

The results for Hypothesis H2a are summarized in Table 4. It can be seen that this

hypothesis was also confirmed for each respondent type. This implies that respondents can

distinguish between high and non-high likelihood rules regardless of the organizational area

on which the rules are conditioned.

4.4. Global Relative Class Knowledge

The results for Hypothesis H2b are summarized in Table 5. It can be seen that this

hypothesis was not confirmed for each respondent type, but there were two cases at which it

was confirmed. In the first case, PSY respondents were statistically significantly better than

MIS respondents at distinguishing between high and non-high rules (p-value of 0.0028). In

the second case, ANE respondents were statistically significantly better than MIS

respondents at distinguishing high class and non-high likelihood rules (p-value of 0.00083).

4.5. Locally Biased by Order

All of the p-values for Hypothesis H3 are larger than 0.2, which indicates this hypothesis

could not be verified. The results of Hypothesis H3 in terms of the distance between

respondent-predicted likelihood and EHR-learned likelihood for each HCO area’s high class

rules are summarized in Figure 5. These results are split, so that each column corresponds to

a different respondent group and each point corresponds to the type of rule assessed. Several

cases for certain HCO areas (e.g., CODE respondents were better with CODE rules than

MIS and PSY rules), but none of the results were statistically significant.

At the same time, there are several notable observations. First, in Figure 5, the greatest

concordance between respondent-predicted likelihood and EHR-learned likelihood (e.g.,

smallest distance) is almost always CODE or ANE. Second, respondents from PSY are

better at predicting the EHR-learned likelihood of high rules than respondents from other

areas.

5. Discussion

This study demonstrated that organizational relationships between areas in an HCO, as

inferred from the utilization of an EHR system, are consistent with the expectations of the

employees associated with these areas. Specifically, it was shown that the employees of four

areas in a large academic medical center (two administrative and two clinical) could

distinguish between the relationships of high and non-high likelihood for relationships
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associated with their own area. These findings are notable because it suggests that the

application of automated learning strategies to EHR utilization patterns may be useful for

modeling the workings of a large healthcare system. These models may allow for

assessments of organizational efficiency, workflow, and provide insight into how to refine

such models into more effective organizational structures. These findings indicate that EHR

auditing models, such as those leveraged to redefine access control systems [42] may be

trustworthy and reflect actual organizational behavior.

It was further found that employees could distinguish between high and non-high likelihood

rules regardless of which area the rules corresponded to. This finding is notable because it

implies that the general organizational structure of an HCO may not be limited to the

individuals associated with their respective area. As a result, if larger, more diverse studies

on the structure of a large academic medical center are to be performed, it may be possible

to review the correctness of such a structure with a small number of employees.

There are, however, several limitations to this study that we wish to point out. First, the

organizational relationships reviewed through our survey were based on our electronic

health record system (StarPanel). The EHR audit logs in this study correspond to the central

component of the information technology infrastructure at the VUMC and did not

incorporate the behavior associated with scheduling systems, the patient portal, or other

technologies that facilitate workflow in the medical center. Second, this study only

investigated four specific organizational areas. This is significantly smaller than the total

number of areas (over 600) at the VUMC. Moreover, we recognize that these areas are

biased towards either a larger number of users or a larger number of patients accessed in

comparison to other VUMC areas. However, this paper is an initial study and we verify that

the behaviors of utilization of HIT is consistent with HCO employees’ expectations in terms

of selected four organizational areas. In the future we will extend our works on all of the

organizational areas. Third, we believe that a larger study might allow for the confirmation

of notions that were trending toward confirmation (e.g., that the rules for certain areas were

more readily distinguishable than other areas), but lacked sufficient statistical evidence.

Finally, we did not control for certain covariates associated with our respondents, such as

demographics (e.g., gender or age), quantity of experience (e.g., years working at the

medical center), or level of position within the organization. With a sample of only 26

respondents, the inclusion of such covariates would overparameterize our models. These

issues may have led to some of the surprising observations from our experiments, such as

why members of PSY were the most adept at assessing the rules of other areas.

6. Conclusions

In this study, we surveyed the employees of four areas within a large academic medical

center to assess the correctness of organizational relationships inferred from the utilization

patterns of an EHR system. Our investigation indicated, with statistical significance, that

inferred organizational relations are often in line with the expectations of employees. Our

findings further suggested that the interactions of certain areas of the organization (notably

Coding & Charge Entry and Anesthesiology) were easier for employees to assess than

others. Though the size of this study was relatively small (115 organizational relationships
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assessed by 26 employees), our findings suggest that models of HCOs, as well as strategies

built on top of such models (e.g., security audits), may be reliable and scalable.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Summary Points

What was already known on this topic?

• Electronic health record (EHR) systems can improve safety and efficiency of

healthcare delivery

• As EHR systems grow in complexity, it is increasingly difficult to design rule-

based workflows and controls

• Audits of system utilization can allow for enhancement and refinement of initial

configurations of EHR systems

What this study added to our knowledge

• Medical center employees generally agree with organizational models based on

EHR utilization

• Certain organizational areas in a medical center are more challenging than other

areas for employees to assess, suggesting that data mined models may allow for

greater nuance in organizational models in comparison to those specified by

administrators

Chen et al. Page 16

Int J Med Inform. Author manuscript; available in PMC 2015 July 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Highlights

• The first study to show healthcare employees agree with organizational models

learned from EHR utilization patterns

• This study is based on a survey of healthcare employees from four

organizational areas in a large medical center

• The findings show that certain areas in the medical center are easier than others

for employees to assess
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Figure 1.
Distribution of VUMC area on the space of top) number of VUMC area interactions as a

function of number of users and bottom) number of patients.
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Figure 2.
Rules associated with the CODE area ranked by their EHR-learned likelihood. Each shaded

area will be extracted ten rules.
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Figure 3.
Distribution of a) high, b) non-high rule classes for EHR-learned likelihoods and rule type.
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Figure 4.
Distribution of respondents’ average score for non-high rules, broken down by rule type.

The line traces the mean of the average scores of the respondents.
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Figure 5.
The results for Hypothesis H3 in terms of the distance between respondent-predicted

likelihood and EHR-learned likelihood for each HCO area’s high class rules. The smaller

the distance value, the stronger the concordance between the respondents’ expectation and

the actual EHR utilization.
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Table 1

An example of 8 observations for a respondent who is a member of the Medical Information Services (MIS)

area.

Respondent
(ID)

Respondent Type
(P)

Rule Type
(R)

Rule Class
(C)

Average Score of
Responses

1 MIS ANE High 3

1 MIS ANE Non 2

1 MIS CODE High 3.3

1 MIS CODE Non 2.1

1 MIS MIS High 3.1111

1 MIS MIS Non 2.125

1 MIS PSY High 2.9

1 MIS PSY Non 2.05
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Table 2

The results for Hypothesis H1a. The findings indicate the extent to which respondents from a certain HCO

area can distinguish between high and non-high likelihood rule classes for their own area.

HCO Area δp,r = p p-value

ANE 0.7573 0.007

CODE 0.4486 0.011

MIS 0.3262 0.037

PSY 0.8232 0.020
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Table 3

The results for Hypothesis H1b. The findings indicate the extent to which respondents from HCO area X are

better at distinguishing between high and non-high likelihood rules classes associated with area X than area Y.

HCO Area
δp,r - p – δp,r≠p p-value

X Y

CODE 0.15834 0.4695

ANE MIS 0.16354 0.5534

PSY −0.057363 0.7714

ANE −0.088359 0.6245

CODE MIS 0.05331 0.7775

PSY −0.256476 0.439

ANE −0.099888 0.4511

MIS CODE 0.03382 0.8425

PSY −0.195491 0.1724

ANE 0.10588 0.7471

PSY CODE 0.28893 0.58

MIS 0.18671 0.3453
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Table 4

The results for Hypothesis H2a. The findings indicate the extent to which respondents from a certain HCO

area can distinguish between high and non-high likelihood classes of rules across all HCO areas.

HCO Area δp· p-value

ANE 0.6911 1.22 × 10−8

CODE 0.5214 1.11 × 10−6

MIS 0.3515 1.91 × 10−9

PSY 0.6778 9.33 × 10−8
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Table 5

The results for Hypothesis H2b. The findings indicate the extent to which respondents from a certain HCO

area X are better than respondents from HCO area Y at distinguishing between high and non-high likelihood

rule classes.

HCO Area
δpi - δpj, p-value

X Y

ANE MIS 0.3396 0.00083

CODE MIS 0.1699 0.101

PSY MIS 0.3263 0.0028

ANE CODE 0.1696 0.257

PSY CODE 0.1563 0.280

ANE PSY 0.0133 0.930
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