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A B S T R A C T

Background: Mortality is the most considered outcome for assessing the quality of hospital care. However,
hospital mortality depends on diverse patient characteristics; thus, complete risk stratification is crucial to
correctly estimate a patient’s prognosis. Electronic health records include standard medical data; however,
standard nursing data, such as nursing diagnoses (which were considered essential for a complete picture of the
patient condition) are seldom included.
Objective: To explore the independent predictive power of nursing diagnoses on patient hospital mortality and to
investigate whether the inclusion of this variable in addition to medical diagnostic data can enhance the per-
formance of risk adjustment tools.
Methods: Prospective observational study in one Italian university hospital. Data were collected for six months
from a clinical nursing information system and the hospital discharge register. The number of nursing diagnoses
identified by nurses within 24 h after admission was used to express the nursing dependency index (NDI). Eight
logistic regression models were tested to predict patient mortality, by adding to a first basic model considering
patient’s age, sex, and modality of hospital admission, the level of comorbidity (CCI), and the nursing and
medical condition as expressed by the NDI and the All Patient Refined-Diagnosis Related Group weight (APR-
DRGw), respectively.
Results: Overall, 2301 patients were included. The addition of the NDI to the model increased the explained
variance by 20%. The explained variance increased by 56% when the APR-DRGw, CCI, and NDI were included.
Thus, the latter model was nearly highly accurate (c=0.89, 95% confidence interval: 0.87–0.92).
Conclusion: Nursing diagnoses have an independent power in predicting hospital mortality. The explained
variance in the predictive models improved when nursing data were included in addition to medical data. These
findings strengthen the need to include standardized nursing data in electronic health records.

1. Introduction

The opportunities and challenges created by digitization have led to
a new vision for healthcare organizations, whose actions and decisions
are based on the availability of data and the ability to analyze them [1].
Large amounts of data are generated to maintain patient records and to
fulfill a wide range of functions to improve the quality of healthcare
delivery while reducing related costs [2]. This growing need for quality
of care measurement and cost control has forced researchers to deal
with a large variety of outcome measures [3–7]. According to

Donabedian [8], who conceptualized structure, process, and outcome as
three dimensions of a framework that evaluates the quality of care,
hospital mortality is the most frequently used and most appealing
outcome measure to consider in clinical practice for assessing the
quality of care [9,10].

Predictive models based on variables such as age, sex, type of ad-
mission, medical diagnosis, and comorbidity factors have been proved
to explain variation in hospital mortality rates [11]. However, more
complete risk stratification is crucial to correctly estimate a patient’s
prognosis and fully interpret and understand outcome data, as hospital
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mortality can depend on diverse patient characteristics [12]. For this
reason, mortality should be adjusted for differences in the case-mix by
taking into account data at the patient level, such as urgency of ad-
mission, disease severity, and socioeconomic factors [13,14], as well as
aspects of patient complexity related to functional and psychosocial
problems [15]. The functional and psychosocial problems constitute
some of the main fields of interest for nursing [16,17].

1.1. Background

Electronic information systems should collect all relevant standar-
dized data generated by healthcare professionals, such as nurses and
physicians, to improve the quality and efficiency of services provided to
patients [18]. Unfortunately, today electronic health records include
standard medical data through hospital discharge abstracts, while
standard nursing data are seldom considered and, thus, cannot be used
to investigate the independent contribution of nursing to healthcare
outcomes [19]. Moreover, physicians and nurses use very different
languages, so that both information are needed to differentiate the in-
dependent professional contributions to patient outcomes [19]. Stan-
dardized nursing data able to provide a valid representation of nursing
care and suitable for efficient processing and analysis, such as nursing
diagnoses, are considered essential for a complete picture of the patient
condition [20,21].

The nursing diagnosis synthesizes the nurses’ clinical judgment re-
garding human responses to health conditions or life processes, re-
presenting nurses’ conceptual knowledge [22]. Nursing diagnoses can
describe the patient condition as a series of clinical situations according
to which the nurse provides interventions mostly on his or her own
direct prescription [23]. The nursing diagnosis can be used to represent
overall nursing care [16], as the diagnosis gathers uniform information
about clinical practice across various settings and patient groups [24]
and captures nursing complexity in different phases of hospitalization
(e.g., upon hospital admission) [25–27]. Moreover, nursing diagnoses
have great potential to predict hospital mortality independent of
medical care. However, only a few methods of risk adjustment that
consider nursing diagnoses have been reported and, furthermore, these
studies were quite dated and conducted only in the United States [26].

The objective of this study was to explore the independent pre-
dictive power (that is, the ability to anticipate an outcome) of nursing
diagnoses on hospital mortality controlling for patients’ age and sex,
modality of admission, and comorbidity factors, and to investigate
whether the inclusion of nursing diagnoses in addition to medical di-
agnostic data can enhance the performance of risk adjustment tools.

2. Materials and methods

2.1. Design and setting

This was a prospective observational study carried out in a 1,547-
bed university hospital in Rome, Italy. The study was approved by the
hospital’s ethics committee.

2.2. Data sources

Data were collected from the hospital clinical nursing information
system (Professional Assessment Instrument [PAI]) and the hospital
discharge register, which were matched through a probabilistic
matching process [28] in a single dataset study by using the patient’s
health code and the medical record number as the link variables.

In the PAI, nursing care is recorded according to the structure of the
nursing process (e.g., nursing assessment, nursing diagnoses, and in-
terventions) [29]. A clinical decision support system (the Nursing As-
sessment Form) [30] is embedded in the system to help nurses correctly
identify the 44 NANDA-I [22] nursing diagnoses present in the PAI by
using algorithmic methods based on patient assessment data.

The hospital discharge register was the source for medical data (e.g.,
medical diagnosis, comorbidities, and severity of disease), socio-
demographic and organizational data (patient’s age and sex, modality
of hospital admission), and outcome data (mortality).

2.3. Sample and participants

All patients admitted from July until December 2014 in the medical
(Internal Medicine and Oncology) and surgical (General Surgery and
Thoracic Surgery) wards, where the PAI was implemented, were in-
cluded in the study. The exclusion criteria were: (a) patient transferred
to any other ward during hospitalization, due to the interruption of
nursing data collection (i.e. nursing data were not collected by the PAI);
(b) nursing assessment not filled out; (c) patient with a V64.x
International Classification of Diseases, Ninth Revision-Clinical
Modification (ICD-9-CM) coding at discharge, meaning that the specific
procedure or treatment for which the patient was admitted to the
hospital was not carried out because of unexpected circumstances [31];
(d) patient’s age< 18 years.

2.4. Collected variables

The number of nursing diagnoses identified for each patient within
24 h after admission was used to express the nursing dependency index
(NDI), a measure of nursing dependency for an individual patient. The
higher the number of nursing diagnoses on admission, the higher the
score and thus, the level of nursing dependency [32].

The patient’s medical condition was expressed by the All Patient
Refined DRG (APR-DRG), which expresses the severity of illness and the
risk of mortality as a measure of the complexity of care for a given
medical condition across a diagnosis group. For each APR-DRG, pa-
tients are classified in four subclasses (ranging from 1 to 4) to indicate
minor, moderate, major, or extreme severity of illness (degree of phy-
siologic decompensation or organ system loss of function) and risk of
mortality (the likelihood of dying), respectively. Starting from the APR-
DRG, the APR-DRG weight (APR-DRGw) was calculated with the APR
grouping program from 3M Health Information Systems [33]. The
higher the score, the higher the patient’s severity of illness and the
amount of hospital resources required to care for patients with the same
disease or operation.

The Charlson comorbidity index (CCI) was calculated using the ICD-
9-CM according to the method proposed by Quan and colleagues [34]
for administrative databases. The CCI considers the potential influence
on mortality and resource use of 19 comorbid conditions, weighted
with an inclusive score ranging from 0 to 24.

2.5. Data analysis

The continuous variables (e.g., age, the CCI, the NDI, and the APR-
DRGw) were described as the mean, standard deviation (SD), and
range. The difference between the means was analyzed using the un-
paired Student t-test, after determining whether equal variance could
be attributed to the subgroups according to Levene’s test. The nominal
variables (e.g., sex, modality of hospital admission) were described as a
number and percentage, and analyzed with contingency tables and the
chi-square (χ2) test.

Eight logistic regression models were tested to predict patient
mortality. The first basic model (Model 1) was built by using age,
gender, and the modality of hospital admission as independent vari-
ables. Subsequently, seven models were tested by adding to the pre-
dictors above: the NDI (Model 2), the CCI (Model 3), the APR-DRGw
(Model 4), the CCI and the NDI (Model 5), the NDI and the APR-DRGw
(Model 6), the CCI and the APR-DRGw (Model 7), and the CCI, the NDI,
and the APR-DRGw (Model 8).

The bivariate correlation among the independent variables entered
into the models was investigated with Pearson’s correlation coefficient
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(r). Only little or no correlation was found among the independent
variables (Age vs CCI: r=0.034, p= 0.103; Age vs APR-DRGw:
r=0.057, p= 0.006; Age vs NDI: r=0.116, p < 0.001; CCI vs APR-
DRGw: r=0.183, p < 0.002; CCI vs NDI: r=0.166; p < 0.003; APR-
DRGw vs NDI: r=0.155, p < 0.004). Moreover, multicollinearity
among the independent variables was assessed with the variance in-
flation factor (VIF) and tolerance. A VIF>4 and a tolerance<0.20
indicate multicollinearity [35]. The VIF and tolerance values for all
tested models were ≤ 1.085 and ≥ 0.922, respectively, indicating no
multicollinearity among the independent variables. To obtain a more
normal distribution for data that showed excessive skewness or kur-
tosis, a square-root transformation was performed on the CCI, NDI, and
APR-DRGw. Gender (0 = male; 1 = female) and modality of admission
(0 = elective; 1 = from emergency department) were converted into
dummy variables.

The coefficient of the determination of each model was calculated
based on the Nagelkerke R2. The performance of the logistic models was
measured through the c statistic (equivalent to the area under the re-
ceiver operating characteristic [ROC] curve), a standard measure of the
predictive accuracy of a logistic regression model when the outcome is
binary [36]. Through the c statistic, we measured how well each model
predicted mortality, by interpreting the probability that a randomly
selected patient who died had a score greater than a similarly selected
one who survived [11]. Results of the c statistic were interpreted ac-
cording to the following criteria [37]: c≤ 0.5: non-informative; 0.5< c
≤ 0.7: less accurate; 0.7< c ≤ 0.9: moderately accurate; 0.9< c<1:
highly accurate; and c=1.0: perfect test. A p value of< 0.01 was
considered statistically significant for independent variables that have a
strong association with patient mortality in the regression models. To
assess possible ‘over-optimism’ in the model performance, the internal
validity of the final model (Model 8) was tested by bootstrapping
technique, as this analysis was recommended for estimating internal
validity of predictive logistic regression models [38]. One-thousand
replications of random sampling with replacement by drawing same
size samples (i.e., 2301 subjects) from the original data set were per-
formed. The 95% CI of each covariate was compared to that obtained
by the bootstrapping re-sampling method. The difference between the
bootstrap and the original c-statistics represented the optimism for the
study data set.

Statistical analyses were performed using the software SPSS
Statistics for Windows, version 23.0 (IBM Corp., Armonk, NY, US),
excepted for the bootstrapping procedure that was performed by using
of a web-based software [39].

3. Results

During the study period, 3178 patients were admitted in the wards
studied. After the exclusion criteria were applied, 877 (27.6%) patients
were excluded from the study (Fig. 1). Table 1 shows the main char-
acteristics of the 2301 patients who constituted the study population. In
bivariate analyses, the mortality rate was statistically significantly as-
sociated with older age (deceased: 72.3, SD 16.7; discharged: 62.1, SD
16.1; t = –5.976; p < 0.001), higher CCI (deceased: 2.9, SD 2.6;
discharged: 1.5, SD 2.2; t = –5.296; p < 0.001), modality of admis-
sion (from emergency department: 9.8%; elective: 0.6%; χ2= 116.081;
p < 0.001), higher APR-DRGw (deceased: 1.5, SD 1.0; discharged: 1.0,
SD 0.6; t= –4.664; p < 0.001) and higher NDI (deceased: 8.5, SD 7.4;
discharged: 4.3, SD 4.2; t = –5.432; p < 0.001). No association with
patient’s sex was shown (female: 4.3%; male: 3.8%; χ2 = 0.442; p=
0.506).

Table 2 shows the results of the multivariate analysis. In the eight
models, all considered variables but patient’s sex were statistically
significant predictors (p<0.01) of hospital mortality. Compared to
Model 1, the addition of the NDI increased the explained variance by
19.9%, whereas the explained variance increased by 36.8%, 46.8%, and
56.2% in Models 5, 6, and 8, respectively. The addition of the NDI to

the otherwise most complete predictive model (Model 7) increased the
explained variance by 6.4% (Table 3). Overall, all explored models
were shown to be moderately accurate, with a progressive increase in
predictive accuracy with the transition from Model 1 to Model 8. The
last model (including the APR-DRGw, CCI, and NDI) was nearly highly
accurate (c=0.89). Fig. 2 shows the ROCs for the eight logistic models.

For Model 8, the 95% CIs of the covariates in the bootstrap samples
(age: 1.008–1.056; admission from ED: 6.801–53.045; CCI:
1.224–2.065; APR-DRGw: 3.451–16.273; NDI: 1.169–1.785) were very
similar to those in the original data set, particularly for age, CCI and
NDI (Table 2). The bootstrap optimism estimate was 0.002, thus the c-

Fig. 1. Flow diagram of the participants’ selection process (in brackets: number
of dead).
Note. V64.x ICD9-CM code: patients admitted in hospital for a specific proce-
dure or treatment not carried out because of unexpected circumstances.

Table 1
Descriptive characteristics of the study population (N=2301).

Age (years)§ 62.5 (16.2)
Sex (male)¥ 1,191 (51.8)
Charlson Comorbidity Index§ 1.5 (2.3)
Modality of hospital admission¥

Elective 1,441 (62.6)
From Emergency Department 860 (37.4)

Admission wards¥

Internal Medicine 944 (41.0)
Thoracic Surgery 559 (24.3)
Oncology 436 (18.9)
General Surgery 362 (15.7)

APR-DRG severity of illness¥

Minor 1,091 (47.4)
Moderate 855 (37.2)
Major 327 (14.2)
Extreme 28 (1.2)

APR-DRG risk of mortality¥

Minor 1,442 (62.7)
Moderate 608 (26.4)
Major 220 (9.6)
Extreme 31 (1.3)

APR-DRG weight§ 1.1 (0.6)
Nursing Dependency Index§ 4.5 (4.5)
Mortality¥ 93 (4.0)

APR-DRG=All Patient Refined Diagnostic Related Group.
¥ : number (percentage).
§ : mean (standard deviation).
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statistic of Model 8 corrected for optimism was 0.889, showing a good
internal validity of the model.

4. Discussion

In this study, we demonstrated the independent power of nursing
diagnoses in predicting hospital mortality, after adjusting for patient’s
age, sex, modality of hospital admission, level of comorbidity, and
medical condition as expressed by the APR-DRGw. Each additional
point on the NDI (i.e., each additional nursing diagnosis on admission
identified by nurses) determined a 1.45 times increase in the odds of
hospital mortality (i.e., the odds for hospital mortality are increased by
45%). Moreover, the explained variance of the multivariate models
improved when nursing data were considered in addition to medical
data, with the performance of the logistic model becoming almost
highly accurate in predicting mortality. For this latter model, boot-
strapping showed only a minimal overfitting, confirming the internal
validity of the model and indicating that this model can have similar
performance when applied to population similar to the study sample.

Similarly to previous studies conducted in the United States [40,41],
the number of nursing diagnoses on hospital admission, controlled for

medical and sociodemographic data, was an independent predictor of
mortality in a population of medical and surgical patients. Moreover, in
both studies the joint use of medical and nursing data was more ac-
curate in predicting mortality than the use of either type of data alone.
Finally, very similar results were achieved in the c statistic in the pre-
sent study and in the previously cited studies.

The predictive power of nursing diagnoses on mortality was shown
in another previous larger study by Welton and Halloran that con-
sidered nursing dependency according to daily collected nursing diag-
noses [16]. However, the explained variance reported in that study for
models including nursing diagnoses was higher than that in the present
study. The first possible explanation could be that Welton and Halloran
considered a higher number of identifiable standard nursing diagnoses
(up to 61, compared to 44 on the PAI). The possibility of identifying
more diagnoses may have led nurses to more effectively describe the
level of dependency of the patients. Moreover, in the same study the
presence of each nursing diagnosis was measured daily for the whole
hospital stay. This method, probably, better described the overall
characteristics of patient conditions, because nursing diagnoses are not
stable during hospitalization. Nursing diagnoses not present at admis-
sion may present in the following days, and some nursing diagnoses
identified upon admission may resolve faster than others [42].

However, the nursing diagnoses collected upon admission can serve
as prognostic factor, contributing to identify patients at higher de-
pendency and at higher risk for death. In particular, the strength of the
NDI is that the index identifies mortality risk before death in models
without medical data. Conversely, routinely collected medical data, the
APR-DRG and the CCI are scored after patient death and thus, have no
value as an early prognostic factor.

Most importantly, the present findings underscore that nursing care
cannot be considered implicitly embedded in the medical condition
[6,19]. Nursing and medical diagnoses pursue different goals and in-
volve different application methodologies. Thus, what it means to di-
agnose is different for a nurse from what it means for a physician. A

Table 2
Logistic regression models to predict patient mortality (N=2301).

Model Variables B (SE) Wald χ2 OR (95% CI) p-value

# 1 Age 0.030 (0.008) 14.861 1.030 (1.015–1.046) < 0.001
Adm. from ED 2.666 (0.357) 55.714 14.387 (7.143–28.976) < 0.001

# 2 Age 0.027 (0.008) 11.796 1.027 (1.012–1.043) 0.001
Adm. from ED 2.507 (0.359) 48.702 12.268 (6.067–24.806) < 0.001
NDI 0.508 (0.096) 27.907 1.662 (1.377–2.007) < 0.001

# 3 Age 0.031 (0.008) 13.982 1.031 (1.015–1.048) < 0.001
Adm. from ED 2.638 (0.360) 53.808 13.983 (6.911–28.295) < 0.001
CCI 0.671 (0.119) 31.768 1.956 (1.549–2.470) < 0.001

# 4 Age 0.030 (0.008) 13.587 1.030 (1.014–1.047) < 0.001
Adm. from ED 2.481 (0.370) 58.802 17.126 (8.286–35.398) < 0.001
APR-DRGw 2.432 (0.339) 51.420 11.379 (5.854–22.119) < 0.001

# 5 Age 0.028 (0.008) 11.664 1.029 (1.012–1.046) 0.001
Adm. from ED 2.518 (0.362) 48.487 12.400 (6.105–25.188) < 0.001
CCI 0.567 (0.122) 24.018 1.817 (1.431–2.307) < 0.001
NDI 0.438 (0.099) 19.601 1.549 (1.276–1.881) < 0.001

# 6 Age 0.027 (0.008) 11.295 1.028 (1.011–1.044) 0.001
Adm. from ED 2.718 (0.375) 51.517 15.153 (7.265–31.605) < 0.001
APR-DRGw 2.204 (0.346) 40.632 9.059 (4.601–17.839) < 0.001
NDI 0.413 (0.099) 17.518 1.511 (1.245–1.833) < 0.001

# 7 Age 0.031 (0.008) 13.630 1.032 (1.015–1.049) < 0.001
Adm. from ED 2.772 (0.371) 55.784 15.994 (7.727–33.105) < 0.001
CCI 0.512 (0.122) 17.671 1.669 (1.315–2.120) < 0.001
APR-DRGw 2.136 (0.356) 35.987 8.465 (4.213–17.009) < 0.001

# 8 Age 0.029 (0.008) 11.641 1.029 (1.012–1.046) 0.001
Adm. from ED 2.672 (0.375) 50.865 14.469 (6.943–30.153) < 0.001
CCI 0.461 (0.124) 13.775 1.585 (1.243–2.022) < 0.001
APR-DRGw 1.963 (0.362) 29.457 7.118 (3.504–14.459) < 0.001
NDI 0.369 (0.101) 13.448 1.446 (1.187–1.760) < 0.001

Sex: not significant in all models.
Adm. from ED=Admission from Emergency Department. NDI=Nursing dependency index. CCI=Charlson comorbidity index. APR-DRGw=All Patient Refined
Diagnostic Related Group weight.

Table 3
Summary of R2 and c-statistics for the explored logistic regression models.

Model R2 p-value c-statistic (95% CI) p-value

# 1 0.201 < 0.001 0.823 (0.782–0.863) < 0.001
# 2 0.241 < 0.001 0.855 (0.825–0.885) < 0.001
# 3 0.248 < 0.001 0.860 (0.830–0.891) < 0.001
# 4 0.270 < 0.001 0.868 (0.833–0.903) < 0.001
# 5 0.275 < 0.001 0.877 (0.850–0.903) < 0.001
# 6 0.295 < 0.001 0.880 (0.851–0.910) < 0.001
# 7 0.295 < 0.001 0.882 (0.852–0.912) < 0.001
# 8 0.314 < 0.001 0.891 (0.865–0.918) < 0.001

CI= confidence interval.
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medical diagnosis deals with disease, providing information about the
patient’s pathology, while a nursing diagnosis describes the compre-
hensive impact of illness on each individual, by considering health from
a different and wider perspective. For example, nursing diagnoses in-
tercept pathophysiologic conditions (e.g., acute or chronic pain, mental
confusion, impaired skin integrity, impaired swallowing, ineffective
airway clearance, or imbalanced nutrition), or a patient’s functional
status (e.g., urinary and bowel incontinence, impaired physical mobi-
lity, or self-care deficits), or conditions that could compromise a pa-
tient’s ability to effectively cope with impaired health conditions (e.g.,
anxiety, fear, disturbed body image, or ineffective coping) not con-
sidered by medical classification. In addition, a nursing diagnosis con-
siders the concrete threat that a certain unwanted situation may occur
(risk diagnosis), toward which prevention strategies must be im-
plemented. Furthermore, although the medical diagnosis (e.g., pneu-
monia) is a discrete condition established at a particular point in time,
nursing diagnoses can show changes in a patient’s state of health and/or
dependence across time. Consequently, patients with the same medical
diagnosis may receive very different nursing diagnoses over time [43].
The effect of a nursing diagnosis (i.e., a human response diagnosis) may
influence patient outcomes differently from the effects of a disease-
based diagnosis [6]. The study data showed that mortality is in-
dependently related to medical and nursing conditions.

The present findings strengthen the need to include standardized
nursing data in electronic health records to improve predictive models
for patient hospital outcome. As well as on the prognostic level, the
availability of standardized nursing data can have important implica-
tions for issues such as funding nursing care, planning adequate nursing
resources, and determining nursing’s contribution to healthcare quality
[44–46]. Accordingly, nurses should actively pursue the development
of individual professional performance metrics, analysis, benchmarks,
and practice standards before they are mandated by payers and pol-
icymakers [47].

4.1. Limitations

Results should be generalized with caution because the study was
conducted in a single hospital by considering only patients admitted to
four medical-surgical wards and having their entire hospital stay in a

single ward. Thus, the external validity of this study should be con-
firmed by applying the predictive models to external data-set involving
different settings and populations.

Only a limited number of nursing diagnoses available in the
NANDA-I Taxonomy were included in the PAI system; although in
hospital practice nurses might to employ a limited set of nursing di-
agnoses even when the entire Taxonomy is available [48], this fact may
have prevented to record additional nursing diagnoses, thus under-
estimating the level of nursing dependency. As the NDI is dependent on
the number of diagnoses registered, a potential concern exists that the
method for identifying and recording nursing diagnoses could have
been different among wards. Since all nurses identified the diagnoses
using the same clinical decision support system (Nursing Assessment
Form), a good uniformity in the identification of the diagnoses should
have been ensured. Moreover, other standard nursing data such as
nursing interventions that can have a relationship with the outcome
[49] were not analyzed in this study; this fact must be taken into ac-
count when interpreting the results.

5. Conclusion

Nursing data complement medical data and have a significant in-
dependent prognostic impact on the prediction of hospital mortality.
Including standard nursing data, such as nursing diagnoses, in elec-
tronic health records is essential to improve predictive models, as well
as to summarize specific aspects of patients’ complexity.

Future challenges for research should consider the standardization
of a method for collecting data, making available wider lists of nursing
diagnoses in electronic health records, and establishing the timing
where nursing diagnoses are identified (e.g., upon admission and/or
during the entire hospital stay). Moreover, based on the number or the
pattern of nursing diagnoses identified on admission, different care
strategies could be tested to assess the possibility of preventing patient
risk of mortality as predicted by the level of nursing dependency.
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Fig. 2. Comparison of ROC curves for the explored logistic regression models (see Material and Methods for details).
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Summary points
What was already known on the topic

• Mortality is frequently considered as an outcome measure for
assessing the quality of hospital care, but a risk stratification
comprising different patient characteristics is crucial to
correctly interpret outcome data.
• Risk stratification is normally adjusted according to standard
medical data, while standard nursing data are seldom in-
cluded.
• The nursing diagnosis can be used to represent overall nursing
care and captures nursing dependency in different phases of
hospitalization.

What this study added to our knowledge

• Nursing diagnoses have an independent power in predicting
hospital mortality, after adjusting for patient’s age, sex,
modality of hospital admission, level of comorbidity, and
medical condition.
• The explained variance and the accuracy of the predictive
models improved when nursing data were included in ad-
dition to medical data.
• Including standard nursing data in electronic health records is
essential to improve predictive models, and to summarize
specific aspects of patients’ dependency.
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