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ABSTRACT

MULTIVIEW VIDEO COMPRESSION WITH 1-D TRANSFORMS

Karasoy, Burcu
M.Sc., Department of Electrical and Electronics Engineering
Supervisor : Assist. Prof. Dr. Fatih Kamigh

June 2013, 57 pages

In previous research, it has been shown that motion-compensated prediction residuals can have 1-D
structures in many regions and that 1-D directional DCTs can compress such regions more efficiently
than the conventional 2-D DCT. In this thesis, we analyze the spatial characteristics of the disparity
compensated prediction residuals and the analysis results show that, similar to motion compensated
prediction residuals, many regions of disparity compensated prediction residuals also have 1-D struc-
tures. Thus, we apply 1-D directional DCTs for compressing disparity compensated prediction resid-
uals in this thesis. To show the achievable compression efficiency gains from using these transforms,
we modify the reference software of the Multiview Video Coding (MVC) extension of H.264 so that
each residual block can be transformed either with one of the 1-D DCTs or the conventional 2-D DCT.
Experimental results indicate that the overall compression efficiency increases.

Keywords: Discrete cosine transforms, Disparity compensation, Video coding
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1B DONUSUMLER iLE COK BAKISLI VIDEO SIKISTIRMA

Karasoy, Burcu
Yiiksek Lisans, Elektrik ve Elektronik Miihendisligi Bolimii
Tez Yoneticisi : Yrd. Dog¢ Dr. Fatih Kamiglh

Haziran 2013, 57 sayfa

Son yillarda yapilan ¢alismalar hareket-telafili kestirim artiklarinin bir¢ok bolgesinde pikseller arasi
ilintilerin tek boyutlu oldugunu ve 1-B yonsel ayrik kosiniis doniistimlerinin (AKD) bu kestirim artik-
larin1 2-B AKD’den daha iyi sikigtirabildigini gostermistir. Bu ¢alismada disparite-telafili kestirim
artiklarindaki mekansal ilintiler incelenmis ve hareket-telafili kestirim artiklar gibi disparite-telafili ke-
stirim artiklarinin da bir¢ok bolgesinde tek boyutlu ilintiler oldugu tespit edilmistir. Bu analizden yola
cikilarak 1-B yonsel AKD’ler disparite-telafili kestirim artiklarinin sikistirilmasinda kullanilmigtir. Bu
kullanimin sikigtirma performansini arttirdigini gosterebilmek icin H.264’iin ¢ok bakigl videolarin
sikigtirllmasini iceren genigletilmig referans yazilimi kullanilmigtir. Bu yazilim her bir artik blogunun
transformunun 1-B AKD’lerin biri ya da 2-B AKD kullanilarak alinabildigi hale getirilmistir. Elde
edilen deney sonuglar1 bu kullanimin genel sikigtirma performansin arttirdigini gostermektedir.

Anahtar Kelimeler: Ayrik kosiniis doniisiimii, Disparite telafisi, Video kodlama
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CHAPTER 1

INTRODUCTION

The goal of video compression is to represent video data with a minimum number of bits while keeping
picture quality at a sufficient level for a given application. Raw video data contains a significant amount
of redundant information, and video compression is achieved by removing the redundant information.
The major sources of redundancies are temporal redundancy and spatial redundancy. Temporal re-
dundancy results from correlation between two adjacent frames. Similarly, neighboring pixel values
within the same frame are correlated, and this correlation is the source of spatial redundancy.

This thesis is mainly concerned with multiview video compression. In multiview video compression,
a scene is captured with multiple closely-placed cameras to generate a feeling of depth when the video
is played back as a 3-D video. The frames captured at the same time instants by each of these cameras
contain redundant information, as these frames contain the same scene at the same time instant from
slightly different perspectives. This redundancy which presents only in multiview videos is called
inter-view redundancy.

The redundant information is reduced using different methods. Spatial redundancy can be reduced
using transforms such as discrete cosine transforms and wavelet transforms. Another way of reducing
spatial redundancy is intra prediction. In this method, each block is predicted from previously coded
neighboring blocks within the same frame. Furthermore, temporal redundancy is exploited by pre-
dicting the current frame from previously encoded frames; this method is called motion compensation
prediction. Similarly, inter-view redundancy is also reduced with the prediction technique, namely, dis-
parity compensation prediction. In disparity compensation prediction, the current frame is predicted
from a previously coded frame in a neighboring view.

The difference between predicted and original values is called prediction residuals. In many cases, the
prediction is not accurate enough, and the prediction residuals are also coded. Prediction residuals also
have some spatial redundancy, and in order to exploit this kind of redundancy, the prediction residuals
are transformed. The main focus of this thesis is the transformation of the prediction residuals.

2-D Discrete Cosine Transform (DCT) is commonly used in video compression for the transformation
of residuals. Many years ago, when digital images and video compression began to be studied, 2-D
Discrete Cosine Transform (DCT) was in fact used in image compression [38]. It was directly applied
to the image intensities without prediction. In many regions of typical images, pixel intensities vary
smoothly. In these regions, high spatial 2-D correlation exists between pixel intensities. 2-D DCT
can remove this correlation well since its smooth basis functions may provide a good representation of
smoothly varying regions, therefore, 2-D DCT is effective at compressing image intensities.

In recent video compression standards such as H.264/AVC, 2-D DCT is also used to transform resid-



uals. However, images and prediction residuals may have different spatial characteristics. Smoothly
varying regions in images can be predicted well, and these regions may constitute a small fraction of
residuals. A significant part of the residuals comes from high contrast regions, such as object bound-
aries or edges, which cannot be predicted well. Therefore, 2-D correlation between residual pixels is
smaller than images, and most of the residual energy is concentrated on these specific regions. Because
the statistical characteristics of the residuals in such regions may be different from the smooth image
regions, 2-D DCT may not perform well in such regions of residuals, and more efficient transforms
can be used for the compression of such regions of the prediction residuals.

Spatial characteristics of the motion compensation residual have been previously investigated in [1].
By referring to these analysis results, 1-D directional transforms have been designed for compressing
the motion compensation residuals, and it has been demonstrated that using 1-D directional transforms
for compression of the motion compensation residuals increases overall compression efficiency. In
this thesis, the spatial characteristics of the disparity compensation residuals transformed in multi-
view video compression are analyzed and compared with the characteristics of the images and motion
compensation residuals. Based on the analysis results, 1-D directional transforms are proposed for
compression of disparity compensation residuals besides the compression of motion compensation
residuals.

1.1 Overview of Thesis

This thesis is composed of six chapters, including the introduction chapter. The second chapter is
focused on previous work related to this thesis. Firstly, brief information about video compression
is given, and the H264/MPEG-4 AVC video compression standard is discussed with its Multiview
Video Coding (MVC) extension. Then, the characteristics of motion compensation (MC) residuals are
analyzed based on previous research. In the final section of this chapter, 1-D directional transforms
proposed for compressing of MC residuals in [1] are introduced. In the third chapter, the characteristics
of disparity compensation (DC) residuals are investigated in detail. At the end of this chapter, based on
the analysis results, 1-D transforms are also proposed for compression of DC residuals. To evaluate the
performance of the proposed transforms, 1D directional transforms were implemented in reference to
the multiview video codec of H.264/AVC. Chapter four gives details of this implementation. Chapter
five presents the experimental results obtained with a comparison of both the conventional multiview
coding system (which uses 2-D DCT) and modified multiview coding system (which uses 2-D DCT
and 1-D directional transforms). Finally, chapter six summarizes the thesis and suggests ideas to
increase the performance of the proposed transforms.



CHAPTER 2

PREVIOUS RESEARCH

This chapter provides a brief background on video compression and discusses previous research related
to this thesis. Section 2.1 presents the basics of the video compression and the H264/MPEG-4 AVC
video compression standard with its Multiview Video Coding (MVC) extension. Section 2.2 provides
analysis results of the MC residual and introduces the 1D transforms used for the compression of the
MC residual.

2.1 Video Compression

2.1.1 Overview Of Video Compression

In today’s world, there is growing need for transmission and storage of videos. Before transmission
and storage processes, it is required to compress the video since raw video has an excessive amount of
data. For example, 24 fps progressive raw video in size of 1280x720 with 24 bits color depth requires
1.59 Gbps transmission speed, and 5 minutes of this video requires 59.72 GB memory [18].

Video compression can be defined as the representation of the video data using fewer numbers of bits.
Video compression techniques are based on exploiting redundancies in the video data such as spec-
tral, coding, spatial, temporal and inter-view redundancies. Spectral redundancy is due to correlation
between different color planes, and transformations between color planes can be used to reduce this
type of redundancy. Coding redundancy is the extra amount of bits used to represent a given sequence
of data. Entropy coding techniques such as Huffman coding and arithmetic coding are used to reduce
coding redundancy [24].

The correlation between neighboring pixel values within the same frame is the source of spatial redun-
dancy. This type of redundancy can be reduced using discrete cosine transform or wavelet transforms.
These transforms are also used in image compression to exploit spatial redundancy. Intra prediction
is another way of reducing spatial redundancy and this method is used in recent video compression
standards. In this approach, each block is predicted from previously coded neighboring blocks within
the same frame, and the prediction residual is transformed.

Temporal redundancy arises from the similarities between two adjacent frames since in typical se-
quences, adjacent frames differ slightly. The correlation between two consecutive frames can easily
be seen in Figure 2.1. In order to reduce this type of redundancy, most video coders predict the local
region of the current frame from previously encoded frames, and this technique is known as motion
compensation. In this approach, generally translational motion is assumed. Especially in stationary



(a) View 0 - Frame 15 of the Exit video sequence (b) View 0 - Frame 14 of the Exit video sequence

Figure 2.1: Frames which show the correlation between two adjacent frames [6].

(a) View 0-Frame 15 of the Exit video sequence (b) View 1-Frame 15 of the Exit video sequence

Figure 2.2: Frames which show the correlation between neighboring views [6].

and slowly moving smooth regions, motion compensation produces effective results. On the other
hand, in unsmooth regions such as edges and texture regions, this technique can produce large predic-
tion errors.

In multiview video coding, a scene is recorded from different perspectives by closely placed cameras.
The images captured from these cameras at the same time are highly correlated. Figure 2.2 shows the
correlation between two views. This type of redundancy is called inter-view redundancy, and it is sim-
ilar to temporal redundancy. The correlation between views is reduced using disparity compensated
prediction, which is also similar to motion compensated prediction. In disparity compensated predic-
tion, the current frame is predicted from a previously coded frame in a neighboring view, whereas in
motion compensated prediction, the current frame is predicted from a previously coded frame in the
same view [2]. Like motion compensated prediction, disparity compensated prediction works well in
smooth regions and can produce a significant amount of prediction errors in unsmooth regions.

In this section, inter-view, inter-picture and intra-picture redundancies and predictions are explained.
However, this study is mainly focused on inter-view and inter-frame predictions. In video compression,
besides prediction information, prediction errors also need to be coded. Especially in the regions where
inter-view and inter-picture prediction produce a significant amount of errors, coding of residuals
becomes important.



2.1.2 Overview of H264/MPEG-4 AVC

In the implementation step of this thesis, H.264/AVC codec is used. H.264/AVC is the newest video
coding standard of the ITU-T Video Coding Experts Group and the ISO/IEC Moving Picture Experts
Group [9] which provides better compression performance compared with previous standards [9]. In
this part, steps of the video compression with H.264/AVC are explained shortly.

In general, a video compression system consists of an encoder which converts video into a compressed
format and a decoder which converts video back into an uncompressed format. H264 syntax does not
include encoder steps, but in practice, encoder process is the mirror of the decoding process. Figure
2.3 represents the encoding and decoding steps [5].

Video source—» Prediction

h 4

Transfoorm [—»  Encode

Transmit or store
VIDEO DECODER (H.264 syntax) :

Inverse
Transform

Video outputq—i— Reconstruct |«

...............................................................................................................................................

Scope of H.264/AVC standard

Figure 2.3: The H264/MPEG-4 AVC encoding and decoding processes [5].

In the sampling structure of H.264, which is called 4:2:0 sampling, number of chroma components is
one forth of the number of luma components. Codec steps of luma and chroma components have some
differences, and for simplicity, only codec steps of luma components are discussed in this section.

Before the prediction step, a frame is split into macroblocks of 16x16 pixels. Macroblocks are the basic
blocks of a codec. In the prediction process, each macroblock is predicted from previously coded parts
of the current frame (intra prediction) or previously coded frames (inter prediction). Prediction process
does not have to be performed on the full macroblock. Smaller blocks can be used in the prediction
step. H.264 is more flexible than previous standards in prediction block sizes. Intra prediction can be
made on 16x16 or 4x4 blocks, and inter prediction can be made on 16x16, 16x8, 8x16, 8x8 blocks
where 8x8 blocks also can be divided into 4x4 blocks. While frames coded using intra prediction are
named as I Frame, frames coded using intra and inter prediction are named as P and B frames. In
B frames, a predicted block can be taken as the weighted average of two predicted blocks which are
predicted from two different reference blocks, and this type of blocks are named as bi-predicted blocks.

After the prediction step, residuals, which are the differences between the prediction of the macroblock
and the original macroblock, are transformed using 8x8 or 4x4 2D DCT. Next, coefficients, which are
the output of the transform, are quantized using quantization parameter (QP), i.e. each coefficient
is divided by QP and rounded to the nearest integer. Increase in QP increases compression ratio and
decreases picture quality. Transformation and quantization steps are combined as the integer transform



[9]. As the last step of the coding process, quantized coefficients are encoded using variable length
coding or arithmetic coding. Quantized coefficients are not only data needed to be encoded; all other
data that decoder needs to reconstruct the block, such as the reference and block size of the estimation,
is also encoded.

At the decoder side, information sent as an H.264 stream from the encoder is decoded. Quantized
transform coefficients are re-scaled and with the inverse transformation of these re-scaled coeficients,
residual macroblock is obtained. Using intra prediction or inter prediction, decoder predicts the mac-
roblock and adds residual data to reconstruct the decoded macroblock [5].

Block-based approach in H.264 can cause visually disturbing discontinuities at the block boundaries.
These artifacts are known as blocking effects. To reduce these effects, adaptive in-loop deblocking filter
is performed in H.264. The filter is applied after the inverse transform in the encoder and decoder. [9].
Since the filtered frames are used as reference frames, encoder and decoder have to perform identical
filtering to stay in synchronization.

2.1.3 Extending H264/ MPEG-4 AVC For Multiview

Due to the increasing interest in multiview video, ITU-T Video Coding Experts Group and the ISO/IEC
Moving Picture Experts Group has published multiview video coding (MVC) technology as an exten-
sion of H264/ MPEG-4 AVC that presents the technique for the compression of multiview videos. Be-
cause MVC is an extension of H264/ MPEG-4 AVC, in this section, all encoder and decoder processes
will not be repeated, only basic differences of MVC from H264/ MPEG-4 AVC will be explained. In
this thesis, the term MVC is used for the multiview extension of H264/ MPEG-4 AVC.

The main aim of MVC is to increase multiview compression efficiency using redundancy between
views. For this purpose, it enables inter-view prediction. Figure 2.4 shows a sample prediction struc-
ture.

Left

View /|\
Right
View /|\

Figure 2.4: Sample prediction structure for MVC. [2]

MVC design includes one “base view* coded independently of other views, and this view can be
reconstructed using decoders which do not have multiview support. As expected, while coding base
view, inter-view prediction is not used. Frames are encoded using intra-frame prediction and inter-
frame prediction. The left view in Figure 2.4 is an example of base view. Inter-view prediction can
be used for coding views other than base view. In prediction step, the best reference frame is selected
from the candidate list composed of inter-frame and inter-view references. Consider the right view in
Figure 2.4. P frame in right view is predicted from I frame in left view using inter-view prediction.
First B frame in right view is predicted from first B frame in the left view and P frame in right view. In
MVC, each block in a B frame of the right view can be predicted either from a previous frame in the
right view and/or from the adjacent frame in the left view.



2.2 Coding of MC Residual

2.2.1 Motion Compensation

Motion compensation (MC) is used to reduce bitrate by using the correlation along the temporal di-
mension in the video signal. This technique is based on predicting a local region of the current frame
from previously encoded frames. Encoder estimates the motion between previously encoded frames
and current frame. Although there are many motion compensation algorithms, in this section, block
matching method will be discussed because it is used in H264/ MPEG-4 AVC.

In the block matching algorithm, frame is divided into blocks, and for each block, the best matching
block from previously encoded blocks is determined. Estimated motion between current block and
best matched block is mostly referred as motion vector (MV).

Since all pixels in the block are predicted using the same motion vector, size of the block is critical
in block matching method. In H264/AVC, 16x16, 16x8, 8x16 and 8x8 blocks are available, and 8x8
blocks can be further divided into 8x4, 4x8 or 4x4 blocks.

It is possible to make integer pixel and fractional pixel accurate prediction with the block matching
algorithm. Searching best matching block in original resolution gives integer pixel accuracy. Us-
ing interpolation while searching the best matching block gives fractional pixel accuracy [32]. In
H264/MPEG-4 AVC, quarter-pixel accurate motion compensation is used [9]. Typically, fractional
pixel accurate motion compensation gives better results compared to integer pixel accurate motion
compensation because motion vector between two video frames is not generally integer multiples. The
difference between the two methods can also be seen in Figure 2.5. This figure includes current frame,
reference frame, integer-pixel accurate MC residual and quarter-pixel accurate MC residual. It can
be observed the quarter-pixel accurate MC residual has smaller components compared to integer-pixel
accurate one.

Motion compensation can also be achieved using more than one previously encoded frame. In this
approach, predicted block is the weighted average of two predicted blocks which are predicted from
best matching blocks. This method is named as multihypothesis motion compensation [25, 29, 31]. In
H264/MPEG-4 AVC, multihypothesis motion compensation is available for B frames.
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(a) Current frame (b) Reference Frame

(c) Integer-pixel accurate MC residual (d) Quarter-pixel accurate MC residual

Figure 2.5: Frame 151 of Foreman sequence, its reference frame which is frame 150 of Foreman
sequence, integer and quarter-pixel accurate MC residuals with 8x8 blocks [19].

2.2.2 Empirical Analysis of the MC Residual

In many cases, motion compensated prediction is not accurate enough, and the motion compensated
prediction residual is also coded. To code the motion compensation residual efficiently, the character-
istics of the residual have to be investigated. This section includes the empirical analysis of the MC
residual based on the study in [1]. Motion estimation residual has different characteristics in smooth
regions, texture regions and edges or object boundaries. In the remaining part of this section, each
characteristic is examined one by one. In this investigation, a sample original frame, reference frame,
predicted frame and prediction residual frame in Figure 2.6 are utilized. Original frame and reference
frame are frame 11 and 10 of Stefan sequence at CIF (352x288) resolution [19].

Generally, motion estimation algorithms are successful in predicting smooth regions such as smooth
backgrounds. Motion compensation residual of these regions is smaller than texture regions, edges
and object boundaries. This is because even if the motion between current and reference frames is not
translational, high correlation between pixels of the block to be predicted enables successful motion
estimation. Typically, residuals of smooth regions are not coded. Court floor in Figure 2.6 is a good
example of the smooth region. Prediction residual in the court floor is almost zero.



In Figure 2.6d, details of the texture regions of the original frame can be seen easily, and this means
that prediction is not quite successful in these regions. On the other hand, unlike original frame, only
high contrast components of texture regions are visible in residual frame; mean value of the texture
regions is predicted well.

Like texture regions, edges or boundary of the objects cannot be predicted well using motion com-
pensated prediction. Since generally motion between video frames is not translational, and motion
prediction assumes translational motion, high magnitude motion compensation residuals present in
edges or boundary of the objects. These residuals have 1D characteristic. For example; humans and
letters in 2.6a transform into 1D structures after motion estimation.

In summary, characteristics of image and motion compensation residual have some differences. In
image, most of the local region has 2D structures. On the other hand, motion compensation residual
has three different characteristics. In motion compensation residual, pixel values of many local regions
are almost zero. Residuals originated from object boundaries and edges form the significant portion
of non-zero prediction residual, and these residuals have 1D characteristics. Residuals of the detailed
regions are similar to images except the mean.

(b) Reference Frame

(c) Reconstructed Frame (d) Motion Compensation Residual

Figure 2.6: Frame 11 of Stefan sequence, its reference frame which is frame 10, reconstructed frame
obtained by 8x8 motion compensated prediction of frame 11 from frame 10 and the prediction residual
[19].



2.2.3 Auto-covariance Analysis of MC Residual

In the previous section, characterizations of MC residual are analyzed empirically. It has been dis-
cussed that while local regions of the image have 2D anisotropic structures, local region characteristic
of the MC residual is different. This chapter reviews the statistical characteristics of the MC residual
based on the studies in [1] and [38].

To analyze the characteristics of the images statistically, many models have been used. One of these
models is Markov-1 model. Stochastic processes whose conditional distribution depends only finite
number of past values have Markov property. If conditional distribution of the signal depends on only a
single past value, the signal can be named as Markov-1 signal. Auto-covariance equation of stationary
Markov-1 signal is shown in equation 2.1 [38].

c{y = p" (2.1)

In the equation, I is the distance between the two points of which the auto covariance is computed, and
p is the correlation parameter. p can take the values between 0 and 1. In [38], decorrelation transform
is calculated for this auto-covariance equation and this transform becomes DCT when correlation
approaches the maximum (p — 1). Using separable construction, auto-covariance equation of 2D
stationary Markov-1 signal can be obtained as equation 2.2 [1].

Cy(1,J) = plf'p 2.2)

In this separable model, I and J represent horizontal and vertical pixel distances, p; and p, represent
the horizontal and vertical correlation parameters. Decorrelation transform of this auto-covariance
equation is also 2D DCT when correlation reaches its maximum (o; — 1 and p, — 1) [1].

Correlation parameters for images are expected to be high because of the high spatial correlation
between pixels. Taking correlation parameters as p; = p, = 0.95 is an acceptable approximation for
typical images [38], and these analyses explain the success of the 2D DCT in image compression.

MC residual has been also modeled with Markov-1 model and smaller correlation coefficients than
0.95 have been found [40]. This shows that decorrelating MC residual with 2D DCT is not effective as
decorrelating image with 2D DCT.

In [1], MC residuals are modeled using a generalized auto-covariance model. This model is direc-
tionally adaptive and provides an additional degree of freedom around axes with parameter §. The
generalized model is given by equation 2.3 [1].

Icos(@)+Tsin()| |~Isin(6)+Jcos(®

Cg(e, 1’ J) — pll cos(0)+J sin( )\p\z sin(0)+Jcos(0)| (23)

The aim of the generalized model is to capture local anisotropic features by rotation around axes.
When 6 is taken as 0, the separable model is obtained.

To compare separable model and generalized model, image and MC residual are modeled by estimating
the model parameters for each 8x8 block as in [1]. Firstly, a non-parametric auto-covariance of each
8x8 block is estimated. For this purpose, the mean is removed, the auto correlation is found, and each
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correlation element is divided by the number of overlapping points. Secondly, the parameters 6, p;
and p,, which make the mean square error between the non-parametric auto covariance estimate and
models minimum, are calculated. In this calculation p; is taken as the larger correlation parameter, 6
takes the values between 0 and 180.

In this thesis, original image and residual in Figure 2.6 are modeled with the separable model and the
generalized model as described in [1]. Figure 2.7 shows modeling plots. In these plots, each point
represents a p; p, pair estimated from one 8x8 block. Color of the point depends on estimated 6 of the
point. If 6 of the point is 0, the point is represented by black. When 6 goes from 0 to 180, color of the
point becomes lighter and goes from black to blue.

Figure 2.7a and Figure 2.7b are obtained by modeling the image in Figure 2.6a with the separable
model and the generalized model. In Figure 2.7a, positions of points are more scattered and fewer
points have a p; larger than 0.5 in compared to Figure 2.7b. These two observations mean that the
generalized model is more successful than the separable model at modeling images. This is because
modeling with less variety of the parameters is an indicator of more efficient image compression and
having more points which have p; larger than 0.5 is an indicator of capturing high correlation more
successfully. In generalized model plot, the points in the region where p; is larger than 0.5 have many
different colors. This variety shows that the generalized model can capture high correlations in the
images in many directions.

Figures 2.7c and 2.7d are obtained by modeling the MC residual in Figure 2.6d with the separable
model and the generalized model. Comparison of Figures 2.7c and 2.7d gives the MC residual model-
ing capability of the separable model and the generalized model. In the plot of separable model, points
tend to have p; and p; smaller than 0.5. On the other hand, points tend to have p; larger than 0.5 and
p2 smaller than 0.5 in the plot of generalized model. Contrary to the separable model, the generalized
model catches the correlation on the MC residual along the direction of p;. This means that the MC
residual has 1D structures, and the generalized model can capture these 1D structures. Also, difference
in the colors of the points shows that these 1D structures can have different directions.

Comparison of Figures 2.7b and 2.7d gives statistical differences between image and MC residual. In
the region where both p; and p, are smaller than 0.5, Figure 2.7d has more number of (p;,0,) pairs
than Figure 2.7b. The smaller correlation parameters are indicators of the smaller correlation between
neighboring pixels in MC residuals compared to images. Furthermore, in the region where p; is larger
than 0.5, MC residual plot has smaller p, values. It means that MC residual pixels have less 2D
correlation compared to image pixels, MC residual pixels mostly have 1D correlation.

In summary, the generalized model is generalized form of the separable model, this model provides
an additional degree of freedom around axes. Due to an additional degree of freedom, the generalized
model is more successful than the separable model on capturing the correlation between pixels in both
images and MC residuals. Generalized model plots indicate that image and MC residual have different
characteristics. Generally, image tends to have 2D structures, and MC residual tends to have significant
amount of 1D structures.
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(a) Separable Model, Image

(b) Generalized Model, Image

(c) Separable Model, MC residual
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(d) Generalized model, MC residual

Figure 2.7: Plots of correlation parameters (p; and p;) estimated using the separable and the general-
ized models. Figures 2.7a and 2.7b are obtained from using previous image in Figure 2.6a. Figures
2.7c and 2.7d are obtained from using previous motion compensation residual in Figure 2.6d. Colors
of the points in generalized model depend on estimated 8 of the point. If 8 of the point is 0, the point
is represented by black. When 6 goes from 0 to 180, color of the point becomes lighter and goes from

black to blue.
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2.2.4 Direction-Adaptive 1D-Transforms

Analyses in Section 2.2.2 demonstrate that residuals originated from object boundaries or edges form
a significant amount of the MC residual. In this type of MC residual regions, pixels are correlated in
one directional way. Statistical analysis in Section 2.2.3 supports this observation with the general-
ized model plot of MC residuals which shows that MC residuals consist a significant amount of 1D
structures. Hence, 2D DCT may not be the optimum choice for decorrelating such regions of the MC
residual.

By considering the characteristics of the MC residual, directional 1D transforms for 4x4 and 8x8
block sizes were designed in [1] to exploit 1D correlations in MC residuals, and code the MC residuals
more efficiently. Sets of directional transforms can be seen in Figures 2.8 and 2.9. Moreover, some
experiments are conducted by modifying H264/AVC codec to find out the effect of proposed transforms
on compression efficiency.

In conventional H264/AVC codec, each macroblock is coded using one of the motion compensa-
tion block sizes which are 16x16, 16x8, 8x16, 8x8 [9]. Decision on the block size is made using
Lagrangian-based rate distortion optimization. Only 2D DCT is used for the transformation of the
motion compensation residual. In the modified H264/AVC, MC residuals can be transformed using
one of the direction adaptive 1D transforms or 2D DCT. 2D DCT is still kept as an option because
the 2D DCT is a globally good transform, and in many regions that do not have strong 1D anisotropic
features, 2D DCT gives better results.

Figure 2.10 is used to explain usage of transforms more explicitly. Residual image in Figure 2.10
is the same with residual image in Figure 2.6. On the right of the residual image, four zoomed 8x8
residual blocks can be seen. Each block has different spatial characteristics. Sample block one has high
magnitude textured components, and it is expected that in this kind of textured regions, 2D DCT gives
better results compared to proposed 1D transforms. Sample block two has horizontally correlated
pixels, and ninth 8x8 transform pattern is designed for horizontally correlated blocks. Pixels in the
sample block three are correlated diagonally from the left, and thirteenth 8x8 transform pattern is
designed for this type of regions. Lastly, sample block four is the example of quite smooth regions.
In quite smooth regions, 2D DCT gives better results compared to proposed transforms. On the other
hand, since sample block four has highly small components, this block can be ignored. In this case,
coefficients of this region are not transmitted to the decoder.

Experiments are conducted for three different transform configurations in [1]. For each transform
configuration, results are taken for four quantization parameters: 24, 28, 32 and 36. In the first config-
uration, the encoder uses 4x4 2D DCT and 1D directional transforms, in the second configuration, the
encoder uses 4x4-8x8 2D DCT and 1D directional transforms, in the third configuration, the encoder
uses 8x8 2D DCT and 1D directional transforms. The output bitrate and PSNR values are compared
with 4x4, 4x4-8x8 and 8x8 2D DCT cases respectively. Bjontegaard-Delta (BD) bitrate metric is used
to calculate the average bitrate savings. On average 4.1%, 11.4% and 4.8% bitrate savings are achieved
for 4x4, 4x4-8x8 and 8x8 cases.

Usage of directional 1D transforms on compression of MC residuals is also investigated in [4]. In
this research, instead of using 1-D directional transforms in all directions, 1D directional transforms in
horizontal and vertical directions are used. It is reported that by using only 1D directional transforms
in horizontal and vertical directions, almost 50 percent of the bitrate savings obtained by adding all of
the 1-D directional transforms can be achieved.

13



Additionally, the effect of 1D directional transforms on energy compaction capability of the video
compression system has been investigated. Energy compaction can be defined as the ability to pack a
large fraction of signal energy into just a few transform coefficients. The research in [3] presents the
increase in energy compaction capability of the video compression system when 1D directional trans-
forms are added for compression of MC residuals. It is reported that using 1D directional transforms
and 2D DCT instead of using only 2D DCT significantly increases preserved energy.
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Figure 2.8: Eight 4x4 1D transforms proposed in [1].
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Figure 2.9: Sixteen 8x8 1D transforms proposed in [1].
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Figure 2.10: Sample 8x8 MC residual blocks.
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CHAPTER 3

ANALYSIS OF DISPARITY COMPENSATION RESIDUALS

Investigation of disparity compensation (DC) residual characteristics is important to design better
transforms for this residual. This chapter mainly focuses on analysing the statistical characteristics
of disparity compensation residual. Section 3.1 gives brief information about disparity compensa-
tion for completeness. Section 3.2 includes empirical analyses of disparity compensation residual. In
Section 3.3, disparity compensation residual is analyzed statistically. Both sections 3.2 and 3.3 also
include differences and similarities between image and disparity compensation residual. In Section
3.4, disparity and motion compensation residuals are compared.

3.1 Disparity Compensation

In multiview video, same scene is captured with closely placed cameras. Multiview video coding
(MVC) aims to represent these videos captured by different cameras with as few bits as possible.

The same point in an object is mapped to different coordinates in videos captured from different per-
spectives. The difference between the coordinates is named as disparity. Disparity compensation (DC)
focuses on the correlation between the views to reduce the bitrate, and tries to estimate disparity for
each pixel or block. In this approach, the current frame is predicted from the previously encoded
frames of neighboring views. There exists many disparity compensation methods in the literature
such as horizontal scaling and shearing-based disparity compensated prediction [11], multiview image
coding based on geometric prediction [13] and overlapped block disparity compensation [14].

MVC extension of H264/ MPEG-4 AVC is the multiview coding standard published by ITU-T Video
Coding Experts Group and the ISO/IEC Moving Picture Experts Group [2]. In this thesis, sample
codec for MVC extension of H264/MPEG-4 AVC is used. The block matching technique that is used
for inter-frame prediction is also used for inter-view prediction in MVC extension of H264/MPEG-4
AVC [2]. As in inter-frame prediction, in inter-view prediction, frames are divided into blocks and
the best matching block is determined from previously encoded blocks. These two techniques differ
in terms of the reference frame. In inter-frame prediction, reference frame is selected from the same
view within the current frame. On the other hand, in inter-view prediction reference frame belongs to
neighboring views.

Motion compensation and disparity compensation have the same block size options in MVC extension
of H264/ MPEG-4 AVC. 16x16, 16x8, 8x16 and 8x8 blocks are available, and 8x8 blocks can be
further divided into 8x4, 4x8 or 4x4 blocks. As mentioned in Section 2.2.1, the block size is important
because all pixels in the block are represented by the same motion/disparity vector.
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As explained in Section 2.2.1, searching best matching block in original resolution gives integer pixel
accuracy and using interpolation while searching the best matching block gives fractional pixel accu-
racy [32]. As H264/MPEG-4 AVC, MVC extension uses the block matching algorithm with quarter-
pixel accuracy to make an estimation between current and reference frames [2]. Compared to integer
pixel accurate block matching algorithm, quarter pixel accurate one gives better results because the dis-
parity between two frames of different views is not generally integer multiples. Figure 3.1 shows cur-

rent frame, reference frame, integer-pixel accurate DC residual and quarter-pixel accurate DC residual.
It can be observed the quarter-pixel accurate DC residual has smaller energy compared to integer-pixel
accurate one.

(a) Current Frame (b) Reference Frame

(c) Integer-pixel accurate DC residual (d) Quarter-pixel accurate DC residual

Figure 3.1: Frame 20 of aquarium view 1 sequence, its reference frame which is frame 20 of aquarium
view 0 sequence, integer and quarter-pixel accurate DC residuals with 8x8 blocks [6].
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3.2 Empirical Analysis of the Disparity Compensation Residual

Disparity compensation (DC) residual is the difference of original and disparity compensated frame.
Typically, disparity compensation residual is too large to ignore, and residual is also transmitted to
the decoder. For efficient compression, coding of disparity compensation residual is important. In
order to code the disparity compensation residual efficiently, the characteristic of the residual has to be
investigated. In this section, DC residual is analyzed empirically using Figures 3.2, 3.3 and 3.4.

Figures 3.2, 3.3 and 3.4 show current frame, reference frame, disparity compensated frame and dis-
parity compensation residual frames from several test sequences. Current frame of Figure 3.2 is frame
15 of Exit view 1 sequence at 640x480 resolution [6]. Current frame of Figure 3.3 is frame 25 of
Akko&Kayo view 1 sequence at 640x480 resolution [6]. Current frame of Figure 3.4 is frame 30
of Uli view 1 sequence at 1024x768 resolution [6]. Reference frames are adjacent frames of view 1
frames in view 0. Disparity compensated frame is the outcome of inter-view prediction of the current
frame from the reference frame. Disparity compensation residual is the difference between the current
frame and the compensated frame.

In occluded regions, smooth regions, texture regions and object boundaries or edges, disparity compen-
sation residuals can have different spatial characteristics. In this section, characteristic of DC residual
in these regions is discussed.

The regions captured by only one of the views are referred as occluded regions. Mainly, the difference
of viewing area and overlapping objects cause occluded regions. In occluded regions, since the region
exists on either one of the views, prediction fails. Therefore, prediction residual has high magnitude
components in these regions. In occluded regions, images and DC residuals show similar characteris-
tics. Papers on the right side of the Figure 3.2a are occluded region examples.

Smooth regions in all three example figures (Figure 3.2, Figure 3.3, Figure 3.4) have near zero pre-
diction errors. It has been mentioned that block matching algorithm in MVC estimates translational
disparity between current and reference frames. However, in smooth regions, even if the disparity of
block between two frames is not translational, high spatial correlation enables successful prediction.
Therefore, in smooth regions, images and DC residual have similar characteristics. However unlike in
images, the mean of such regions is zero in DC residuals.

Bookshelf seen in Figure 3.2a can be given as an example of texture regions, and this kind of regions
have large prediction errors so that details of bookshelf are visible. The characteristic of the texture
regions in the residual frame is similar to the original image, but in the residual frame, mean of the
texture regions is almost zero.

In object boundaries or edges, disparity compensation produces large errors. Translational estimation
causes mismatch along the edges and boundaries. For example, the boundary of the peoples’ body in
Figures 3.2, 3.3, 3.4 and edges of the figure on the box in Figure 3.3 have high magnitude components
in the prediction residual frame. Object boundaries or edges in DC residual have different characteris-
tics than in image. In the DC residual, boundary or edges shows 1D characteristic. On the other hand,
in the image, these regions unite with smooth regions and show 2D characteristics. Edges or object
boundaries in DC residuals are mostly vertical because the disparity is mainly in horizontal direction.
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(a) Current Frame (b) Reference Frame

(c) Reconstructed Frame (d) Disparity Compensation Residual

Figure 3.2: Frame 15 of Exit view 1 sequence, its reference frame which is frame 15 of view 0 se-
quence, the reconstructed frame obtained by 8x8 disparity compensated prediction of the current frame
from the reference frame and the prediction residual [6].

20



(a) Current Frame (b) Reference Frame

(c) Reconstructed Frame (d) Disparity Compensation Residual

Figure 3.3: Frame 25 of Akko&Kayo view 1 sequence, its reference frame which is frame 25 of view
0 sequence, the reconstructed frame obtained by 8x8 disparity compensated prediction of the current
frame from the reference frame and the prediction residual [6].
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(a) Current Frame (b) Reference Frame

(c) Reconstructed Frame (d) Disparity Compensation Residual

Figure 3.4: Frame 30 of Uli view 1 sequence, its reference frame which is frame 30 of view 0 sequence,
reconstructed frame obtained by 8x8 disparity compensated prediction of the current frame from the
reference frame and the prediction residual [6].
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In summary, spatial statistical characteristics of images and disparity compensation residuals are differ-
ent in some regions. This difference appears especially in object boundaries or edges. In these regions,
2D structures in images transform into 1D structures in disparity compensation residuals. Edges or
object boundaries constitute a significant portion of DC residual and compression efficiency of these
regions can have an important impact on the overall compression efficiency of multiview video.

3.3 Auto-covariance Analysis Of Disparity Compensation Residual

In the preceding section, characteristics of disparity compensation residual are analyzed visually/em-
pirically. This section focuses on the statistical characteristics of the disparity compensation (DC)
residual based on the studies in [38] and [1].

In this section, images and DC residuals in Figures 3.2, 3.3 and 3.4 are modeled using the separable
model (equation 3.1) and the generalized model (equation 3.2). Previously, images, MC residuals
and DC residuals have been modeled with the separable model or its derivatives [38, 35, 34, 21, 30].
Images have also been modeled using similar generalized models [20]. Moreover, MC residuals have
been modeled with a direction-adaptive model [1]. However, DC residuals have not been modeled
with a direction adaptive model.

The modelling process is the same with Section 2.2.3. Firstly, image or DC residual is divided into 8x8
blocks, and a non-parametric auto-covariance of each block is estimated. To estimate auto-covariance,
mean is removed, the auto correlation of zero-mean block is found, and each correlation element is
divided by the number of overlapping points. Then, the parameters 6, p; and p, which minimize the
mean square error between the auto covariance estimate and models are found. In this calculation, p;
is taken as the larger correlation parameter, 6 is in the range of 0 to 180.

sl J) = pf'py) 3.1)

Cg(g, 1,J) = plllcos(9)+lsin(9)\p\z—lsin(ﬁ)+Jcos(9)\ (3.2)

The model plots are shown in Figures 3.5, 3.6 and 3.7. In these plots, each point represents one 8x8
block. Color of the point depends on estimated 6 of the point. If 6 of the point is 0, the point is
represented by black. When 6 goes from 0 to 180, the color of the point becomes lighter and goes from
black to blue. Because analysis results of figures are similar to each other, only results in Figure 3.5
are investigated in this section.

Figures 3.5a and 3.5b are obtained by modeling image in Figure 3.2a with the separable model and
the generalized model. In the separable model plot (Figure 3.5a), points are located more dispersedly
compared to the generalized model plot (Figure 3.5b). More compact positions are indicator of better
modeling and higher compression efficiency. In the generalized model plot, more points have a p;
larger than 0.5. Therefore, the generalized model is more successful at capturing higher correlation
in images. Higher correlation parameter gives higher compression efficiency. Moreover, colors of the
points which have p; higher than 0.5 are indicator of the directions of the high correlations. Difference
in the colors of these points shows that the image has high correlation in different directions.

Figure 3.5c and 3.5d are obtained by modeling disparity residual in Figure 3.2d with the separable
model and the generalized model. In the separable model plot (Figure 3.5¢), most of the blocks have p;
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and p, smaller than 0.5. In the generalized model plot (Figure 3.5d), blocks tend to have p; higher than
0.5 and p, smaller than 0.5. High values of correlation parameter p; and small values of correlation
parameter p, point out 1D correlation between DC residual pixels. In other words, DC residual has 1D
structures and these structures can be captured by generalized model but not by the separable model.
Moreover, since the points in the generalized model plot which have p; higher than 0.5 and p, smaller
than 0.5 have different colors, it can be concluded that 1D structures in DC residual can have different
directions.

(a) Separable Model, Image (b) Generalized Model, Image

(c) Separable Model, DC residual (d) Generalized model, DC residual

Figure 3.5: Plots of correlation parameters (o; and p;) estimated using separable and generalized
models. Figures 3.5a and 3.5b are obtained from using previous image in Figure 3.2a. Figures 3.5¢
and 3.5d are obtained from using previous disparity compensation residual in Figure 3.2d. Colors of
the points in the generalized model plot depend on estimated 6 of the point. If 6 of the point is 0, the
point is represented by black. When 6 goes from 0 to 180, the color of the point becomes lighter and
goes from black to blue.

24



(a) Separable Model, Image (b) Generalized Model, Image

(c) Separable Model, DC residual (d) Generalized model, DC residual

Figure 3.6: Plots of correlation parameters (o; and p;) estimated using separable and generalized
models. Figures 3.6a and 3.6b are obtained from using previous image in Figure 3.3a. Figures 3.6c
and 3.6d are obtained from using previous disparity compensation residual in Figure 3.3d. Colors of
the points in the generalized model plot depend on estimated 6 of the point. If 6 of the point is 0, the
point is represented by black. When 6 goes from 0 to 180, color of the point becomes lighter and goes
from black to blue.
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(a) Separable Model, Image (b) Generalized Model, Image

(c) Separable Model, DC residual (d) Generalized model, DC residual

Figure 3.7: Plots of correlation parameters (p; and p;) estimated using separable and generalized
models. Figures 3.7a and 3.7b are obtained from using previous image in Figure 3.4a. Figures 3.7c
and 3.7d are obtained from using previous disparity compensation residual in Figure 3.4d. Colors of
the points in the generalized model plot depend on estimated 6 of the point. If 8 of the point is O, the
point is represented by black. When 6 goes from 0 to 180, the color of the point becomes lighter and
goes from black to blue.
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Comparison of the generalized model plot of image (Figure 3.5b) and DC residual (Figure 3.5d) gives
statistical differences between image and DC residual. The points with p; larger than 0.5 represent the
blocks where high correlation captured in the direction of the p;. p, values of these points are smaller
in DC residual plot. It means that the probability of having two directional correlation is smaller in
DC residual. Actually, the number of points which have both p; and p, larger than 0.5 is very small in
DC residual plot. These observations point out that contrary to image, DC residual tends to have 1D
structures instead of 2D structures.

In summary, by modeling images and DC residuals with the generalized model, higher correlation
parameters can be achieved compared to separable model. The generalized model is better at capturing
higher correlations in images and DC residuals because it has more parameters. The generalized
model provides an additional degree of freedom around axes. By setting angle parameter to zero, the
separable model can be obtained. Moreover, generalized model plots reveal the difference between
statistical characteristics of image and DC residual. Correlation between neighboring pixels is less
in DC residuals. Images tend to have exclusively 2D structures while DC residuals tend to have a
significant amount of 1D structures.

3.4 Comparison of Disparity Compensation Residual and Motion Compensa-
tion Residual

Section 2.2.2 and 2.2.3 provide analysis of MC residual. Section 3.2 and 3.3 provide analysis of DC
residual. In this section, similarities and differences between MC and DC residuals are presented by
based on the analyses in these four sections.

Firstly, MC and DC residuals are compared empirically based on the analyses in Section 2.2.2 and 3.2.
In smooth regions, both MC and DC residuals show similar characteristics. Smooth regions are easy to
predict, and residuals in these regions are almost zero. Hence, in most of the cases, residuals in these
regions are not coded.

MC and DC residuals in texture regions are also similar to each other. Texture regions are difficult to
predict, and residuals in these regions show similar characteristics to the image except the mean. Mean
of texture regions in these regions is almost zero.

As distinct from MC residual, DC residual has occluded regions. In these regions, DC residual has 2D
structures.

In object boundaries or edges, as MC residual, DC residual has a significant amount of high magnitude
components. In images, these regions unite with 2D regions and have 2D characteristics. Due to high
contrast in these regions, 1D structures are formed in the residuals after the prediction step.

Lastly, when MC and DC residuals are compared statistically based on the analyses in Section 2.2.3
and 3.3, it is realized that statistical characteristics of both residuals are also similar to each other. In
both residuals, correlation between pixels is weaker than the images. More importantly, both residuals
have 1D anisotropic characteristics in many regions rather than 2D characteristics.

27



3.5 Summary and Outcomes

In [1], 1D directional transforms are proposed for compression of the MC residual. Results in [1]
indicate that using these 1D transforms increases compression efficiency of single view video com-
pression.

In this chapter, we analyzed DC residual. According to analysis results, DC residuals have 1D
anisotropic characteristics as MC residuals.

In this thesis, referring to the characteristics of DC residual and similarities between MC and DC
residual, we propose the same 1D transforms for the compression of the DC residual.
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CHAPTER 4

SYSTEM IMPLEMENTATION WITH 1-D DIRECTIONAL
TRANSFORMS

This chapter includes some of codec steps designed to add 1D transforms to the codec. Section 4.1
discusses implementation of transforms. Section 4.2 includes entropy coding of transform coefficients.
In original codec, residuals are always transformed using integer transform which combines 2D DCT
and quantization steps. In our implementation, residuals are transformed using one of 1D transforms
or 2D DCT, and quantization step is implemented separately. To choose the optimum transform,
transform selection algorithm is needed. Section 4.4 is about the transform selection. Information
representing the selected transform is named as side information. Side information is sent to the
decoder for each block in the residual. Coding process of the side information is described in Section
4.3.

4.1 Transformation of Residuals

H.264/ MPEG-4 AVC uses integer transform in transformation step [10, 27]. In integer transform,
2D DCT and quantization steps are merged. In this thesis, floating-point implementation of DCT
algorithms [38, 39] is used. Using floating point arithmetic instead of integer arithmetic increases
overall computational complexity but it does not affect the results. Our goal in this thesis is proof of
concept, computational complexity is not our major concern.

4.2 Entropy Coding of Transform Coefficients

According to H.264/ MPEG-4 AVC standard, transform coefficients can be coded using one of two
methods; context adaptive variable length coding (CAVLC) and context adaptive binary arithmetic
coding (CABAC) [9, 28, 22]. In this thesis, CAVLC is preferred, and only the details of CAVLC are
discussed.

In CAVLC method, coeflicients are ordered using predefined scans. The aim of the scans is to order
coefficients from biggest to smallest in magnitude. In regular H.264/ MPEG-4 AVC codec, scans are
specified considering characteristics of the 2D DCT. In this thesis, we add new scan patterns for 1D
transforms. These scan patterns are the same with the patterns in [1]. Except scan patterns, CAVLC
implementation is not modified.

The scan patterns for 4x4 and 8x8 1D transforms are shown in Figure 4.1 and 4.2. H.264/MPEG-4
AVC uses four length-16 scans instead of using one length-64 scan for 8x8 2D DCT. As seen in Figure
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4.2, we also use four length-16 scans for 8x8 1D transforms. With scans for 1D transforms, we try to
order coeflicients from largest to smallest and to keep neighboring coeflicients close to each other.
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Figure 4.2: Scan patterns used in the coefficient coding of proposed 8x8 1D transforms [1].




4.3 Entropy Coding of Side Information

The decoder needs the selected transform information to perform appropriate inverse transform. As
in [1], the selected transform information is named as the side information in this thesis. In our
experiments, we run H.264/MPEG-4 AVC in CAVLC mode, and side information is also coded using
variable length coding (VLC) method.

The codewords used in the experiments are seen in table 4.1. For transform size 4x4 and 8x8, 4-bit and
5-bit codewords are used as side information of 1-D DCTs. On the other hand, for both transform sizes,
2D DCT is represented by 1-bit codeword. In most of the region, 2D DCT is still optimum transform
or 1-D DCTs give slightly better results compared to 2D DCT. That is why shorter codeword is given
to 2D DCT. This case helps to increase overall efficiency, but decreases the probability of 1D DCTs
being selected. 1D DCT is selected over 2D DCT if the decrease in distortion is enough to compensate
for the higher side information bits.

Table 4.1: Side information codewords

Transform : Codeword Transform : Codeword

2-DDCT : 1 2-DDCT : 1

1-D Transform: | 0XXX 1-D Transform: | 0XXXX
(a) 4x4 Block Transforms (b) 8x8 Block Transforms

4.4 Transform Selection

For each residual block to be transformed, we present different transform options. Each transform has
an effect on distortion and bitrate of the block. Comparing the transform results and choosing the best
transform are critical for compression efficiency. We use Lagrangian based rate-distortion optimization
for selecting the best transform option [33, 36].

Simple formulation of Lagrangian based rate-distortion optimization is shown in equation 4.1. In this
equation, D represents distortion cost, R represents bitrate cost. Lagrange multiplier A controls the
trade-off between distortion and rate. Thus, joint cost J is calculated.

J=D+ AR A.1)

Lagrangian based Rate-Distortion optimization is also used by H.264/MPEG-4 AVC to chose best
coding mode of each macroblock [37, 26]. Each macroblock is coded with all available coding options
(such as 16x16, 16x8, 8x16 prediction) and coding mode with minimum joint cost is chosen.

In our transform selection process, total number of bits used to code the residual block is taken as
bitrate, mean square error of the residual block is taken as distortion. The value of the Lagrange
multiplier is the same value used for selecting macroblock coding mode. Best transform of the each
8x8 block is decided independently of other blocks. One side information codeword is coded for
each 8x8 block. If transform size is 8x8, all available 8x8 transforms are applied to the 8x8 block,
and transform with minimum cost is selected as best transform. If transform size is 4x4, transform
selection is a little different. In this case, one common transform is selected for four 4x4 blocks in the
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8x8 block. All available 4x4 transforms are applied to the 4x4 blocks in 8x8 block, and the transform
with minimum cost is selected as best transform option for the 8x8 block. Using the same transform
for all 4x4 blocks in the 8x8 block reduces flexibility but increases overall efficiency. Diagram in
Figure 4.3 summarizes the transform selection algorithm.

4.5 Complexity Increase

To add 1D transforms, encoder and decoder are needed to be modified, and this modification increases
codec complexity depending on the implementation. Moreover, due to the transform selection process,
encoding time increases while decoding time remains almost the same. Increase in the encoding time
highly depends on implementation, and our discussion is based on JMVC software (JMVC 8.5). The
JMVC (Joint Multiview Video Coding) software is the reference software for the Multiview Video
Coding (MVC) project of the Joint Video Team (JVT) of the ISO/IEC Moving Pictures Experts Group
(MPEG) and the ITU-T Video Coding Experts Group (VCEG) [23]. This software is designed for gen-
eral purpose processors, each command is executed successively with no parallel processing support.

As mentioned earlier, to find the optimum one, each macroblock is coded with all available coding
options. In our implementation, for each available coding option, all available transforms are applied
to choose the optimum transform option. In other words, transformation process composed of trans-
form, quantization, entropy coding of quantized coefficients, inverse quantization, inverse transform
processes are repeated for each transform. Therefore, if sixteen 8x8 1D directional transforms are
added as an option, encoding time increase is about sixteen times of one transformation process time.
It should be also noted that transformation process time of 1D transforms takes less time than 2D DCT.

Encoder time increase ratio depends on the percentage of the transformation process time in overall
encoding time. This ratio changes depending on encoder configuration. If 8x8 floating point transform
and inter-view prediction with one view are used for encoding of the P frame, transformation process
time takes about 20% of the total encoding time. Hence, encoding time increase factor originated
from the addition of sixteen 1D directional transforms can be approximated as 4.2 (=17x20%+80%)
if it is assumed that transformation process time of 1D transforms and 2D DCT are equal. When
8x8 integer transform is used instead of floating one, transformation process time takes about 4% of
the total encoding time. In this case, if 1D transforms are also implemented with integer arithmetic,
encoding time increase would be approximately 1.64 (=17x4%+96%). For 4x4-block transforms,
transformation processes with integer arithmetic time take about 8% of the entire encoding time, and
the factor of increase in the overall encoding time would be 1.6 (=9x8% + 92%).

Actually, video compression standards are mostly implemented with parallel processing support. Many
encoder steps are suitable for parallel processing. For example, all available coding options can be
executed in parallel. Similarly, 1D transforms and 2D DCT options can be executed in parallel. In this
manner, addition of 1D transforms does not change encoder time.
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Figure 4.3: Transform Selection Algorithm Diagram.
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CHAPTER 5

EXPERIMENTAL RESULTS AND ANALYSIS

In this chapter, compression efficiency of using directional 1D transforms in addition to 2D DCT in
multiview coding is analyzed. The compression efficiency of directional 1D transforms in multiview
and single view coding is also compared.

In Section 5.1, common environment of these experiments are explained. In ection 5.2, experimental
results related to single view compression are presented. In single view experiments, 1D transforms
and 2D DCT are used to transform MC residuals. Section 5.3 provides multiview compression exper-
iment results. In multiview experiments, 1D transforms and 2D DCT are used to transform MC and
DC residuals. Section 5.4 compares the effect of adding 1D transforms in single view and multiview
coding. Section 5.5 investigates the multiview efficiency of 1D transforms using different frame types
(P and B). Finally, Section 5.6 examines the effect of the luminance compensation on the multiview
efficiency of 1D transforms.

5.1 Common Properties of Experiments

In all experiments, the compression efficiency of using 1D directional transforms in addition to 2D
DCT for coding MC and/or DC prediction residuals is analyzed. In particular, each block of a MC or
DC residual is coded either with one of the 1D transforms or the 2D DCT. The encoder chooses the
best transform for each block and conveys its choice by transmitting a variable length code. Results of
proposed coding method are compared with the conventional coding method, which uses always the
2D DCT. Experiments are conducted by modifying JIMVC software (JMVC 8.5). The IMVC (Joint
Multiview Video Coding) software is the reference software for the Multiview Video Coding (MVC)
project of the Joint Video Team (JVT) of the ISO/IEC Moving Pictures Experts Group (MPEG) and
the ITU-T Video Coding Experts Group (VCEG).

To conduct the experiments, the JMVC software is modified as described in Section 4. Directional 1D
transforms are provided as an option to transform MC and/or DC residual blocks. Only the transforms
of luminance component residuals are modified. Chrominance components use only 2D DCT.

Sequences used in the experiments are shown in Table 5.1 and Figure 5.1. We use first 180 frames of
640x480 resolution videos and first 120 frames of 1024x768 resolution video. More information about
the test sequences can be found in [6] and [7].
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Table 5.1: Properties of the test sequences

Name Resolution | Fps | Scene Content Disparity Range
(min-max)(in pixel)
Exit 640x480 25 Low Motion-Medium Texture | (10, 70)

Ballroom | 640x480 25 High Motion-High Texture (5, 40)

Racel 640x480 30 | High Motion-Low Texture (20, 50)

Vassar 640x480 25 Low Motion-Medium Texture | (5, 30)

Uli 1024x768 | 25 Low Motion-High Texture (10, 125)

Results are obtained from four different experiments. For each experiment, after configuration is
determined, encoding and decoding are repeated for four different quantization parameters (QP); 24,
28, 32, 36. Lower QP provides higher picture quality, and thus higher bitrate.

In order to compare the coding efficiency of the conventional coding system (which uses only 2D
DCT) and the modified coding system (which uses also 1D transforms), their compression outputs
are analyzed as follows; average bitrate (in kbit/s) of the compressed video stream and PSNR (in dB)
between compressed and original frames are recorded for each QP. PSNR is obtained from compressed
and original luminance component of the frames. However, bitrate includes compressed bitstream
of luminance and chrominance components. With Bitrate and PSNR values for different QPs, rate-
distortion plots are plotted to compare the two codecs’ compression efficiency for a range of picture
qualities. In order to provide average bitrate and PSNR differences between rate distortion curves of
the two systems, Bjontegaard-Delta (BD) bitrate metric [8] is used.

In summary, experiments are conducted following these four steps;

Configure the codecs.

Compress the video using original codec for four different QP, record bitrate and PSNR values.

Compress the video using modified codec for four different QP, record bitrate and PSNR values.

Compare the results.
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(a) Exit (b) Ballroom

(c) Racel (d) Vassar

Figure 5.1: First frames of the test sequences used in the experiments [6].
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5.2 Single View Compression Experiment

5.2.1 Experiment Properties

The goal of this experiment is to analyze the efficiency increase obtainable with 1D directional trans-
forms in single view compression. For this purpose, the coding efficiency of the conventional coding
system (which uses only 2D DCT) and the modified coding system (which uses also 1D transforms) are
compared. Although similar results for single view experiments are provided in [1], we provide single
view compression results for completeness here. We will use these results also to compare efficiency
increase obtainable with 1D directional transforms in single view and multiview compression.

Conventional coding system and the modified coding system are compared using different transform
sizes which are 4x4, 8x8 and both 4x4 and 8x8. Thus, this experiment includes three comparisons:

e 4x4 DCT vs. 4x4 1D (includes 4x4 DCT)
e 8x8 DCT vs. 8x8 1D (includes 8x8 DCT)

o 4x4-and-8x8 DCT vs. 4x4-and-8x8 1D (includes 4x4-and-8x8 DCT)

Only view 1 sequences are used in the experiments. Prediction structure of compression can be seen
in Figure 5.2. As seen in the Figure, the first frame is coded as I frame, remaining frames are coded as
P frames.

View 1 l P P P P P

Figure 5.2: Prediction structure of the single view compression experiment

5.2.2 Bjontegaard-Delta Bitrate Results

Figure 5.3 shows Bjontegaard-Delta bitrate savings of the modified encoder, which uses 1D directional
transforms and 2D DCT together, with respect to the original encoder, which uses only 2D DCT. Each
plot shows the bitrate saving with different transform sizes. Comparisons with 4x4 DCT and 4x4 1D,
8x8 DCT and 8x8 1D, 4x4-8x8 DCT and 4x4-8x8 1D are given in Figure 5.3.

As seen in Figure 5.3, the encoder which can also use 1D directional transforms provides bitrate
savings for all the test sequences and the transform sizes. It means that instead of using always 2D
DCT, using one of the 1D directional transforms or 2D DCT for the compression of the MC residual
increases compression efficiency. This efficiency increase depends on the characteristics of the video
sequence and transform size. For all test sequences, maximum bitrate saving is reached with 8x8
transform size and minimum bitrate saving is reached with 4x4 transform size.

38



18

16 |- |
. 14r |
S ) .
on
g 10| |
z
22) gl |
2
E o6
M
4 - |
2 [ -
. m B
Exit Ballroom  Racel Vassar Uli Average
(a) 4x4 1D vs 4x4 DCT
18
16 |- |
. 14r -
S ) :
on
g 10 - |
3
2] 8 |- |
3
£ 6f .
Z
4 [ -
oL l L] |
0
Exit Ballroom Racel Vassar Uli Average
(b) 8x8 1D vs 8x8 DCT
18
16 |- |
. l4r -
S
S ) .
an
g 10 |- -
5
90} 8 -
8
/M
41 |
| B
0 . .

Exit Ballroom Racel Vassar Uli Average

(c) 4x4-8x8 1D vs 4x4-8x8 DCT

Figure 5.3: Average bitrate savings gained by adding 1D directional transform to the encoder. These
results are single view compression results of test sequences.
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5.3 Multiview Compression Experiment

5.3.1 Experiment Properties

Here, we want to investigate compression efficiency of 1D directional transforms in multiview com-
pression. For this purpose, compression efficiency of the conventional multivew coding system and
the modified multiview coding system are compared. Conventional multivew coding system always
applies 2D DCT to transform residuals. Modified multiview coding system uses 1D directional trans-
forms or 2D DCT for transforming each block of MC and DC residuals. The efficiency of 1D trans-
forms on multiview compression is analyzed using different transform sizes; 4x4, 8x8 and both 4x4
and 8x8. This experiment includes three comparisons:

o 4x4 DCT vs. 4x4 1D (includes 4x4-DCT)

e 8x8 DCT vs. 8x8 1D (includes 8x8-DCT)

e 4x4-and-8x8 DCT vs. 4x4-and-8x8 1D transform (includes 4x4-and-8x8-DCT)
Two views, view 0 and view 1, are used in the experiments. View 0 is taken as the base view, so view
0 is compressed independently from view 1. View 1 is compressed by using view 0. In compression

of view 0, the first frame is coded as I frame, remaining frames are coded as P frames. In compression
of view 1, all of the frames are coded as P frames. Prediction structure can be seen in Figure 5.4.

View 0

View 1

Figure 5.4: Prediction structure of the multiview compression experiment

5.3.2 Rate-Distortion Plots

Figure 5.5 includes the rate-distortion plots of 4x4 1D vs 4x4 DCT, 8x8 1D vs 8x8 DCT and 4x4-8x8
1D vs 4x4-8x8 DCT comparisons. These plots indicate multiview coding results of the Uli view 1
sequence. Since the rate distortion plots of all test sequences are similar to each other, this section
presents only plots of one test sequence.

The plots show that for all transform sizes, in lower bitrate coding, modified multiview coding system
provides slightly better results than conventional multivew coding system. When bitrate increases,
bitrate saving of modified multiview coding system also increases. One of the reason for better effi-
ciency in higher quality is that fraction of bitrate used in the coding of transform coefficients increases
as bitrate increases. In lower bitrate coding, more transform coeflicients are zero compared to higher
bitrate coding, so the effect of 1D directional transforms becomes less visible. The other reason is
bitrate cost of the side information. Bitrate of the side information requires higher percentage of the
total bitrate in lower bitrate coding compared to higher bitrate coding.
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The plots also show that increase in the transform size also increases the difference between the two
curves. The difference between two curves is most in 8x8 case and least in 4x4 case. This originates
from the fact that difference between 1D and 2D transforms becomes smaller with smaller transform
size. In the extreme case, taking 1 point 1D DCT and 2D DCT give the same results.

5.3.3 Bjontegaard-Delta Bitrate Results

Figure 5.6 shows Bjontegaard-Delta bitrate savings of the modified codec with 1D transforms and 2D
DCT with respect to the conventional codec with 2D DCT. Plots of the experiments where encoder can
use 4x4, 8x8 or 4x4-8x8 transforms are given separately in Figure 5.6. 1D transform improves coding
performance of all test sequences. However, this improvement changes depending on the transform
size and the test sequence.

The increase in transform size affects bitrate saving of the modified codec over conventional codec
positively. When three charts are examined, it is seen that bitrate saving of the modified coded is
largest in 8x8 case and smallest in 4x4 case. As explained in Section 5.3.2, this is because the difference
between 8x8 1D and 2D transforms is higher than the difference between 4x4 1D and 2D transforms.

Characteristic of the video sequence highly affects the bitrate savings obtainable by adding 1D trans-
form option to the codec. In some of the cases, this dependency becomes very explicit. For example,
in 8x8 DCT case, bitrate saving of the Exit sequence is almost 2.5 times larger than bitrate saving of
Racel sequence. Typically, video sequences which have more 1D structures tend to use 1D transforms
more frequently. Therefore, these sequences can obtain higher bitrate saving by using 1D transforms
and 2D DCT together. Furthermore, magnitude of 1D structures affects bitrate savings. When magni-
tude of a 1D structure in a local region increases, bitrate saving obtained by transforming the region
using one of 1D transforms instead of 2D DCT also increases.
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Figure 5.5: MVC results of the Uli view 1 sequence. This view is predicted from view 0 different

transform sizes and different transforms.
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Figure 5.6: Average bitrate savings gained by adding 1D directional transform to the encoder. These
results are MVC results of view 1 sequences. This view is predicted from view 0 by using different

transform sizes and different transforms. 43



5.3.4 Bitrate for Coding Side Information

In Section 4.3, it is mentioned that the chosen transform for each block (either one of several directional
1D transforms or the 2D DCT) is transmitted by the encoder to the decoder as side information. In this
section, the bitrate cost of the side information is examined.

Figure 5.7 shows the percentage of bits sent as side information for the Exit sequence. Bar charts are
obtained using encoders with different transform sizes. In the bar chart, each column represents side
information bitrate percentage with different quantization parameters. In all of three charts, when QP
increases, bitrate percentage of the side info decreases. In Section 5.3.2, it is explained that decreasing
QP affects the performance of 1D transform positively. In general, if QP is reduced, usage of 1D

increases, increase in the usage of 1D transform increases both bitrate saving and bitrate percentage of
the side information.

Figure 5.8 indicates the average side information bitrate percentage of all test sequences when encoder
uses both 4x4 and 8x8 1D transforms. There is a correlation between average bitrate saving and average
side info bitrate percentage. Sequence with higher bitrate saving tends to have higher average side info
bitrate percentage. However, this correlation is strong only if the difference between bitrate savings is
high. Vassar sequence, which has by far the largest average bitrate saving according to Figure 5.6c,
also has the largest average side information bitrate percentage. On the other hand, although Exit
sequence has higher bitrate saving than Ballroom sequence in Figure 5.6c, it has slightly smaller side
info bitrate percentage.

Both Figure 5.7 and Figure 5.8 reveal that side information costs significant amount of bitrate. In our

implementation, we send side information bits by using a simple algorithm. More efficient algorithms
may be developed.
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Figure 5.7: Percentage of bits sent as side information. These graphs are obtained from MVC coding
of Exit view 1 sequence using different transform sizes. As a multiview reference, view 0 is used.
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Figure 5.8: Average side information bitrate percentage of all test sequences when encoder uses both
4x4 and 8x8 1D transforms.The average probabilities are obtained with quantization parameters 24,
28, 32 and 36.

5.3.5 Probabilities for Selection of Transforms

Probabilities for selection of transforms depend on quantization parameter (video quality), character-
istics of the sequence and transform size. Figure 5.9 shows average transform selection probabilities
of all test sequences when 4x4 and 8x8 transforms are used with quantization parameter 24 and 36.
Quantization parameter 24 represents high picture quality, quantization parameter 36 represents low
picture quality.

2D DCT performs well in many regions. On the other hand, each one of 1D directional transforms
performs well in specific regions. Therefore, as seen in Figure 5.9, 2D DCT is selected more often than
any 1D transform. However, total usage probability of 1D directional transforms is considerable. The
other reason for high selection probability of 2D DCT is the length of the side information bits. It has
been mentioned in Section 4.3 that side information codeword of 2D DCTs, any 4x4 1D transform and
any 8x8 1D transform are 1, 4 and 5 bits respectively. Since 1D transforms have longer codewords,
they have a disadvantage in rate distortion optimization step compared to 2D DCTs. 1D transforms are
selected if their distortion score is good enough to compensate for their higher bitrate of the side info.

In high quality videos, 1D transforms are selected more often compared to low quality videos because
the effect of the difference between side information bits decreases. In high bitrate coding, cost of side
information bits is less important compared to total bitrate of transformed block.
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Figure 5.9: Average transform selection probabilities of all test sequences at different picture quality

levels when 4x4 and 8x8 transforms are used.
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5.4 Comparison of 1D Directional Transform Efficiency on Single View and
Multiview Compression

In this section, bitrate savings obtainable by adding 1-D directional transforms to the codec in sin-
gle view and multiview compression are compared using findings in previous sections. Section 5.2
provides single view compression experiment results, and Section 5.3 provides multivew compression
experiment results. Configurations of experiments only differ in terms of prediction structure. Unlike
in single view compression experiments, inter-view prediction between view 1 and view 0 is available
in multiview compression experiments.

Figure 5.3 and Figure 5.6 show bitrate saving results of single view and multivew compression exper-
iments. Both figures are very similar to each other. Firstly, correlation between transform size and
bitrate saving is the same. For both experiments, increase in transform size affects bitrate savings pos-
itively. As explained in 5.3.2, this is because difference between 1D and 2D transforms decreases with
decreasing block size. In the extreme case, 1 point 1D and 2D DCT give the same results.

The ranking in bitrate savings among video sequences is also similar for single view and multiview
compression experiments.The Vassar and Racel test sequences have the largest and smallest bitrate
savings in Figures 5.3 and 5.6.

From the figures it is apparent that adding 1-D directional transforms to the codec improves compres-
sion efficiency in both single view and multivew compression. Bitrate savings in multivew compres-
sion are slightly higher compared to single view compression. The reason of higher bitrate saving in
multivew compression is characteristics of disparity compensation residual. Since the disparity be-
tween two views is in only horizontal direction, many regions in disparity compensation residual have
vertical 1D structures.

5.5 Experiments with Different Frame Types

5.5.1 Experiment Properties

The aim of this experiment is to investigate the effect of frame type on directional 1D transform ef-
ficiency. In multiview compression experiment (Section 5.3), we have used the prediction structure
which has I and P frames. In this experiment, we use the prediction structure which has I, P and B
frames. To find out the effect of frame type on directional 1D transform efficiency, the results of this
experiment and multiview compression experiment will be compared.

As in multiview compression experiment, conventional multivew coding system and the modified mul-
tiview coding system are used to analyze the compression efficiency increase obtained by adding di-
rectional 1D transforms to codec. Conventional multivew coding system always uses 2D DCT to
transform residuals. Modified multiview coding system uses 1D transforms or 2D DCT to transform
each block of MC and DC residuals.

Throughout this experiment, 4x4 and 8x8 transforms are available in the codec. The compression
results of view 1 are used. View 0 is taken as base view, inter-view prediction between view 0 and
view 1 is available in the encoder. Prediction structure can be seen in Figure 5.10. In compression of
view 1, both P and B frames are used.
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Figure 5.10: Prediction structure with B frames

5.5.2 Rate-Distortion Plots

In this section, plot of Uli sequence is utilized. The rate-distortion plot of 4x4-8x8 1D vs 4x4-8x8 2D
comparison is shown in Figure 5.11.

The plot illustrates that in lower bitrate, conventional multivew coding system and the modified multi-
view coding system give almost the same results. In higher bitrate, modified multiview coding system
gives better results than conventional multivew coding system. As in multiview compression experi-
ment, the performance of 1D transforms increases with quality increase.

The Figure 5.5¢ in multiview coding experiment is obtained by using the same encoder configuration
with Figure 5.11 except the prediction structure. As explained in experiment properties sections, in
multiview compression experiment, only P frame residuals exist. However, in this experiment, P and
B frame residuals exist. In Figure 5.11, difference between 1D transform and 2D DCT curve is smaller
compared to Figure 5.5c. It means that adding B frames between P frames decreases performance
increase of modified multiview coding system.
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Figure 5.11: MVC results of the Uli view 1 sequence. This view is predicted from view 0 by using
4x4-8x8 1D (2D DCT is also included) and 4x4-8x8 2D DCT transforms.
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5.5.3 Bjontegaard-Delta Bitrate Results

In this section, we provide Bjontegaard-Delta comparisons. The comparison results can be seen in
Figure 5.12. Adding 1D directional transforms to the coding system provides bitrate saving for all test
sequences. On average, %2.9 bitrate saving is obtained. Bitrate saving highly depends on characteris-
tics of the video sequence. For example, the bitrate saving of the Vassar sequence is almost six times
bigger than the bitrate saving of the Ballroom and Racel sequences. Some factors such as weight
and shape of residuals affect 1D transform performance and cause bitrate saving difference between
different video sequences. Increase in number and magnitude of the 1D structures also increases the
bitrate savings obtained by adding 1D directional transforms to the coding system.
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Figure 5.12: Average bitrate savings gained by adding 1D directional transform to the encoder. These
results are MVC results of view 1 sequences. This view is predicted from view 0 by using 4x4-8x8 1D
(2D DCT is also included) and 4x4-8x8 2D DCT transforms.

Difference between bitrate savings in Figure 5.6¢c and Figure 5.12 arises from the different prediction
structure since those figures are results of the same encoder configuration except prediction structure.
As mentioned in experiment properties sections, Figure 5.5¢ is related to prediction structure in Figure
5.4, and Figure 5.12 is related to prediction structure in Figure 5.10. From the bitrate saving figures,
it can be observed that for all video sequences, bitrate savings at Figure 5.5¢ is higher than bitrate
savings at Figure 5.12. Bitrate savings of all sequences are affected by adding B frames between P
frames negatively. Also, average bitrate saving decreases from %4.87 to %2.9. Two main reasons that
cause this decrease are explained below.

Firstly, adding B frames between P frames in the configuration structure decreases bitrate saving be-
cause generally, 1D transforms are more effective in P frames than in B frames. The reason is that
B frame prediction residuals have lower magnitude and less 1D structures compared to P frame pre-
diction residuals. In B frames, the magnitude of prediction residuals is lower because the number of
reference pictures are higher than P frames, and distinctively from P frames, multihypothesis predic-
tion option is available. In terms of shape, prediction residuals of P frames tend to have more 1D
structures compared to B frames because multihypothesis prediction smooths 1D structures by aver-
aging predicted blocks. Hence, P frames tend to use 1D directional transforms more frequently than
B frames. For instance, in Vassar sequence with QP 24, average probability of using 1D directional
transforms is %32 for P frames and %26 for B frames.
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Secondly, as the distance between P frames increases, the interframe correlation and 1D structures in
MC residuals decrease. For this reason, increasing the distance between P frames tends to decrease
probability of using 1D directional transforms and the bitrate savings of modified coding system. Table
5.2 shows the effect of increasing the distance on probability of using 1D directional transforms. The
values in the table are probabilities of the Vassar sequence with QP 24.

Table 5.2: Probabilities of using 1D directional transforms when Vassar sequence is encoded by using
different prediction structures with QP 24.

Distance between frames | P Frame #4 | P Frame #6 | P Frame #8 | P Frame #10
1 Frame %31 %31 %32 %33
2 Frames %28 %27 %27 %28

5.5.4 Bitrate for Coding Side Information

Bitrates for coding side information of this experiment and multiview compression experiment (Sec-
tion 5.3) are very similar. Therefore, we do not discuss the bitrate for coding side information results
of this experiment to avoid repetition.

5.6 Experiments with Global Luminance Compensation Between Views

Significant variations between global luminance and/or chrominance of the frames in the neighbouring
views can be observed due to several reasons such as calibration and view angle differences [16].
Compensating these variations in disparity compensation algorithm may provide better prediction. In
[17], block-based illumination compensation method based on predictive coding of the DC coefficient
of the integer transform is proposed. Another way of dealing with the intensity variations is to use
histogram based prefiltering method in [12]. In this method, histograms of two views are matched
before encoding so, encoder and decoder are not modified.

Due to variations between global luminance in views, disparity compensation residual can have DC
components. Therefore, compensating these variations can increase bitrate savings of modified coding
system (which uses 2D DCT and 1D transforms) compared to the conventional coding system (which
uses only 2D DCT).

For experimental investigation of luminance compensation effect, we conduct some experiments. To
compensate luminance variations between the views, histogram based prefiltering method in [12] is
used. Figure 5.13 shows sample Uli sequences before and after luminance compensation. Original
view 1 of the Uli sequence is darker compared to view 0 sequence, and with the luminance compensa-
tion process, it becomes lighter. After compensation process, multiview compression experiments in
Section 5.3 are repeated for the test sequences with the encoder which uses both 4x4 and 8x8 trans-
forms.

Figure 5.14 shows the bitrate savings with and without global luminance compensation. For the Uli
sequence, with luminance compensation, bitrate saving of the modified coding system increases sig-
nificantly (from %3.5 to %5.8). On the other hand, luminance compensation does not change much
the bitrate savings of the other test sequences. The reason of significant bitrate saving increase in Uli
sequence is the high luminance variation between the views. Global luminance compensation reduces
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this high variation and increases the usage probability of 1D transforms for this sequence. For exam-
ple, usage probability of 1D transforms increases from %38 to %52 for high picture quality (QP=24).
For other sequences, since luminance variation between views is small, the effect of global luminance
compensation is not clearly visible.

(a) Uli View O - Frame 1

Y ¢

(b) Uli View 1 - Frame 1 (c) Uli View 1 - Frame 1 After Compensation

Figure 5.13: Frame 1 view O of the Uli sequence and frame 1 view 1 of the Uli sequence before and
after global luminance compensation [6].
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Figure 5.14: Average bitrate savings of modified coding system before and after global luminance
compensation with using 4x4-8x8 transforms.
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CHAPTER 6

CONCLUSIONS

6.1 Summary

2-D DCT is commonly used to compress prediction residual and image intensities. Considering the
characteristics of the images, it can be said that 2-D DCT is a good match to the characteristics of
images. When images are modeled with the Markov-1 model, 0.95 can be taken as an acceptable
approximation for the correlation parameters [38]. 2-D DCT is an optimum statistical transform for a
Markov-1 process if its correlation parameters are close to 1. Images are mostly composed of smoothly
varying regions with high 2-D correlation, and these regions can be represented well with the smooth
basis functions of 2-D DCT.

On the other hand, the characteristics of the residuals may be different from the characteristics of the
images in many regions. Typically, spatial correlation in residuals is smaller than in images. Most of
the energy of the residuals is concentrated in the regions which are difficult to predict. Considering
the specific statistical characteristics of the residuals, transforms other than 2-D DCT can be used for
transformation of residuals.

Previously, the spatial characteristics of images and motion compensation residuals have been ana-
lyzed. The analysis results show that images have 2-D anisotropic structures, and many regions of
MC residuals have 1-D anisotropic structures. By referring to these analysis results, 1-D directional
transforms have been designed. It has been demonstrated that using 1-D directional transforms for the
compression of MC residual regions which have 1-D anisotropic structures increases overall compres-
sion efficiency.

In this thesis, we analyzed the spatial characteristics of the disparity compensation residual. The
analysis shows that, similar to the motion compensation residual, many regions of the disparity com-
pensation residual have 1-D anisotropic structures. Considering these results, we propose the use of
1-D directional transforms for the compression of disparity compensation residuals in addition to the
compression of motion compensation residuals. We conducted some experiments to determine the
effect of these transforms on the compression efficiency. In these experiments, the reference codec for
MVC extension of H.264/MPEG-4 AVC was modified. We compared the coding efficiency of the con-
ventional coding system (which uses only 2D DCT) and the modified coding system (which uses also
1D transforms). Results of the experiments indicate that using 1-D directional transforms in multiview
video compression increases overall compression efficiency.
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6.2 Future Research

In this section, some future research directions are discussed. In this thesis, CAVLC was chosen as the
entropy coding mode of the codec. This also means that side information bits are transmitted using
VLC. Although CABAC requires higher processing power to decode than CAVLC, it compresses the
data more efficiently. Therefore, using CABAC instead of CAVLC may decrease the percentage of bits
sent as side information and increase the performance of the 1-D directional transforms.

Correlation between selected transforms is another topic which may be investigated. In this thesis, the
side information of each block was coded independently from each other. On the other hand, there
may be a correlation between selected transforms of the neighboring blocks, and side information bits
can be coded using this correlation. For example, the side information of one block can be predicted
from side information of previously- coded neighboring blocks at the decoder side.
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