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We introduce a robust framework for learning and fusing of orientation appearance models based on both tex-
ture and depth information for rigid object tracking. Our framework fuses data obtained from a standard visual
camera and dense depth maps obtained by low-cost consumer depth cameras such as the Kinect. To combine
these two completely different modalities, we propose to use features that do not depend on the data represen-
tation: angles. More specifically, our framework combines image gradient orientations as extracted from inten-
sity images with the directions of surface normals computed from dense depth fields. We propose to capture
the correlations between the obtained orientation appearance models using a fusion approach motivated by
the original Active Appearance Models (AAMs). To incorporate these features in a learning framework, we use
a robust kernel based on the Euler representation of angles which does not require off-line training, and can
be efficiently implemented online. The robustness of learning from orientation appearance models is presented
both theoretically and experimentally in this work. This kernel enables us to cope with gross measurement
errors, missing data as well as other typical problems such as illumination changes and occlusions. By combining
the proposed models with a particle filter, the proposed framework was used for performing 2D plus 3D rigid
object tracking, achieving robust performance in very difficult tracking scenarios including extreme pose
variations.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

Depth or range cameras have been developed for several years and
are available to researchers for certain applications for about a decade.
With the development of 3D capturing equipment, it has become faster
and easier to obtain 3D shape and 2D texture information to represent a
real 3D object in a scene. Subspace learning techniques have beenwide-
ly used for fusing the two modalities. These techniques have provided
valuable tools for understanding and capturing the intrinsic non-linear
structure of visual data encountered in many important machine vision
problems. At the same time, there has been a substantially increasing in-
terest in related applications such as appearance-based object recogni-
tion and rigid object tracking. A fundamental problem of the majority
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of subspace learning techniques (both linear and non-linear) for
appearance-based object representation is that they are not robust. In
this paper, we are extending existed subspace techniques in a robust
framework for learning and fusing of orientation appearance models
based on both texture and depth information.

Outliers are common not only because of illumination changes, oc-
clusions or cast shadows but also because the depthmeasurements pro-
vided by an depth camera could be very noisy and the obtained depth
maps usually contain “holes” or missing parts. It should be mentioned
here that there are several cases that should be considered as “partial
occlusions”, like extreme facial expressions, or when a hand/object
covers partially the tracked object. Fig. 1 depicts a few examples for all
these common cases by using Kinect for obtaining both texture and
depth information. In contrary to the texture information, there are
cases of partially object occlusions where there are no significant differ-
ences in the depth information when a hand/object touches an object,
as the raw Kinect depth data is of low resolution with high noise levels.
Furthermore, as it is shown in Fig. 1, there are many cases when the
estimation of the nose tip in the 3D space is very possible to fail,
such as cases of extreme facial expressions or when a hand covers par-
tially the object by touching it. This is a problem for allmethods for both
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Fig. 1. Common examples of partial occluded faces, in both cropped texture and depth information by using Kinect. First row: a hand is touching the face. In contrary to the texture infor-
mation, there are cases of partially object occlusions where there are no significant differences in the depth information when a hand/object touches the tracked object, as the raw Kinect
depth data is of low resolutionwith highnoise levels, Second row: depth information only for the face regions that are depicted in thefirst row, aswell as their triangulatedmesheswithout
anymesh filtering, Third row: a hand, which is far from the face, is covering a face part. In this case, there aremissing face parts inside the parallelepiped containing the face, Fourth row: in
general an object is covering a face part, and Fifth row: cases where the nose tip estimation in the 3D space is not performing well, thus making a 3D tracking/pose estimation procedure,
which is based on this estimation, to fail.
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3D tracking/pose estimation and 3D face recognition such as [1,2] that
are based on accurate nose tip estimation. In [2], the use of random
regression forests for real time head pose estimation from high quality
range scans, is introduced. Note that subspace learning for visual track-
ing requires robustness, efficiency and online adaptation. This com-
bined problem has been rarely studied in literature. For example, in
[3], the subspace is efficiently learned online using incremental ‘22

norm PCA [4]. Nevertheless, the ‘2
2 norm enjoys optimality properties

only when image noise is independent and identically distributed
(i.i.d.) Gaussian; for data corrupted by outliers, the estimated sub-
space can be arbitrarily skewed. On the other hand, robust
reformulations of PCA [5–7] typically cannot be extended for effi-
cient online learning.
3D shape information can be used to produce algorithms which are
able to handle many challenges such as inaccurate face alignment, pose
variations,measurementnoise,missing data, facial expressions and par-
tial occlusion. Many different approaches were proposed for dealing
with the aforementioned problems [8,9,1,10–12]. Early approaches,
such as [1], use specific face regions that are not affected by the presence
of facial deformations caused by facial expressions, such as the nose and
the area around it. Subspace learning algorithms for 3D mesh normals,
such as Principal Component Analysis (PCA), employ low-dimensional
representation of surfaces [13–16]. In its simplest form, PCA on surface
normals has been applied on the concatenation of normal coordinates
[14]. One attempt to exploit the special structure of normals (i.e., that
lie on a sphere) was conducted in [15].



1 One of the ways to work around this problem is to generate a dense set of object in-
stances in different poses just before the tracking is about to start; this obviously turns
out to be a very tedious process.
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The question of how to fuse intensity with depth has been rarely ad-
dressed in tracking literature. In particular, although there are attempts
to use both modalities [17,18], no particular fusion strategies have been
proposed. The majority of the studies regarding fusion of intensity and
depth can be found in face recognition literature, where two main
lines of research can be identified, i.e. decision and feature level fusion
[14,19]. Decision level fusion mainly concerns combination of scores
produced from the two different modalities using off-the-shelf classi-
fiers [20–24]. Similarly, feature level fusion is usually performed by
extracting and concatenating features that are extracted from the two
modalities [25], such as the magnitude of multiscale Gabor filter
responses (such features are relatively computationally expensive to
be computed in an on-line tracking scenario) or concatenating features
that have been produced by applying a subspace analysis (such as
Principal Component Analysis (PCA), Independent Component Analysis
(ICA) or NonnegativeMatrix Factorization (NMF) [14,19]) on simple in-
tensity anddepth features [14,19] (which features are rarely in the same
unit or correspond to similar measurements).

1.1. Visual tracking

Visual tracking aims to accurately estimate the location and possibly
the orientation in 3D space of one or more objects of interests in video.
Most existingmethods are capable of tracking objects inwell-controlled
environments. However, tracking in unconstrained environments is still
an unsolved problem. The definition of “unconstrained” varies with the
application. For example, in unconstrained real-word face analysis, the
term refers to robustness against appearance changes caused by illumi-
nation changes, occlusions, non-rigid deformations, abrupt headmove-
ments, and pose variations. For example, in surveillance from a static
camera, the aim is to roughly locate and maintain the position of
humans usually in crowded environments. For this purpose, tracking-
by-detection with data association (see for example [26] and the refer-
ences therein) has been quite a successful approach for coping with
similar appearances and complicated interactions which often result
in identity switches. However the usefulness of suchmethods for prob-
lems such as face tracking in human computer interaction where accu-
racy is as significant as robustness is yet to be fully appraised. Popular
examples include subspace-based techniques [27,28], gradient descent
[29], mixture models [30,31], discriminative models for regression and
classification [32–35], and combinations of the above [3,36–40]. In
[28], a method of interpreting images using an Active Appearance
Model (AAM) was used. An AAM contains a statistical model of the
shape and gray-level appearance of an object of interest which can gen-
eralize to almost any valid example. In [3], a trackingmethod that incre-
mentally learns a low-dimensional subspace representation, efficiently
adapting online to changes in the appearance of the target, was present-
ed. The model update, based on incremental algorithms for principal
component analysis, includes two important features: a method for
correctly updating the sample mean, and a forgetting factor to ensure
lessmodelling power is expended fitting older observations. Slight inac-
curacies in a tracker can lead to incorrectly labelled training examples,
which degrades a classifier and can cause further drift. In [34], it is
showed that using Multiple Instance Learning (MIL) instead of tradi-
tional supervised learning avoids these problems, and can lead to a
more robust tracker with fewer parameter tweaks. In [35], a method
called Online Multi-Class LPBoost (OMCLP) which is directly applicable
to multi-class problems, is presented. This algorithm tries to maximize
the multi-class soft-margin of the samples. In order to solve the LP
problem in online settings, an efficient variant of online convex pro-
gramming, which is based on primal-dual gradient descent–ascent
update strategies, is performed. In [36], a kernel method for performing
a non-linear form of half-quadratic PCA (HQ-PCA) is developed to
dealwith non-linearly distributed data. In [26], the problemof automat-
ically detecting and tracking a variable number of persons in complex
scenes using a monocular, potentially moving, uncalibrated camera, is
investigated. Previous methods for face tracking based on 3D informa-
tion require an off-line training process for creating object-specific
models [41,18,42,43], do not explicitly deal with outliers [42], do not
cope with fast head movements [17], or require the face to be detected
at each frame [2]. In [17], the problem of 3D deformable face tracking
with such commodity depth cameras, was studied. A regularized maxi-
mum likelihood deformable model fitting (DMF) algorithm is devel-
oped, with special emphasis on handling the noisy input depth data.

We are interested in investigating how to incorporate 3D informa-
tion provided by commercial depth cameras such as the Kinect within
subspace-based methods for online appearance-based rigid face track-
ing. This combination appears to be very beneficial because on one
hand subspacemethods have been remarkably successful for maintain-
ing a compact representation of the target object [27,37,28,40] which in
many cases can be efficiently implemented online [4,39,3,36], on the
other hand they appear to be susceptible to large pose variations. The
main reason for this is that, in most cases, object motion is described
by very simple parametric motion models such as similarity or affine
warps while pose variation is incorporated into the object appearance.
Clearly, it is very difficult to learn and maintain an updated model for
both pose and appearance.1 By using 3D information and a more accu-
rate 3D motion model as proposed in this paper, pose and appearance
are decoupled, and therefore learning and maintaining an updated
model for appearance only are feasible by using efficient online
subspace learning schemes [4]. Finally, once this subspace is learned,
robust tracking can be performed by a “recognition-by-minimizing-
the-reconstruction-error” approach, which has been very recently
shown to be extremely discriminative [44].

In this work, an approach for learning and fusing appearancemodels
computed from these different modalities for robust rigid object track-
ing, is proposed. The main problem now is how the appearance sub-
space can be efficiently and robustly learned and updated when data
is corrupted by outliers. To achieve this task, we propose:

(1) to use features that do not depend on the data representation:
angles. More specifically, our method learns orientation appear-
ance models from image gradient orientations as extracted
from intensity images and the directions of surface normals com-
puted from dense depth fields provided by the Kinect.

(2) to incorporate these features in a robust learning framework, by
using the recently proposed robust Kernel PCAmethod based on
the Euler representation of angles [45,46]. The employed kernel
enables us to cope with gross measurement errors, missing
data as well as other typical problems in visual tracking such as
illumination changes and occlusions. As it was shown also in
[45], the kernel can be also efficiently implemented online.

(3) to capture the correlations between the learned orientation
appearance models using a fusion approach motivated by the
original Active Appearance Model of [28].

Thus, the proposed learning and fusing framework is robust, exact,
computationally efficient and does not require off-line training. By com-
bining the proposed models with a particle filter, the proposed tracking
framework achieved robust and accurate performance in videos with
non-uniform illumination, cast shadows, occlusions and most impor-
tantly large pose variations. Furthermore, during the tracking procedure
the proposed framework, based on the 3D shape information, can esti-
mate the 3D object pose something very important for numerous appli-
cations. To the best of our knowledge, this is the first time that subspace
methods are employed successfully to cope with such cumbersome
conditions.



710 I. Marras et al. / Image and Vision Computing 32 (2014) 707–727
2. Object representations of appearance models

2.1. Object representations

The shape of the object S is represented by a 3D triangulatedmesh of
n points sk = [x y z]T ∈ ℜ3, i.e. S = [s1| … |sn] ∈ ℜ3× n. Along with its
shape, the object is represented by an intensity image I(u), where u =
[u v]T denotes pixel locations defined within a 2D texture-map. In this
texture map, there is a 2D triangulated mesh each point of which is
associated with a vertex of the 3D shape.

2.2. Advantages and disadvantages of the object representation

Most equipment based on active stereo vision is robust enough to il-
lumination variations, thus the obtained 3D shape represents the actual
information irrespective of lighting. Moreover, complete transforma-
tions between different 3D images can be computed in the 3D space, re-
moving efficiently the transformation out of the image plane, which is
very difficult in the 2D pixel domain [47]. In general, both texture and
depth information have advantages and disadvantages. For example,
in contrary to the texture information, the depth information is more
robust to illumination changes (Fig. 2). The depth sensor in Kinect cap-
tures video data in 3Dunder any ambient light conditions. In contrary to
the depth information the texture information is more robust when an
object is moving far from the camera (Fig. 3). In this case, a 3D mesh
denoising filtering could make the problemmore difficult by producing
3D shape object representation close to planar shape representation. In
contrary to the texture information, the depth information can also help
to segment the 3D objects in a scene (Fig. 4), while in contrary to the
depth information it is not possible for the texture information to intro-
duce missing object parts (Fig. 5), which is a big problem for subspace
learning methods. Thus, it is more powerful if those two different
kinds of information are combined in a unified framework. In addition,
this combination appears to be very beneficial because subspace
methods have been remarkably successful for maintaining a compact
representation of an object.

2.3. Appearance models

Assume that we are given a data population of m shapes and tex-
tures Si and Ii, i = 1,…m. A compact way to jointly represent this data
is to use the approach proposed in the original AAM of [28]: Principal
Component Analysis (PCA) is used twice to obtain one subspace for

the shapes and one for the textures. The resulted models Si;USp
n o

and Ii;UIc
� �

can be used to represent the i-th shape and texture, respec-
tively, as

Ŝi ¼ Si þ USp;p ¼ UT
S Si−Si
� �

and Îi ¼ Ii þ UIc; c ¼ UT
I Ii−TiÞ:
� ð1Þ

For each data sample, the embeddingof its shape and texture is com-
puted, appropriately weighted and then concatenated in a single vector.
Next, a third PCA is applied to the concatenated vectors so that possible
correlations between the shape and the texture are captured. There are
two problems related to the above approach. First, it seems unnatural to
combine the two subspaces because shape and texture are measured
in different units although a heuristic to work around the problem is
proposed in [28]. Second, it is assumed that data samples are outlier-
freewhich justifies theuse of standard ‘2

2-normPCA.While this assump-
tion is absolutely valid when building an AAM offline, it seems to be
completely inappropriate for online learning when no control over
the training data exists at all. To alleviate both problems, we propose
to learn and fuse orientation appearance models. The key features of
our method are summarized in the next sections.
3. Orientation features

3.1. Image gradient orientations

Given the texture I of an object, we covert it to grayscale image and
we apply a Gaussian filtering for image de-noising and afterwards we
extract image gradient orientation from

Φg uð Þ ¼ arctan
Gy uð Þ
Gx uð Þ ; ð2Þ

where Gx = Hx ⋆ I, Gy = Hy ⋆ I and Hx, Hy are the differentiation filters
along the horizontal and vertical image axis respectively (Fig. 6). Possi-
ble choices for Hx, Hy include central difference estimators and discrete
approximations to the first derivative of the Gaussian.

3.2. Azimuth angle of surface normals

Given the depth image information of an object, we apply a
Gaussian filtering for image de-noising and afterwards the triangulated
3D mesh information is created. Afterwards, we calculate the azimuth
angle of surface normals (Fig. 6). Mathematically, given a continuous
surface z = f(x) defined on a lattice or a real space x = (x,y), normals
n(x) are defined as

n xð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ∂ f

∂x
2 þ ∂ f

∂y
2

r −∂ f
∂x ;−

∂ f
∂y ;1

� 	T

: ð3Þ

Normals n ∈ ℜ3 do not lie on a Euclidean space but on a spherical
manifold η∈S2, where S2 is the unit 2-sphere. On the unit sphere, the
surface normal n(x) at x has azimuth angle defined as

Φa xð Þ ¼ arctan
ny xð Þ
nx xð Þ ¼ arctan

∂ f
∂y
∂ f
∂x
: ð4Þ

Methods for computing the normals of surfaces can be found in [48].
Inmany cases, surface reconstructionmethods do not recover the actual
surface but the needle map. Such methods include Shape from X (SfX)
and Photometric Stereo (PS) algorithms [49].

3.3. PCA of orientation appearance models

The use of a complex PCA of image gradient orientations for
performing 2D face recognition robust to occlusions and illuminations
was proposed in [50]. Inspired by this work and based on our previous
work presented in [51], we will show how this concept can be applied
also in the case of the azimuth angles of normals. We call this PCA of
azimuth angles of normals as Azimuth Angle Principal Component
Analysis (AAPCA). To our knowledge, this is the first time that this
concept is introduced.

Let us denote by ϕi the n-dimensional vector obtained bywriting ei-
therΦi

a orΦi
g (the orientation maps computed from shape Si or texture

Ii information, correspondingly) in lexicographic ordering. Vectors ϕi

are difficult to use directly in optimization problems for learning. For ex-
ample, writing such a vector as a linear combination of a dictionary of
angles seems to be meaningless. To use angular data, we first map
them onto the unit sphere by using the Euler representation of complex
numbers [45]

e ϕið Þ ¼ 1ffiffiffi
n

p cos ϕið ÞT þ jsin ϕið ÞT
h iT

; ð5Þ

where cos(ϕi = [cos(ϕi(1)),…, cos(ϕi(n))]T) and sin(ϕi = [sin(ϕi(1)),…,
sin(ϕi(n))]T), sin(ϕi(n))]T. Note that similar features have been proposed
in [52], but here we avoid the normalization based on gradient



Fig. 2. In contrary to the texture information, the depth information is more robust to illumination changes. 711
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Fig. 3. In contrary to the depth information the texture information is more robust when an object is moving far from the camera. This is more obvious in the right most column where the profiles of the triangulated 3D faces are depicted.
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Fig. 4. In contrary to the texture information, the depth information can help to segment the 3D objects in a scene.
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Fig. 5. In contrary to the depth information, it is not possible for the texture information to introduce missing object parts.
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magnitude suggested in [52] because it makes them more sensitive
to outliers and removes the kernel properties as described in [45].
Using ei≡ e(ϕi), correlation can bemeasured using the real part of the fa-
miliar inner product [53,45,54]

c ei; e j

� �
≜ℜ eHi e j

n o
¼ 1

n

Xn
k¼1

cos½Δϕ kð Þ�;
ð6Þ

where Δϕ ≜ ϕi − ϕj. As it can be observed, the effect of using the
Euler representation is that correlation is measured by applying the
cosine kernel to angle differences. From Eq. (6), we observe that if Si ≃ Sj
or Ii ≃ Ij, then ∀kΔϕ(k) ≃ 0, and therefore c→ 1.

Assume now that either ei or ej is partially corrupted by outliers.
Let us denote by Po the region of corruption. Then, as it was shown in
[45] it holdsX
k∈Po

cos Δϕ kð Þ½ �≃0; ð7Þ

which in turn shows that (unlike other image correlationmeasures such
as correlation of pixel intensities) outliers vanish and do not bias arbi-
trarily the value of c. We refer the reader to [45] for a detailed justifica-
tion of the above result for the case of image gradient orientations.

The cosine-based dissimilarity measure between two vectors of
angles ϕi = [ϕi(1,1)…ϕi(M1, M2)]T and ϕj = [ϕj(1,1)…ϕj(M1, M2)]T is:

d2 ϕi;ϕ j

� �
≜
X

x
1−cos ϕi xð Þ−ϕ j xð Þ

h in o
¼ 1

2
ejϕi−ejϕ j





 







 



2; ð8Þ

where e
jϕi¼ e jϕi 1ð Þ

;…;e jϕi pð Þh iT

where eja ¼ cosaþ
ffiffiffiffiffiffiffiffi
−1

p
sina. We define

the mapping from 0;2π½ ÞM1M2 to a subset of complex sphere zi ϕið Þ ¼
ejϕi with radius

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M1M2

p
. After transforming the data, PCA is applied

on zi.
A kernel PCA based on the cosine of orientation differences for the ro-

bust estimationof orientation subspaces is obtainedbyusing themapping
of (6) and then by applying linear complex PCA to the transformed
data [45]. More specifically, we look for a set of p b m orthonormal
bases U= [u1|… |up] ∈ ℂn × p by solving

Uo ¼ argmax
U

tr UHEEHU
h i

subject to s:t:ð Þ UHU ¼ I;
ð9Þ

where E= [e1|… |em]∈ ℂn × m. The solution is given by the p eigenvec-
tors of EEH corresponding to the p largest eigenvalues. Finally, the
p-dimensional embedding C = [c1| … |cn] ∈ ℂp × n of E is given by
C = UHE.

We denote byEa∈ℂn ×m and Eg∈ℂn ×m the Euler representation of
these two angular representations. Then, we denote the learned sub-
spaces by Ua∈ℂn�pa and Ug∈ℂn�pg and the corresponding embeddings
by Ca∈ℂpa�m and Cg∈ℂpg�m respectively.

3.4. Demonstrating the robust properties of AAPCA

For simplicity, hereinafter, we assume that we have a set J ¼
J1;…; JNf g of 3D (or 2.5D) of facial surfaces from a range camera sam-

pled over a grid of resolution M1 × M2. For the i-th facial surface, at
each point of the grid x, we compute the normal vector Gi ¼ ni xð Þ½ �∈
PM1�M2 where P is the pure subset of ℜ3 of the vector that lies on the
unit sphere. In PS and SfX algorithms the setG ¼ G1;…;GNf g is comput-
ed directly.

Prior to describing our algorithm,wewill briefly outline two popular
PCA methodologies on surface normals that take into account the spe-
cial structure of surface normals (i.e., that lie in a unit sphere). The
first one is based on Azimuthal Equidistant Projection (AEP) [15]
which was proposed and applied to surface normals prior to the appli-
cation of PCA. The second one is based on Principal Geodesic Analysis
(PGA) [13] for nonlinear statistical analysis, taking into consideration
the non-Euclidean actual manifold of objects' surfaces.

• PCA using Azimuthal Equidistant Projection (AEP-PCA): In order to
formulate AEP we first need to define the mean elevation and
azimuthal angle ofG at each spatial location x. In [15], themean eleva-

tion and azimuthal angles at xwere defined aseθ xð Þ ¼ π
2−arcsin enz xð ÞÞð



Fig. 6. Image gradient orientations and azimuth angle of surface normals of a face calculated from its texture and depth information respectively.
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and eϕ xð Þ ¼ arctaneny xð Þenx xð Þ , where en xð Þ ¼ enx xð Þ; eny xð Þ; enz xð ÞÞ�
is the

mean representation of the normal at x. For spherical data, such
as surface normals, the intrinsic mean is in many cases represen-
ted by the spherical median [55]. For computation ease, in [15],
instead of the spherical median, the average surface normal at
x ń xð Þ ¼ 1

K∑
K
i¼1ni xð Þ; en ¼ ń xð Þ

ń xð Þ

 



 

 was used.

In order to build the AEP, the tangent plane to the unit-sphere at
the location corresponding to the mean-surface normal is computed.
A local coordinate system is then established on this tangent plane.
The origin is the point of contact between the tangent plane and the
unit sphere. The x-axis is aligned parallel to the local circle of latitude
on the unit-sphere. The AEP maps the normal n

i
(x) at x to the new

vector v
i
(x) = (v

x
i (x),v

y
i (x)) (for more details on how to compute

the AEP the interested reader may refer to [15]).
After applying the AEP transform to all the samples of G, the matrix

U = [u
1
… u

N
] where ui ¼ vix 1;1½ �ð Þ…vix M1;M2½ �ð Þ viy 1;1½ �ð Þ…viy

h
M1;M2½ �ð Þ

iT
∈ℜM1M2 is formed. Finally, the method [15] proceeds

by computing the eigenvectors of the covariance matrix ΣAOP ¼ 1
NUU

T .
These eigenvectors P are used in order to represent facial shape
and used as a prior for SfX algorithms. In order to project a novel
sample to the subspace of P, we first transform the test normal field
G and en xð Þ into u and then project using b = PTu.

• Principal Geodesic Analysis (PGA): PGA is another statistical analysis
method suitable for data that do not naturally lie in a Euclidean
space. In standard PCA, the lower-dimensional subspaces form a
linear subspace in which the data lies. In PGA, this notion is replaced
by a geodesic submanifold. In other words, while each principal axis
in PCA is a straight line, in PGA each principal axis is a geodesic
curve. In the spherical case this corresponds to a circle. PGA utilizes
the so-called log and exponential transforms in order to map the
normals, that originally lie in a unit sphere, to a spacewhere computing
linear variations from the eigenanalysis of a covariancematrix could be
meaningful.

In order to formulate PGA first we need to define the exponential
and log maps on the sphere and a mean representation of the
normals at x. Let ν∈TnS2 be a vector on the tangent plane to S2 at η∈
S2 and ν ≠ 0. The exponential map of ν, denoted by Expη(ν), is the
point on S2 along the geodesic in the direction of ν at distance ||ν||
from η. The log map is the inverse transform of the exponential
map, that is Logη(Expη(ν)) = ν. The geodesic distance between
two points η1∈S2 and η2∈S2 can be expressed in terms of the log
map, i.e. d η1;η2

� � ¼

j Logη1 η2Þjj
�

.

Instead of computing the mean of spherical directional data in
[13,16], PGA finds the intrinsic mean, or the so-called spherical me-
dian μ = [μ(x)] using the Exp and Log mappings. The point μ cannot
be found analytically and a gradient descent procedure was used. For
details on the computation of the intrinsic mean and the spherical
median, the interested reader may refer to [13].

Having computed the sphericalmedian μ it was shown that principal
geodesics can be approximated by applying linear PCA on the vectors

uμ ¼ νμ 1;1ð ÞT…νμ M1;M2ð ÞT
h iT

∈ℜ2M1M2 whereνμ(x)=Logμ(x)(ni(x))∈
ℜ2. After the transformation of the training set G into the matrix
U = [uμ

1 … uμ
N] and then we compute the principal components of

ΣPGA ¼ 1
NUU

T . A normal field of a novel sample G is transformed using
Logμ into uμ and then projected into the subspace b = PTuμ.

In order to demonstrate the robustness of the proposed AAPCA we
have conducted a series of experiments using artificially generated
data. More specifically, we used 21 images of one of the subjects of
the FRGC v2database [56]. The database contains 3D face scans acquired
using a Minolta 910 laser scanner that produces range images with a
resolution of 640 × 480 in pixels. Along with this set of images, we cre-
ated a second one containing artificially occluded images. In particular,
20% of the images were artificially occluded by a 3D cloth patch placed
at random spatial locations (the cloth patch has been taken from one
of the images of the FRGC v2 database).

For both the original and the corrupted set, we applied standard ‘2
2

PCA on the depth images, PGA and AEP-PCA on the normals, and the
proposed AAPCA. Then, we reconstructed the depth, the normals and
the azimuth angles using the first 4 principal components of the
employed ‘2

2 PCA, AEP-PCA, PGE, and AAPCA, respectively. Fig. 7 illus-
trates the quality of reconstruction for one example. The first row of
Fig. 7 shows the original images of (from left to right) depth, the first
two components of the normals and the azimuth angle. The second
row of Fig. 7 shows (from left to right) the corresponding occluded
images (by the piece of cloth). The third row of Fig. 7 shows the recon-
struction of the images in the first row using the 4 principal components
of the non-corrupted subspaces. That is, the first image in the third row
shows the reconstruction of the non-occluded depth image (the first
image in the first row) using the 4 principal components of ‘22 PCA.
Similarly, the second and third images of the third row show the recon-
struction of the first two components of the normals (the second and
third images in the first row) using PGA (we show only the PGA result
due to space limitation, similar results obtained from AEP-PCA). Finally,
the fourth image of the third row shows the reconstruction of azimuth
angle using AAPCA. In a similar spirit, the last row of Fig. 7 shows the re-
construction of the occluded set (second row) from the subspaces learned
from the corrupted set. For this case, aswemay see the reconstruction re-
sults, except for the case of the proposed AAPCA, suffer from artifacts.

This result is well justified by looking at the first 4 principal
components of each method obtained for both the original and the
occluded scenarios. For the latter case, ideally, a robust method
would produce eigenvectors that match as closely as possible to the
ones obtained from the former (original) case. As Fig. 8 shows, this is
not the case however for ‘22 PCA using depth and PGA. More specifically,
in this figure, the first and third rows show the subspace generated by
the original images while the second and fourth rows show the sub-
space generated by the occluded data set. We may observe that in
both methods, occlusions result in corrupted subspace. Fig. 8 shows
also the results of the proposed AAPCA. From the sixth row, it is evident
that the principal subspace appears to be artifact-free and therefore
disocclusion is possible.

We also evaluated the robust performance of AAPCA quantitatively
and compared it with that of PCA on depth values, AEP, and PGA.
Because thesemethods operate on different domains, we used a perfor-
mance measure which does not depend on the specific domain. More
specifically, for each of these methods, we computed a measure of
total similarity between the principal subspace for the noise-free case
Unoise − free and the principal subspace for the noisy case Unoisy as
follows:

Q ¼
Xk
i¼1

Xk
j¼1

cosαij; ð10Þ

where αij is the angle between each of the k eigenvectors defining the
principal components of Unoise − free and each one of Unoisy [57]. The
value Q lies between k (coincident spaces) and 0 (orthogonal spaces)
[57]. The mean Q values over 20 repetitions of the experiment (random
placement of the occlusion) and for all tested methods are depicted in
Fig. 9. The mean values of Q shows that the proposed AAPCA is far
more robust than all the other tested methods.

4. Fusion of orientation appearance models

As it was defined in Subsection 3.3, Ea ∈ ℂn × m, Eg ∈ ℂn × m, Ua∈
ℂn�pa,Ug∈ℂn�pg ,Ca∈ℂpa�m andCg∈ℂpg�m are the Euler representations,



Fig. 7. Quality of reconstruction for ‘22 PCA, PGA, and AAPCA. First row: the original images of (from left to right) depth, the first two components of the normals and the azimuth angle.
Second row: (from left to right) the corresponding occluded images (by the piece of cloth). Third row: the reconstruction of the images in the first row using the 4 principal components of
thenon-corrupted subspaces. Thefirst image in the third row shows the reconstruction of thenon-occludeddepth image (thefirst image in thefirst row)using the 4 principal components
of ‘22 PCA. Similarly, the second and third images of the third row show the reconstruction of the first two components of the normals (the second and third images in the first row) using
PGA. Finally, the fourth image of the third row shows the reconstruction of azimuth angle using AAPCA. Fourth row: the reconstruction of the occluded set (second row) from the sub-
spaces learned from the corrupted set. For this case, as we may see the reconstruction results, except for the case of the proposed AAPCA, suffer from artifacts.
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the learned subspaces and the corresponding embeddings of two angu-
lar representations. Because Ua and Ug are learned from data (angles)
measured in the same units (radians), we can capture further correla-
tions between shapes and textures by concatenating

C ¼ Ca� �H Cg� �Hh iH
;∈ℂ paþpgð Þ�m ð11Þ

and then apply a further linear complex PCA on C to obtain a set of pf

bases V ¼ v1j…jvp f

h i
∈ℂ paþpgð Þ�p f . Then, these bases can be used to

compute pf-dimensional embeddings B ¼ VHC∈ℂp f�m controlling
the appearance of both orientation models. To better illustrate this
fusing process, let us consider how the orientations of a test shape Sy
and texture Iy denoted by y = [(eya)H (eyg)H]H are reconstructed by the
subspace. Let us first write V= [(Va)H (Vg)H]H. Then, the reconstruction
is given by

ey≈ UaVa

UgVg

� 

by; ð12Þ
where

by ¼ VHcy ¼ VH cay
cgy

" #
¼ VH Ua� �Heay

Ug� �Heg
y

" #
: ð13Þ

Thus, the coefficients by used for the reconstruction in Eq. (4), are
computed from the fused subspace V and are common for both orienta-
tion appearance models as can be easily seen from Eq. (13). Finally,
note that, in contrast to [28], no featureweighting is used in the proposed
scheme.

4.1. Online learning

A key feature of the proposed subspace learning algorithm of orien-
tation appearance models is that it can be implemented online which
means that it can continually update the learned orientation appearance
models using newly processed data. It is evident that the batch version
of PCA is not suitable for this purpose because, each time, it requires to
process all data (up to the current one) in order to generate an updated
subspace. For this purpose, prior work [3] efficiently updates the



Fig. 8. The 4 principal components of ‘22 normPCA on depth, First row: Original data, Second row: Corrupted data. The 4 principal components of PGA, Third row: Original data, Fourth row:
Corrupted data. The 4 principal components of the proposed AAPCA, Fifth row: Original data, and Sixth row: Corrupted data.
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subspace using the incremental ‘22 norm PCA proposed in [4]. The
kernel-based extension to [4] has been proposed in [36], however the
method is inexact because it requires the calculation of pre-images
and, for the same reason, it is significantly slower. Fortunately, because
the kernel PCA described above is direct, i.e. it employs the explicit
mapping of Eq. (5), an exact and efficient solution is feasible. The pro-
posed algorithm is summarized as follows [45].

Let us assume that, given m shapes {S1,…,Sm} or textures {I1,…,Im},
we have already computed the principal subspace Um and Σm = Λm

1/2.
Then, given l new data samples our target is to obtain Um + l and Σm + l

image of Fig.�8


Fig. 9. The Q values obtained for all methods as a function of the number of principal
components.
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corresponding to {I1,…,Im + l} or {S1,…,Sm + l} efficiently. The steps
of the proposed incremental learning algorithm are summarized in
Algorithm 1.

Algorithm 1. Online learning of orientation appearance model

Inputs: The principal subspace Um and Σm = Λm
1/2, a set of new

orientation maps {Φm + 1,…,Φm + l} and the number p of principal
components.

Step 1. Use Eq. (5) to compute thematrix of the transformed data Em
= [em + 1| … |em + l].

Step 2. ComputeeE ¼ orth E−QQHE
� �

andR ¼ Σm QHE

0 eEH
E−QQHE

� �" #
(where orth performs orthogonalization).

Step 3. ComputeR¼svd eUΣmþl
eYH

(whereΣm+ l are new singular values).

Step 4. Compute the new principal subspace Umþl ¼ Um
eEh ieU.

In case of long sequence videos, in the online learning of the sub-
spaces procedure a forgetting factor is used. In numerous vision applica-
tions it can be desirable to pay more attention on recently-acquired
images,which aremore representative regarding the current conditions
(i.e. illumination changes, non-rigid deformations etc.), and less on
earlier observations. For example, when tracking a target with a
changing appearing, it is likely that recent observations will be more
indicative of its appearance than would more distant ones. Thus,
down-weighting the contribution of earlier observations plays an im-
portant role in online learning. As time progresses the observation his-
tory can become very large, to the point of overwhelming the relative
contribution of each block of new data, rendering the learner “blind”
to changes in the observation stream. One way tomoderate the balance
between old and new observations is to incorporate a forgetting factor
in the incremental eigenbasis update [3].

5. Online learning of view-based orientation models for rigid
object tracking

The proposed subspace learning technique for learning from orien-
tation appearancemodels was used to perform 3D rigid object tracking.
We combine the proposed fused orientation appearance models with a
3D motion model and standard particle filter methods for rigid object
tracking [3]. The texture and depth information needed for feature
extraction were provided by Kinect. By using 3D object information
and an accurate 3D motion model, pose and appearance are decoupled,
and therefore learning and maintaining an updated model for appear-
ance only are feasible by using efficient online robust subspace learning
schemes [4]. For the fusion of the orientation appearancemodels, the in-
cremental ‘22 norm PCA proposed in [4] were used. When pre-learned
multiple view-based subspaces are not used, for a reasonably small
number of frames, all eigenspaces were generated using the batch
mode of the kernel PCA of [45] and standard ‘2

2-norm PCA for the fusion
step.When pre-learnedmultiple view-based subspaces are used, a batch
version of PCA was used offline for the creation of the view-based sub-
spaces. These subspaces are initially object-independent, while after a
certain number of online updates during the tracking procedure, they
will become object-specific. When the algorithm switches to the online
mode, then for each newly tracked frame, Algorithm 1 is used to update
each one of the orientation appearance eigenspaces, Ug and Ua. The em-
bedding of the new sample is also calculated which is then used to up-
date the eigenspace V using the method in [4]. The motion model as
well as the procedure for creation of pre-learned multiple view-based
subspaces that were used in our tracking procedure, will be described
later on.

5.1. Motion model

The provided 3D shape information enables us to use 3D motion
models. With respect to the origin, given a set of 3D parameters the
shape is first warped, SW, by

SW ¼ TRS; R ¼ RϕRθRφ; ð14Þ

where T is the translation matrix and Rϕ,Rθ,Rφ are rotation matrices
around the threemain axes. In other words, poses of rigid body are rep-
resented as a 6 dimensional vector ε=[TxTyTzΩϕΩθΩφ], consisting of the
translation parameters and the three rotation angles for each one of
the three main axes. The warped shape SW is then used for extracting
surface normals and the corresponding azimuth angles. Finally, SW is
projected, ΓSW, using a scale orthographic projection Γ to obtain the
mapped 2D points u. Overall, given a set of motion parameters, each
vertex sk = [x y z]T of the object's shape S is projected to a 2D vertex.
Finally, in the usual way, the texture is generated from the piecewise
affine warp defined by the original 2D triangulated mesh and the one
obtained after the projection. Then, this texture is used to calculate the
image gradient orientations.

When a 3D motion model is used, then during the tracking proce-
dure the 3D pose of an object can be estimated in each frame. The 3D
pose of the object can be well estimated if and only if the tracking pro-
cedure performs well. Thus, a good object pose estimation is an indica-
tion of a good tracking procedure. Among theothers, in our experiments
we show that our approach can handle real data presenting large 3D
object pose changes, partial occlusions, and facial expressions without
calculation or a-priori knowledge of the camera calibration parameters.
Later on we evaluate our system on a publicly available database on
which we achieve state-of-the-art performance.

5.2. Multiple view-based subspace learning

Beside the fact that we have a 3D motion model and 2.5D object
information it is very difficult to build the entire 3D object structure.
In other words, it is very difficult to create a unique subspace of the en-
tire 3D object based on partial viewswithmissing parts of it. However, a
view-based approach has several advantages for both texture and depth
information. For example, the relative pose of constituent range obser-
vations can easily represent varying levels of detail on an object and
can directly capture non-Lambertian appearance on the surface of an
object [58]. In addition, the view-based eigenspaces presented in [59]

image of Fig.�9
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have also shown that separate eigenspaces perform better than using a
combined eigenspace of the pose-varying images. This approach highly
depends on the number of views chosen to sample the viewing sphere
and of the accuracy of the alignment of the views. In general, the major-
ity of systems presented in the past have shown that separating the
shape information from the texture information yields additional per-
formance enhancements. Based on the above conclusions, multi-view
orientation appearance 2Dmodels that describe shape and texture var-
iations in certain poses, were constructed in this work. For example, in
case of tracking of a human face, we can initially generate prior
person-independent view-based subspaces under a fixed lighting con-
dition.More specifically, the subspaces for the adjacent viewswere pro-
duced based on 200 different aligned faces. In Fig. 10 an example of both
texture and depth face pose information for one person is depicted. The
adjacent views were separated by 15° for both pitch and yaw rotations,
ignoring the roll rotation since there is no significant changes in this
case. The purpose was these discrete subspaces to cover rotations in
the range of [−60° 60°], for both pitch and yaw rotations. For each
view i, we define its set of parameters, Ei, as

Ei ¼ Ug
i ;U

a
i ;Vi; εi

� �
; ð15Þ

where εi is the pose, Ui
g, Ui

a and Vi are the subspaces for orientation
of gradients, of 3Dmesh normals and of their fusion (see Section 4), re-
spectively, for this view. For each one of the 81 discrete face poses, i, the
set of parameters Eiwas created. The dimensions of the subspaces for all
poses were the same, while the image resolutionwas 60 × 60 pixels. As
an alternative option, the morphable model presented in [60] was used
for creation of the multiple view-based subspaces, by producing 24.200
facial aligned images for the same 81 discrete poses that correspond to
200 different persons.

5.3. Tracking with orientation appearance models

During the tracking initialization stage, the user has to define ε at
the beginning, i.e. the center position of the object to be tracked in
Fig. 10. An example of both texture and depth face pose information for one person that used f
the 3D space, the parallelepiped contains the 2.5D information
of the tracked object based on its center, as well as its orientation.
In Fig. 11 the main steps of the rigid object tracking procedure, are
depicted.

In general, a particle filter calculates the posterior distribution of
a system's states based on a transition model and an observation
model. In our tracking framework, the transition model is described as
a Gaussian Mixture Model around an approximation of the state poste-
rior distribution of the previous time step:

p Mi
t ;M

1:P
t−1

� �
¼

XP
i¼1

wi
t−1N Mt ;M

i
t−1;Ξ

� �
ð16Þ

where Mt
i is the 3D motion defined by particle i at time t, Mt− 1

1 : P is
the set of P transformations of the previous time step, the weights
of which are denoted bywt− 1

1 : P , andΞ is a diagonal covariance matrix.
In the first phase, P particles are drawn. In the second phase, the
observation model is applied to estimate the weighting for the next
iteration (the weights are normalized to ensure∑i = 1

P wt
i = 1). Fur-

thermore, the most probable sample is selected as the state Mt
best

at time t. Thus, the estimation of the posterior distribution is an in-
cremental process and utilizes a hidden Markov model which only
relies on the previous time step.

Finally, our observation model computes the probability of a sample
being generated by the learned orientation appearance model. More
specifically, we follow a “recognition-by-minimizing-the-reconstruc-
tion-error” approach, which has been very recently shown to be ex-
tremely discriminative for the application of face recognition in [44],
and model this probability as

p yit jMi
t

� �
∝e

jjyit−y~ it jj
2
f

σ ; ð17Þ

where eyit is given by Eq. (13).
In case multiple view-based subspaces were used, during the track-

ing procedure only these pre-learned subspaces that correspond to the
or the offline creation of the multiple view-based subspaces for a face tracking procedure.

image of Fig.�10


Fig. 11. The main steps of the rigid object tracking procedure.
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four closest face poses, based on pitch and yaw angles, were used in
each particle in order to estimate the position and the orientation of
the tracked object, while this cross matching enhances the stability
and accuracy of the tracking procedure.

6. Experimental results

Evaluating and comparing different tracking approaches are
rather tedious tasks. A fair comparison requires not only a faithful re-
production of the original implementation but also tweaking of the
related parameters and training on similar data. In this work,
we chose to evaluate the proposed algorithm and compare it with
(a) similar subspace-based techniques and (b) the state-of-the-art
method of [2]. For the purposes of (a), we used the following variants
of the proposed scheme:

(1) 3D motion model + image gradient orientations only. We call
this tracker 3D + IGO.

(2) 3D motion model + azimuth angles only. We coin this tracker
3D + AA.



Table 1
Experimental results for the Biwi Kinect Head Pose Database. Mean and standard deviations of the angular errors are shown together. The last column shows the percentage of images
where the angular error was below 10°. In bold are shown the results of the proposed method.

Methods Yaw error Pitch error Roll error Direction estimation accuracy

Method in [2] 11 ± 12.1° 9.9 ± 10.8° 9.1 ± 10.1° 81.0%
3D + IGO + AA 9.2 ± 13.0° 9.0 ± 11.1° 8.0 ± 10.3° 89.9%

Table 2
Mean S values for all trackers and videos. The proposed tracker is coined 3D + IGO + AA. In bold are shown the results of the proposed method.

3D + IGO 3D + AA 3D + IGO + AA 3D + I + D 2D + IGO

Video 1 0.1822 0.2645 0.1598 0.8644 0.9221
Video 2 0.1827 0.1572 0.1127 0.2760 0.3912
Video 3 0.2884 0.4254 0.2531 0.9081 0.9001
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(3) 3D motion model + fusion of image gradient orientations with
azimuth angles. This is basically the tracker proposed in this
work. We call this tracker 3D + IGO + AA.

(4) 2D motion model + image gradient orientations only. We call
this tracker 2D + IGO.

We additionally used 3Dmotion model + fusion of pixel intensities
with depth.We coin this tracker 3D+ I+ D. This tracker is particularly
included for performing comparison with standard ‘2

2-norm PCA
methods. A simplified version of this tracker which uses 2D motion
and pixel intensities only has been proposed in [3].

To compare all above variants of subspace-based tracking tech-
niques, we used 3 representative videos. The first video contains face
expressions. The second video contains extreme face pose variations
of two subjects while illumination variations appear only for the second
Fig. 12. S value vs the number of frames for the first video. First row: First image: 3D+ I+D. Se
subject. The third video contains face occlusionswith extremepose var-
iations. All parameters related to the generation of particles remained
constant for allmethods and videos. In thisway,we attempted to isolate
only themotionmodel and the appearancemodel used, so that concrete
conclusions can be drawn. Finally, we evaluated all trackers using a
2D bounding box surrounding the face region. This is the standard
approach used in 2D tracking; we followed a similar approach because
of its ease to generate ground truth data and in order to be able
to compare with trackers using 2D motion models. We measure track-
ing accuracy from S ¼ 1−# D∩Gf g

# D∪Gf g, where D and G denote the detected

and manually annotated bounding boxes and respectively, and # {}
is the number of pixels in the set (the smallest S is the more overlap
we have). Table 2 shows themean values of S for all trackers and videos
respectively. Figs. 12, 13 and 14 plot S for all methods and videos
as a function of the frame number. Figs. 15, 16 and 17 illustrate the
cond image: 3D+AA. Second row: First image: 3D+ IGO. Second image: 3D+ IGO+AA.



Fig. 13. S value vs the number of frames for the second video. First row: First image: 3D+ I+D. Second image: 3D+AA. Second row: First image: 3D+ IGO. Second image: 3D+ IGO+AA.

Fig. 14. S value vs the number of frames for the third video. First row: First image: 3D+ I+D. Second image: 3D+AA. Second row: First image: 3D+ IGO. Second image: 3D+ IGO+AA.
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Fig. 15. Tracking examples from the first video. (a),(b): 3D + I + D. (c),(d): 3D + AA. (e),(f): 3D + IGO. (g),(h): 3D + IGO + AA.

Fig. 16. Tracking examples for the second video. (a): 3D + I + D, (b): 3D + AA, (c): 3D + IGO, (d): 3D + IGO + AA.
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Fig. 17. Tracking examples for the third video. First row: 3D + I + D. Second row: 3D + IGO. Third row: 3D + AA. Fourth row: 3D + IGO + AA.
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performance of the proposed tracker for some cumbersome tracking
conditions. Finally, Fig. 18 depicts examples of the proposed method
tracking and face pose estimation performance on specific frames
derived by the second video.

By exploiting the 3D motion model, the proposed framework was
used to estimate, during the tracking procedure, the center and the ro-
tation angles of the tracked object in the 3D space. In order to assess
the performance of our algorithm, we used the Biwi Kinect Head Pose
Database [61,62]. The dataset contains over 15 K images of 20 people
(6 females and 14 males — 4 people were recorded twice) recorded
while sitting about 1 m away from the sensor. For each frame, a depth
image, the corresponding texture image (both 640 × 480 pixels), and
the annotation is provided. The head pose range covers about ±75 de-
grees yaw and ±60 degrees pitch. The subjects were asked to rotate
their heads trying to span all possible ranges of angles their head is
capable of. Ground truth is provided in the form of the 3D location of
the head and its rotation. In this database, the texture data are not
aligned with the depth data, while in many videos the problem of the
frame dropping exists. Because of that, we were able to test ourmethod
only on 10 videos in which the misalignment difference of texture
and depth in pixels was almost constant and the number of the
dropped frames was quite small. The best configuration of our method
(3D+IGO+AA)was compared to the state-of-the artmethod present-
ed in [2] which is based on discriminative random regression forests:
ensembles of random trees trained by splitting each node so as to simul-
taneously reduce the entropy of the class labels distribution and the var-
iance of the head position and orientation. The results are given in
Table 1, where mean and standard deviations of the angular errors are
shown together. The last column shows the percentage of images
where the angular error was below 10°. Since the head pose estimation
is a hard procedure, for these experiments more than one subspace
were created based on the tracked object. More specifically, based on
the tracked object one subspace was created for discrete face poses,
i.e. for every 15° of yaw or/and roll rotations.

From our results, we verify some of our speculations in the intro-
duction section. More specifically, from our results below it is evi-
dent that:

(1) 3D motion models + subspace learning outperforms 2D motion
models + subspace learning, especially for the case of large pose
variations. This proves our argument that decoupling pose from
appearance greatly benefits appearance-based tracking.

(2) 3D motion models + subspace learning works particularly well
when only learning is performed in a robust manner. This is

image of Fig.�17


Fig. 18. Examples of the proposed method tracking and face pose estimation performance on specific frames derived by the second video.
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illustrated by the performance of the proposed combinations:
3D + IGO, 3D + AA, 3D + IGO + AA.

(3) The proposed fusion scheme 3D + IGO + AA performs the best
among all subspace-based methods and outperforms even the
state-of-the-art method [2]. This justifies the motivation behind
the proposed scheme.

Furthermore, the time consuming procedure in the proposed frame-
work is affected by the creation of the particles. However, its implemen-
tation in CUDA™ is a real time procedure. Therefore, the proposed
method can be used as a real time tracking procedure.
7. Conclusion

Weproposed a learning and fusing framework formultimodal visual
tracking that is robust, exact, computationally efficient and does not re-
quire off-line training. Our method learns orientation appearance
models from image gradient orientations and the directions of surface
normals. These features are incorporated in a robust learning frame-
work, by using a robust Kernel PCA method based on the Euler repre-
sentation of angles which enables an efficient online implementation.
Finally, our method captures the correlations between the learned ori-
entation appearance models using a fusion approach motivated by the
original AAM. By combining the proposed models with a particle filter,
the proposed tracking framework achieved robust and accurate perfor-
mance in videos with non-uniform illumination, cast shadows, signifi-
cant pose variation and occlusions. To the best of our knowledge, this
is the first time that subspace methods are employed successfully to
cope with such cumbersome conditions.
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