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Abstract 

In recent years, deep learning has revolutionized computer vision and has been widely used for monitoring 

in diverse visual scenes. However, in terms of some aspects such as complexity and explainability, deep 

learning is not always preferable over traditional machine-learning methods. Traditional visual tracking 

approaches have shown certain advantages in terms of data collection efficiency, computing requirements, 

and power consumption and are generally easier to understand and explain than deep neural networks. At 

present, traditional feature-based techniques relying on correlation filtering (CF) have become common for 

understanding complex visual scenes. However, current CF algorithms use a single feature to describe the 

information of the target and locate it accordingly. They cannot fully express changeable target appearances 

in a complex scene, which can easily lead to inaccurate target locations in time-varying visual scenes. 

Moreover, owing to the complexity of surveillance scenes, monitoring algorithms can lose their target. The 

original template update strategy uses each frame with a fixed interval length as a new template, which may 

lead to unreliable feature extraction and low tracking accuracy. To overcome these issues, in this work, we 

introduce an original location fusion mechanism based on multiple visual cognition processing streams to 

achieve real-time and efficient visual monitoring in complex scenes. First, we propose a process for 

extracting multiple forms of visual cognitive information, and it is periodically used to extract multiple 

feature information flows of a target of interest. Subsequently, a cognitive information fusion process is 

employed to fuse the positioning results of different visual cognitive information flows to achieve 

high-quality visual monitoring and positioning. Finally, a novel feature template memory storage and 

retrieval strategy is adopted. When the location result is unreliable, the target is retrieved from memory to 

ensure robust and accurate tracking. In addition, we provide an extensive set of performance results showing 

that our proposed approach exhibits more robust performance at a lower computational cost compared with 

36 state-of-the-art algorithms for visual tracking in complex scenes.  
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1. Introduction 
As an aspect of artificial intelligence, computer vision plays a crucial role in several applications, including 
biological information analysis, unmanned and autonomous driving, medical image processing, and 
industrial prognosis [1-6]. Computer vision can be defined as a domain that involves techniques for enabling 
machines to "see" the world, e.g., by using learning algorithms to imitate the functionality of the human 
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visual cortex and obtain knowledge from image data. As such, computer vision algorithms can understand 
and recognize image content by simulating the cognitive criteria of human beings to analyze image 
information and draw valuable conclusions for a given task. 
 
Visual monitoring is an important research topic in computer vision. Its main task is to periodically capture 
visual information of a specified target and then use the monitored information to predict the location of the 
target in each frame. The identification of the target through consecutive frames allows for the automatic 
real-time tracking of the target over time. In recent years, because of continual improvements and notable 
advancements, visual monitoring methods have been widely applied in security monitoring, smart city 
construction, and military guidance, among many other scenarios and applications [7-9]. However, in 
real-world motion scenes, visual monitoring is affected by many factors, such as changes in the shape of the 
target, fuzzy movement artifacts, occlusion, and illumination effects. Such contextual circumstances pose a 
considerable challenge to visual monitoring methods. Therefore, the development of methods for 
maintaining rapid and accurate monitoring of targets in complex scenarios has arguably become the main 
motivation for significant research investments in recent years.  
 
At present, most visual monitoring methods either adopt a monitoring algorithm based on correlation 
filtering (CF) or exploit the excellent modeling capabilities of deep neural networks. Visual monitoring in 
complex scenes does not usually limit the type of target but only requires that the initially defined target 
object can be found in the video sequence. Existing deep-learning monitoring algorithms can extract rich 
target feature information from the flow of frames; however, they need to learn from massive datasets to 
distinguish the foreground from the background of video sequences. This limitation causes poor real-time 
monitoring quality (poor robustness) and high consumption of computing resources. In contrast, CF-based 
methods retain continuity between video frames, realize real-time updates of visual monitoring, and are 
easier to understand and explain. Consequently, they are often preferred over complex deep-learning-based 
alternatives. However, existing CF-based monitoring algorithms consider only a single feature (such as the 
histogram of oriented gradients (HOG)) to describe the visual information of the target. This limitation 
makes adapting to changes in the target state difficult in complex scenarios, resulting in inaccurate target 
positioning. In addition, CF-based methods usually update the template at fixed intervals. This 
template-updating method may fail to accurately re-identify the target when the tracking performance is poor, 
which has a negative effect on the associated results. 
 
In this study, we address the aforementioned weaknesses of CF-based methods. Specifically, inspired by the 
multiple visual cognitive systems that humans use to monitor visual targets, we introduce a novel location 
fusion mechanism into our filtering monitoring algorithm. Moreover, considering the shortcomings of the 
original feature template update strategy, we propose a new feature template memory storage and retrieval 
strategy for the original algorithm. Our proposal aims not only to improve the accuracy of monitoring 
algorithms in complex scenes but also to promote the application of information fusion in visual monitoring. 
The contributions of this work are summarized as follows. 

• Motivated by the inherent difficulty in performing visual monitoring in complex scenes, we propose a 
location fusion mechanism based on multiple visual cognitive processing streams. In our proposed 
approach, two key processes are implemented: i) multiple visual cognitive information extraction and ii) 
cognitive information fusion. In the former, the monitor is recycled to extract multiple complementary 
features from the target being monitored. In the latter, the quality of the extracted visual cognitive 
information is evaluated and the positioning results of different visual cognitive information flows are 
fused according to their quality to achieve high-quality visual monitoring and positioning. Thus, the 
target is recognized from a variety of cognitive perspectives. In different monitoring scenarios, various 
visual cognitive information flows are flexibly and effectively used to ensure high-quality target 
positioning. Even when dealing with highly dynamic scenarios, the monitoring accuracy of our proposed 
method can be steadily improved. 
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• The proposed approach involves a novel feature template memory storage and retrieval strategy based 
on monitoring confidence. The strategy is employed to calculate monitoring confidence based on visual 
cognitive information, which is used to evaluate the quality of feature templates so that only good 
feature templates are stored. This quality-driven storage policy permits the retrieval of the target from 
memory when the target is lost during monitoring, which may occur owing to complex artifacts and 
phenomena affecting the visibility of the object in the scene such as occlusion. Compared with other 
target-tracking methods, we provide a rationale for why our devised strategy improves the ability to find 
the target again after it is lost. To adapt to different monitoring scenarios, our mechanism flexibly adjusts 
the impact of different cognitive information flows on the monitoring process. 

• The results of a comprehensive performance evaluation of our mechanism on benchmark datasets and a 
comparison with 36 existing advanced monitoring algorithms show that our method can effectively 
improve robustness in complex scenarios. The proposed approach also achieves significant 
improvements in terms of several evaluation metrics compared with the other algorithms on the 
benchmark, even under adverse contextual conditions.  

 
The remainder of this paper is structured as follows. Section 2 introduces the relevant background for CF 
and visual cognition theory. Section 3 describes the proposed CF algorithm, which integrates multiple visual 
cognitive information flows to achieve efficient visual monitoring. Section 4 details the experimental setup. 
Section 5 presents the results along with a discussion from both quantitative and qualitative perspectives 
Section 6 provides our concluding remarks along with the directions for future research. 
 
2. Related Work 
In this section, we consider the concepts of vision cognition theory and recent developments in this direction 
(Section 2.1). In addition, we critically discuss the related state of the art, by considering their strengths and 
limitations (Section 2.2). This content is important to fully understand the core concepts and motivations 
behind the work presented in this manuscript. 
 
2.1 Vision cognition theory 

Visual cognition is a complex, intelligent, and efficient process that occurs in visual systems, encompassing 

two information-processing modes: bottom-up and top-down. Bottom-up is the feedforward process of 

visual cognition, which drives the visual processing in a system based on certain data or tasks. In contrast, 

the top-down process is the feedback of visual cognition; the visual system uses the previous knowledge and 

experience of the goal or target and the expectation and cognition of the future state of the goal or target. 

The human visual system is very powerful owing to its capacity for feedback regulation, association, 

memory, and other modes in the human visual cortex that effectively support decision-making in a synergic 

manner [10].  

 
In recent years, researchers have applied visual cognition theories and mechanisms to several application 
scenarios, particularly in intelligent manufacturing and artificial intelligence, and positive results have been 
reported. For example, Hong et al. [20] proposed a two-component approach consisting of short-term and 
long-term memory storage strategies in addition to principles based on cognitive psychology to process the 
appearance memory of the target. Cai et al. [21] addressed the challenges of scale changes and non-rigid 
body deformation by analyzing the visual cognitive mechanisms of the ventral flow of the visual cortex. 
This mechanism simulates shallow neurons to extract low-level biologically inspired features of the 
appearance of a target in combination with advanced learning mechanisms to perform visual monitoring. 
Srivastava et al. [22] proposed a multi-object monitoring computational model designed to experimentally 
predict the allocation of visual attention and the effect of this allocation on an observer's ability to monitor 
multiple targets simultaneously. Inspired by the cognitive salience model of human attention, Zhan et al. [23] 
proposed a visual monitoring scheme based on significant superpixels by integrating the similarity of target 
appearance and cognitive salience, which plays a major role in updating the appearance model and inferring 
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the target location. 
 
2.2  Visual monitoring algorithm 
Mainstream visual monitoring algorithms can be classified into deep-learning methods and CF algorithms. 
Deep-learning-based monitoring algorithms generally require large amounts of training data to learn their 
trainable parameters and extract meaningful features for effective learning over frame sequences with high 
dimensionality. Zhao et al. [43] proposed a deep-learning-based intelligent edge surveillance technique for a 
specific intelligent Internet of Things application. In deep-learning-based human activity recognition (HAR) 
performance and cost must be balanced. To this end, Shi et al. [67] proposed a smartphone-aided HAR 
method using a residual multi-layer perceptron. To solve the problem of online-only methods, which 

inherently limit the richness of the features that can be learned by a model, Bertinetto et al. [50] proposed a 
novel fully convolutional Siamese network trained to perform end-to-end target monitoring in video streams. 
Li et al. [16] introduced a Siamese region proposal network that extracted target feature information from an 
initial frame using a Siamese sub-network and fed it to a convolutional layer to match the extracted target 
feature information from other frames. Finally, a candidate region generation network was used to 
distinguish the target from the background for visual monitoring. Galoogahi et al. [12] proposed a manual 
feature background perceptron method to solve the problem that the target background may not be modeled 
over time. 
 
Visual monitoring algorithms based on kernel CF convert calculations in the time domain to the frequency 
domain. This method utilizes the property that a cyclic matrix can be diagonalized in the frequency domain, 
which significantly reduces the amount of calculation and improves its speed. For example, Henriques et al. 
[11] optimized a method based on CF by introducing circulant matrices, which increased the number of 
negative samples through the circulant matrix and improved the quality of classifier training, and by adding 
a Gaussian kernel to the ridge regression. Nonlinear problems were converted into a high-dimensional linear 
space to simplify the calculations.  
 
Furthermore, Yang et al. [13] proposed a new tracking algorithm based on CF designed to perform a novel 
robust estimation of similar transformations with large displacements. This method uses an efficient phase 
correlation scheme to simultaneously address scale and rotation changes in logarithmic polar coordinates. 
Although CF has high accuracy in visual monitoring, it is unfortunately impacted by the so-called boundary 
effect, in which the original sample target center circularly shifts to the edge and tracking failure is likely to 
occur. Danelljan et al. [54] solved this problem to some extent by imposing spatial penalties on the 
coefficients of correlation filters, but their workaround increased the complexity of monitoring. As detailed 
subsequently, our proposed memory update mechanism effectively mitigates the boundary effect by 
selectively updating the template and minimizing the complexity to achieve better performance.  
 
To solve the problem of online updating, Li et al. [27] introduced time regularization in the matching 
process between adjacent frames to increase the number of training samples and provide a more robust 
model when the appearance of scenery changes significantly. Considering the problems that most 
monitoring algorithms encounter when scaling the search to estimate the target size (that is, the increased 
computational resources needed to deal with large-scale changes), Danelljan et al. [28] proposed a new 
scale-adaptive monitoring method designed to learn the discriminant CF used for translation and scale 
estimation to reduce the computational cost. 
 
Compared with these deep learning algorithms, our proposed method does not require a large number of 
training samples. For a given level of monitoring accuracy, the computing demand and power consumption 
of our approach are significantly reduced. Compared with other tracking algorithms based on CF, our 
proposed solution attains higher tracking accuracy levels and can adapt better to a large set of challenging 
difficulties. For example, by using multiple features, our approach exhibits improved accuracy compared 
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with the method of using a single feature provided by Galoogahi et al. [12] under conditions of occlusion, 
rotation, and changes in scale. Similarly, our feature template memory storage and retrieval strategy can be 
used to selectively update the target template, which effectively reduces the influence of boundary effects 
compared with a prior method [13]. A complete description of our proposed solutions, its motivations, and 
its advantages is provided in the following section. 
 
3. Proposed Multiple Visual Cognition Methodology 
This section consists of four subsections. Section 3.1 introduces the baseline CF algorithm. Section 3.2 
presents the key defects in existing filter monitoring methods that use only a single feature to describe target 
information. Section 3.3 describes the two key processes of the approach: "multiple visual cognitive 
information extraction" and "cognitive information fusion"; it also describes the template memory strategy 
based on monitoring confidence. Finally, Section 3.4 explains how the filtering monitoring algorithm is 
combined with the location-fusion mechanism for effective visual monitoring in complex scenes. 
 
3.1  CF monitoring algorithm 
CF was first applied in the field of signal processing to describe the similarity between two signals [24]. The 
correlation between two signals x and y can be expressed as 

(𝑥 ⊗ 𝑦)(𝛼) = ∫ 𝑓∗(𝑡)𝑥(𝑡 + 𝛼)𝑑𝑡
−∞

∞
,     (1) 

 (𝑥 ⊗ 𝑦)(𝑛) = ∑ 𝑓∗∞
−∞ [𝑛]𝑦(𝛽 + 𝑛),       (2) 

where 𝑓∗ represents the complex conjugate of 𝑓. In the context of a monitoring problem, CF can be 
framed by formulating the problem as the discovery of the maximum value of correlation s between a filter 
template, ρ, and an input image, ϖ. Mathematically, 

 s = ρ ⊗ ϖ.       (3) 
Quantitatively performed through convolution, the Fourier transform of the cross-correlation of functions is 
equal to the product of the Fourier transform of the functions: 

 F(s) = F(ρ ⊗ ϖ ) = F(ϖ ) ∙ 𝐹(ρ)∗,       (4) 
where 𝐹(ρ)∗is the filtering template.  
 
Bolme et al. [25] proposed a new type of correlation filter (referred to as minimum output sum of square 
error filter) that generates a stable correlation filter during the initialization of a single frame. This 
correlation filter is used to calculate the least squares of each sample and can be described as 

 𝑚𝑖𝑛𝐹(ρ)∗ = ∑ |𝐹(ρ)∗ F(ϖ )𝑖 − F(s)𝑖|
2𝑚

𝑖=1 ,       (5) 

where i is the index of the sample for which the Fourier transform is computed. Then, the partial with regard 
to 𝐹(ρ)∗ is set equal to zero, and 𝐹(ρ)∗ is considered as an independent variable. The partial derivative is 
calculated as per Equation (5), and we obtain the closed-form expression for the new type of filter: 

 𝐹(ρ)∗ =
∑ F(ϖ )𝑖∙𝐹(𝑠)𝑖

∗
𝑖

∑ F(s)𝑖∙𝑖 𝐹(𝑠)𝑖
∗ .       (6) 

 

3.2 Disadvantages of existing filtering monitoring methods 
Existing filtering and monitoring methods extract relevant information features (mainly HOG features) of 
the target in the searched area of the next frame using a sliding window method. The features are then 
matched with the target information template of the current frame to predict the location of the next frame. 
For example, the target information features extracted by using the background-aware correlation filter 

(BACF) algorithm are as follows. First, the monitor extracts features from image region 𝑄𝑖 of the ith(𝑖 =
1,2, ⋯ , 𝑀) sliding window as  

 𝑃𝑥(𝑥, 𝑦) = 𝑄𝑖(𝑥 + 1, 𝑦) − 𝑄𝑖(𝑥, 𝑦),       (7) 

𝑃𝑦(𝑥, 𝑦) = 𝑄𝑖(𝑥, 𝑦 + 1) − 𝑄𝑖(𝑥, 𝑦),     (8) 

 𝑁(𝑥, 𝑦) = √𝑃𝑥(𝑥, 𝑦)2 + 𝑃𝑦(𝑥, 𝑦)2 ,       (9) 
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 𝜃(𝑥, 𝑦) = 𝑡𝑎𝑛−1 𝑃𝑦(𝑥,𝑦)

𝑃𝑥(𝑥,𝑦)
 ,       (10) 

where 𝑄𝑖(𝑥, 𝑦) represents the value of the image pixel at position (x,y), 𝑃𝑥 and 𝑃𝑦 respectively represent 

the gradient values in the horizontal and vertical directions of image 𝑃, 𝑁(𝑥, 𝑦) represents the amplitude 
value of the gradient, and 𝜃(𝑥, 𝑦) denotes the direction of the gradient. The construction process of the 

orientation gradient histogram in an image region, 𝑄𝑖, is shown in Figure 1.  
 

 
Fig. 1 Process of constructing a histogram of oriented gradients in an image region, 𝑄𝑖. The left side of the 

figure shows that the gradient direction is divided into n intervals, and the right side shows that each interval 

has a corresponding gradient value. 
 

First, we divide the gradient direction, 𝜃(𝑥, 𝑦), into 𝑛 intervals in the image region, 𝑄𝑖, so that the 
amplitude values of similar gradient directions are placed in the same interval, and use 𝐴𝑘(𝑘 = 1,2, ⋯ , 𝑛)  
to represent the kth bin of the histogram. More formally,  

 𝐴𝑘 = {𝑁(𝑥, 𝑦)𝑘|𝜃(𝑥, 𝑦)𝑘},                   (11) 

where 𝜃(𝑥, 𝑦)𝑘represents the kth gradient direction interval and 𝑁(𝑥, 𝑦)𝑘 represents the amplitude value in 
the kth gradient direction interval. 𝑛 intervals are then assembled to construct the orientation gradient 

histogram, 𝐻𝑖, of the current image region, 𝑄𝑖: 

 𝐻𝑖 = {𝐴1, 𝐴2, ⋯ , 𝐴𝑛}.        (12) 
Finally, the 𝑀 sliding window images are merged to form the HOG feature information of the images in the 
current search area. 

 𝐹𝑇ℎ = {𝐻1, 𝐻2, ⋯ , 𝐻𝑀}.       (13) 
 
The occurrence probability, 𝑅ℎ, of the HOG feature information, ℎ, of the target in each sliding window is 
given as 

 𝑅ℎ = 𝑓(
𝑇𝑜𝑡ℎ

𝐹𝛵ℎ
 ),       (14) 

where 𝑇𝑜𝑡ℎ represents the HOG feature information template of the currently used target, and 𝑓 represents 

the matching function. 
 
Note that when the target rotates, the feature information extracted by the monitor is an HOG feature after 
the rotation occurs, which exhibits poor matching performance with the current target information template, 
as shown in Figure 2.  
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(a) Rotational target 

 
(b) HOG feature of the monitoring algorithm 

 
(c) HOG features of template 

 
(d) Matching response map 

 

Fig. 2 HOG feature map and feature matching response map are extracted from a "bike" sequence. When 

the target rotates, the single feature matching response is not good, which may cause target loss for a 

tracking algorithm relying on such features. 
 

Figure 2 illustrates the effect of a rotating target on the performance of the filtering-based tracking approach. 
Specifically, Figure 2a shows the effects of rotation on the output of the monitoring algorithm. Figure 2b 
presents the feature diagram extracted by the monitoring algorithm in the monitoring search area. Figure 2c 
displays the feature diagram extracted in the real search area, and Figure 2d presents the response matrix 
diagram of the feature-matching degree of the monitoring algorithm. As shown in Figure 2a, the target 
moves normally at frame 67, and the target feature information extracted by the monitoring algorithm can be 
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matched with the HOG feature template information of the target of the previous frame, as shown in Figure 
2d. Rotation occurs when the target moves to frame 70. At this time, the target feature information extracted 
by the monitor (as shown in Figure 2b) exhibits a poor matching effect with the target template information 
(as depicted in Figure 2d). Consequently, a large deviation exists in the monitoring of the target, resulting in 
a subsequent monitoring failure at frame 81. The response graph of the features extracted by the monitor and 
the real location features of the target at frame 81 clearly reveal that the former exhibits a large error at this 
time in the sequence.  
 
Based on these observations and issues, an important conclusion can be drawn. In the existing filtering 
monitoring algorithms that employ only single HOG features for visual monitoring, when the target is 
affected by the external environment or the occurrence of target rotation and/or deformation, the target 
feature information extracted by the monitor cannot match the target template information well. This causes 
target monitoring to fail, and performing effective visual monitoring in subsequent frames of the stream also 
becomes difficult. 
 
3.3  Visual monitoring strategy based on location fusion mechanism 
The proposed visual monitoring strategy is implemented in three stages: multiple visual cognitive 
information extraction, cognitive information fusion, and feature template memory storage and retrieval 
strategy. 
 
(1) Multiple visual cognitive information extraction: The multiple visual cognition process aims to recognize 
external objects/targets through multiple dimensions or angles. To complete the multiple visual cognitive 
information extraction process for the object/target, it is necessary to know roughly what the object/target 
looks like and what features it has. Therefore, multiple visual cognition processes can be regarded as 
continuous learning of the appearance, form, and action of external objects/targets under diverse visual 
perspectives. 
 
(2) Cognitive information fusion: Information fusion is an efficient way to process and combine information 
flows such that synergies between them towards fulfilling a task are properly leveraged. First, from the 
object/target-related feature information obtained in the process of multiple-vision cognitive information 
extraction, feature information from different cognitive angles can be collected to obtain different location 
information flows. Then, the quality of such different location information flows can be evaluated to support 
quality-aware fusion and to detect and locate the current object of interest with improved performance, 
thereby reducing the interference of low-quality location information on the final results. 
 
(3) Feature template memory storage and retrieval strategy: Template memory is an effective means to 
correct poor monitoring situations. The memory of some target features can be realized through a single 
cognition event, but the memory of most feature contents calls for repeated cognition and feedback 
processes (long-term cognitive memory). Thus, it is more suitable for long-term monitoring in complex 
scenarios. 
 
We now consider the mathematical details of the three aforementioned stages.  
 
Multiple visual cognitive information extraction: For an object/target to be monitored, the monitor 
recognizes the current state and form of the object/target. To model the object more comprehensively, we 
chose four different cognitive perspectives that can complement each other: HOG, color, gray levels, and 
saliency features. 

1) Color features: The monitor extracts color features from the image area, Qi, of the ith (i = 1,2, ⋯ , M) 

sliding window. It first divides the RGB of image area Qi into three HSV components and quantizes them 
according to the sensitivity of the color change. After quantization, the value ranges of the three components 
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are {0,1, ⋯ , 𝐾𝐻 − 1}, {0,1, ⋯ , 𝐾𝑆 − 1},and {0,1, ⋯ , 𝐾𝑉 − 1}, arranged into a vector in the form of [H, S, V], 
ranging as follows: 

𝑄𝐻𝑆𝑉
𝑖 = {0,1, ⋯ , 𝐾𝐻 − 1,0,1, ⋯ , 𝐾𝑆 − 1,0,1, ⋯ , 𝐾𝑉 − 1}.    (15). 

The number of pixels of color component 𝑐 in the sliding window image area, 𝑄𝑖, is defined as 𝐼𝑐
𝑖; the 

total number of pixels of the color component is 𝑁, and the color histogram, 𝐶𝑂𝑖, of the current image 

region, 𝑄𝑖, is then constructed. More formally, 

𝐶𝑂𝑖 = {𝐼1
𝑖 , 𝐼2

𝑖 , ⋯ , 𝐼𝑁
𝑖 }.         (16) 

The 𝑀 sliding window images are then merged to form the color feature information of the current search 
area image: 

 𝐹𝛵𝑘 = {𝐶𝑂1, 𝐶𝑂2, ⋯ , 𝐶𝑂𝑀}.      (17) 
However, the operation of visual monitoring in an actual complex scene is challenging; for example, the 
area explored by the monitor often has one or more similar background types interfering with the tracked 
objects/targets, which may greatly affect the accuracy of the monitoring process. At this point, using only 
shape and color to describe the target would significantly affect the accuracy of the monitoring process. 
Therefore, we propose taking inspiration from the learning process of the human visual system [10] to learn 
the different characteristics of targets from more perspectives. Gray and saliency feature information are 
added to the algorithm to identify and track the target more accurately in the case of occlusion and rapid 
movement of the target. 
 

2) Gray features: First, we convert image area 𝑄𝑖 of the ith (𝑖 = 1,2, ⋯ , 𝑀) sliding window of the specific 

color image into a gray value to obtain the gray feature, 𝐺𝑅𝑖, of the current window area: 
 

𝐺𝑅𝑖(𝑥, 𝑦) = 𝜆1𝑄𝑅
𝑖 (𝑥, 𝑦) + 𝜆2𝑄𝐺

𝑖 (𝑥, 𝑦) + 𝜆3𝑄𝐵
𝑖 (𝑥, 𝑦),      (18) 

 

where 𝜆1,𝜆2, and 𝜆3 are the coefficients set by the three channels, and 𝑄𝑅
𝑖 (𝑥, 𝑦), 𝑄𝐺

𝑖 (𝑥, 𝑦), and 𝑄𝐵
𝑖 (𝑥, 𝑦) 

represent the pixel values of the current ith sliding window area. Then, the 𝑀 sliding window patches are 
merged to form the gray feature of the current search area image using 
 

 𝐹𝛵𝑠 = {𝐺𝑅1, 𝐺𝑅2, ⋯ , 𝐺𝑅𝑀}.      (19) 

 
3) Saliency features: This is produced by the visual contrast between a visual target and other areas. This can 

be described by using certain features. The saliency features (𝑆𝐹𝑖) of the sliding window image area 𝑄𝑖 are 
given as 
 

𝑆𝐹𝑖 = 𝐺𝑥 ⊛ ℱ−1 [exp (log (𝐴 (ℱ(𝑄𝑖))) − 𝐻𝑛 ⊛ log (𝐴 (ℱ(𝑄𝑖))) + P (ℱ(𝑄𝑖)))]

2

,  (20) 

 
where ℱ represents the Fourier transform function, 𝐴(∗) and 𝑃(∗) represent the amplitude and phase of 
their argument Fourier transform, 𝐺𝑥represents a Gaussian filter smoothing saliency mapping, and ⊛
 represents the convolutional operator. Here, 𝐻𝑛 represents the coefficient matrix, computed as 

 𝐻𝑛 =
1

𝑛2 [
1 ⋯ 1
⋮ ⋱ ⋮
1 ⋯ 1

].       (21) 

𝑀 sliding window images are combined to form salient features 𝐹𝑇𝑓 in the current search area image as 

 𝐹𝑇𝑓 = {𝑆𝐹1, 𝑆𝐹2, ⋯ , 𝑆𝐹𝑀}.       (22) 
 
This analysis indicates that resorting to a single feature is insufficient for visual monitoring. Therefore, 
mimicking the human multi-visual cognitive mechanism is essential for multiple feature extraction and 
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integration to circumvent the problem of monitoring failures caused by insufficient target information 
mining. Inspired by human multiple visual cognition, we propose a visual monitoring strategy that performs 
cognitive information fusion, feature template memory storage, and a retrieval strategy after extracting 
multiple features. 
 
Cognitive information fusion: Multiple feature information (HOG, color, gray, and saliency features) 
extracted in the previous stage may not match the feature information corresponding to the target in the 
previous frame well. In this case, obtaining accurate positioning information using only individual feature 
information may not be possible, as shown in Figure 2d. Therefore, the positioning information results 
obtained from these multiple features must be cognitively integrated. The main steps of this fusion process 
are detailed here. 
 
Step 1: The matching response matrix is calculated from the color, gray, and saliency feature information as 

 𝑅𝑘 = 𝑓(
𝑇𝑜𝑡𝑘

𝐹𝛵𝑘  ),       (23) 

 𝑅𝑠 = 𝑓(
𝑇𝑜𝑡𝑠

𝐹𝛵𝑠  ),       (24) 

 𝑅𝑓 = 𝑓(
𝑇𝑜𝑡𝑓

𝐹𝑇𝑓  ),       (25) 

where 𝑇𝑜𝑡𝑘, 𝑇𝑜𝑡𝑠, and 𝑇𝑜𝑡𝑓 are respectively the color, gray, and saliency feature information templates of 
the current target. 
 
Step 2: The quality levels of HOG, color, gray, and salient feature information are calculated. The quality 
level of the HOG feature information is expressed as 
 

 𝜌ℎ =
𝑚𝑎𝑥(𝑅ℎ)−mean(𝑅ℎ)

𝑠𝑡𝑑(𝑅ℎ)
 ,       (26) 

 
where max(∗), 𝑚𝑒𝑎𝑛(∗), and 𝑠𝑡𝑑(∗) represent the maximum, mean, and standard deviation, respectively. 
Similar expressions can be formulated for quality level 𝜌𝑘 of the color feature information, quality level 𝜌𝑠 
of the gray feature information, and quality level 𝜌𝑓 of the salient feature information. 

 
Step 3: Finally, the response matrix obtained by adaptive integration and linear weighting is given as 

𝑅𝐹 = 𝜌ℎ ∙ 𝑅ℎ + 𝜌𝑘 ∙ 𝑅𝑘 + 𝜌𝑠 ∙ 𝑅𝑠 + 𝜌𝑓 ∙ 𝑅𝑓,     (27) 

 𝑃𝐿 = argmax 𝑥,𝑦(𝑅𝐹),       (28) 

 
where 𝑅𝐹 represents the response matrix after cognitive information fusion and 𝑃𝐿 denotes the location of 
the current target. This process is schematically shown in Figure 3, where 𝜌ℎ, 𝜌𝑘, 𝜌𝑠, and 𝜌𝑓 respectively 

represent the weights of the HOG, color, gray, and saliency feature information. 
 

Feature template memory storage and retrieval strategy: After the response matrix is obtained by 
matching the HOG, color, gray, and salient feature information, the current cognitive features must be 
memorized, stored, and retrieved as needed. The monitoring confidence of the HOG feature information is 
expressed as 

 𝐶𝐹ℎ =
|𝑓𝑚𝑎𝑥(𝑅ℎ)−𝑓𝑚𝑖𝑛(𝑅ℎ)|2

𝑓𝑚𝑒𝑎𝑛(∑ |𝑓𝑚𝑎𝑥(𝑅ℎ)−𝑅ℎ𝑖,𝑗|𝑖,𝑗 )
 ,       (29) 

 

where 𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥 , 𝑓𝑚𝑒𝑎𝑛represents the minimum, maximum, and mean values of the function, respectively; 

𝑖, 𝑗 represent the ith row and jth column elements of 𝑅ℎ; and 𝐶𝐹ℎ stands for the monitoring confidence of 

the HOG feature information of the target. The monitoring confidence of the color feature information of the 
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target (𝐶𝐹𝑘), that of the gray feature information (𝐶𝐹𝑠), and that of the salient feature information (𝐶𝐹𝑓) 

follow analogously. 
 

Then, the feature template is stored and updated by monitoring the confidence of the feature information. 
For example, the update method of the HOG feature template retrieval and storage of the moving target in 
the current frame 𝑖 is given by 

  𝑇𝑜𝑡𝑖
ℎ = {

𝑇𝑜𝑡𝑖−1
ℎ , 𝐶𝐹ℎ < 𝜉ℎ 

𝑇𝑜𝑡𝑖−1
ℎ + 𝑇𝑜𝑡𝑖

ℎ′
, 𝐶𝐹ℎ ≥ 𝜉ℎ

,        (30) 

 

where 𝜉ℎ represents a fixed threshold (typically 0.32), and 𝑇𝑜𝑡𝑖
ℎ′

 represents the HOG information feature 

of the newly extracted target in the current frame 𝑖. The update method for the retrieval and storage of the 

target color, gray, and salient feature information is the same as that for the HOG feature information. The 

feature template memory storage and retrieval strategy are illustrated in Figure 4. 

 
Fig. 3 Cognitive information fusion process. The left side of the figure depicts the quality-based fusion 

process of positioning results obtained from different cognitive perspectives (features), and the right side 

intuitively shows the location fusion process from the monitoring scene, where the image size represents the 

corresponding visual cognitive weight at this instant of time along the video stream. The three-dimensional 

coordinates of the matching response map comprise the x- and y-coordinates of the image area and the 

response degree of feature matching. 

 

The specific process of the feature template memory storage and retrieval strategy is performed as follows. 

First, match the current frame with the four kinds of feature information extracted from the target position of 

the previous frame. When the matching quality is poor, we rematch the current and template frames. When 

the current frame matches the previous frame appropriately, the template frame is updated to the previous 

frame. In the monitoring scene, as shown in Figure 4, the matching response of gray features is good, so the 

template is updated to the previous frame. However, the matching of HOG, color, and saliency feature 

templates is poor, so no update is needed, and the template of the previous frame is used to match again. 
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Fig. 4 Feature template memory storage and retrieval strategy. Multiple features of the target are extracted 

and compared with the template features, and then, whether to update the template features is decided. The 

three-dimensional coordinates of the matching response map include the x- and y-coordinates of the image 

area and the response degree of feature matching. 
 
3.4  Filtering monitoring algorithm integrating multiple visual cognition 
First, the method extracts multiple feature information flows of the targets to be tracked from the search area. 
Subsequently, the quality of these multiple feature information flows is used to adaptively fuse the 
positioning results of each feature information to achieve better visual positioning. Finally, the storage and 
retrieval strategy of the feature template memory is used to prevent the loss of targets during the monitoring 
process under visual occlusion, blockage, changes in illumination, and other artifacts that may affect the 
tracking process. A flow chart of the location fusion mechanism based on multiple visual cognition 
processes is shown in Figure 5. 
 
According to this description, our location fusion mechanism solutions were applied to the CF monitoring 
algorithm, as described in Algorithm 1. 
 

Algorithm 1: Proposed CF-assisted monitoring algorithm based on location fusion mechanism 

Input: Initial target position (𝑋1, 𝑌1); set thresholds 𝜉ℎ, 𝜉𝑓 , 𝜉𝑘, 𝜉𝑠.   

Output: Prediction position (𝑋𝑖, 𝑌𝑖) and monitoring box of subsequent frame monitoring algorithm. 

 

1: Repeat 

2:   Detect: 

3:   // Step 1: Multiple visual cognitive information extraction 

4:       Extract HOG, color, gray, and salient feature information by formula (13), (17), (19) and (22), 

corresponding to 𝐹𝑇ℎ , 𝐹𝛵𝑘 , 𝐹𝛵𝑠, and 𝐹𝛵𝑓  from the search area of the target location 
(𝑋𝑖−1, 𝑌𝑖−1)in the previous frame. 
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5:       Match with the corresponding target feature template in the previous frame by formula (14), 

(23), (24) and (25). 

6:       Form HOG, color, gray, and salient matching response matrix corresponding to 𝑅ℎ, 𝑅𝑘, 𝑅𝑠, 

and 𝑅𝑓. 

7:   // Step 2: Cognitive information fusion 

8:       Obtain the quality of each feature information by formula (26), which are 𝜌ℎ, 𝜌𝑘, 𝜌𝑠 and 𝜌𝑓 . 

9:       Predict the monitoring position (𝑋𝑖, 𝑌𝑖) and monitoring box by formulas (27) and (28) in an 

adaptive linear weighting manner. 

10:   // Step 3: Feature template memory storage and retrieval strategy 

11:       Calculate the monitoring confidence of each feature information by formula (29), which are 

𝐶𝐹ℎ, 𝐶𝐹𝑘, 𝐶𝐹𝑓 and 𝐶𝐹𝑠, respectively. 

12:       If 𝑪𝑭𝒙=𝒉,𝒌,𝒔,𝒇 ≥ 𝝃𝒙=𝒉,𝒌,𝒔,𝒇 then 

13:          Update the target template of corresponding characteristic information. 

14: Until the end of the video sequence； 

 

 
Fig. 5 Flow chart of location fusion mechanism based on multiple visual cognition. Different matching 

results with multi features on template are shown, and the reliability with each feature is obtained via the 

response map. Then, visual positioning is obtained by applying location fusion based on information quality. 

Finally, we confirm whether to use the feature template memory storage and retrieval strategy according to 

the monitoring confidence. The abscissa and ordinate of the histogram indicate feature information and 

frequency, respectively. The three-dimensional coordinates of the matching response map comprise the x and 

y-coordinates of the image area and the response degree of feature matching. 
 

4. Experimental Setup 
To assess the performance of our proposed approach, we designed an extensive experimental setup over 
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three benchmark datasets that are widely utilized in visual monitoring: OTB100 [17], VOT2016 [18], and 
VOT2018 [19]. Here, we describe the challenges and performance metrics measured for each dataset. 
 
OTB100 dataset: 
There are 11 types of challenges defined in the OTB100 dataset, including fast motion, occlusion, 
out-of-view, deformation, motion blur, and out-of-plane rotation. There were 98 videos in this dataset, with a 
total of 100 test scenarios, which contained a quarter of the grayscale sequence. The evaluation indicators for 
the OTB100 dataset are the precision and success rate; these are computed in the context of object detection 
and tracking as follows. 
Precision: To compute the tracking accuracy, we first calculate distance 𝜃 between the center position 
(𝑋𝑡, 𝑌𝑡) of the predicted target in each frame of the monitoring algorithm and the center position (𝑋𝑖, 𝑌𝑖) of 
the ground truth annotation of the target’s position: 

 𝜃 = √(𝑋𝑡 − 𝑋𝑖)2 + (𝑌𝑡 − 𝑌𝑖)2.       (31) 

We then calculate ratio 𝛶 of the number of frames 𝑉, whose distance 𝜃 is less than a certain threshold for 
all frames of the OTB dataset. The value of 𝛶 reflects the search accuracy. 
 

 𝛶 =
∑ 𝐹𝑖

𝑉
𝑖=1

𝑉
, 𝐹𝑖 = {

1, 𝜃 ≤ 20
0, 𝜃 > 20

 .       (32) 

For the OTB100 dataset, a threshold score of 20 pixels was used as the representative accuracy score for 
each tracker. 
 
Success rate: The computation of this second score starts by first calculating ratio ∂𝑖 of the intersection 
over union measure between the target box, 𝜔𝑖

′, of the current ith frame predicted by the monitoring 

algorithm and the true labeled target box, 𝜔𝑖, namely, 

 ∂𝑖 =
|𝜔𝑖

′∩𝜔𝑖|

|𝜔𝑖
′∪𝜔𝑖|

.        (33) 

Then, we determine percentage 𝑠𝑟 of the number of frames 𝑉 with ∂𝑖 lower than a certain threshold, 𝜚, to 
all the frames of the OTB dataset (𝑠𝑟 is the success rate). 

 𝑠𝑟 =
∑ 𝜍𝑖

𝑉
𝑖=1

𝑉
, 𝜍𝑖 = {

1, ∂𝑖 > 𝜚
0, ∂𝑖 ≤ 𝜚

.       (34) 

Using one success rate value at a specific threshold (e.g., 0.5) for tracker evaluation may not be fair. Instead, 
we used the area under the curve (AUC) of each successful plot to rank the tracking algorithms for 
comparison. 
 
VOT2016 and VOT 2018 dataset: 
The VOT2016 dataset includes six challenges: jitter blur, illumination change, scale change, and motion 
change. The VOT2018 dataset was updated based on the VOT2016 dataset and comprised 60 video 
sequences. The evaluation metrics for such datasets are the expected average overlap (EAO), accuracy, and 
robustness, which are defined in detail as follows. 
 
EAO 𝐴𝑐𝑎𝑣): All sequences are classified according to their length, and the monitoring algorithm is tested on 
a sequence with a length range of [𝐾ℎ, 𝐾𝑙], to obtain the accuracy of each frame, 𝐴𝑐𝑖. They are then added 
together, and the average value is the average accuracy, 𝐴𝑐𝑎𝑣, expressed as follows: 

 𝐴𝑐𝑎𝑣 =
1

𝐾𝑙−𝐾ℎ
∑ 𝐴𝑐𝑖

𝐾𝑙
𝑖=𝐾ℎ

.       (35) 

Accuracy (𝐴𝑐𝑣𝑑): First, we calculate the average accuracy when the mth monitor repeatedly runs the tth frame 
k times and then calculate the accuracy of each frame. Finally, the valid frames are averaged, yielding 

 𝐴𝑐𝑣𝑑 =
1

𝑁𝑣𝑑

1

𝑁𝑟
∑ ∑ 𝜙𝑡(𝑚, 𝑘)

𝑁𝑟
𝑘=1

𝑁𝑣𝑑
𝑡=1 ,        (36) 

where 𝑁𝑟 is the number of repetitions, 𝜙𝑡(𝑚, 𝑘) is the accuracy of the tth frame (𝑡 ∈ [1, 𝑁𝑣𝑑]) when the kth 
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repeat sequence is executed by the mth monitor, 𝑁𝑣𝑑 is the number of valid frames, and 𝐴𝑐𝑣𝑑 is the effective 
average accuracy. 
 

Robustness (𝑅𝑜𝑎𝑣): The computation of this score requires first summing the failure times of the mth monitor 

running the kth repeat sequence and then taking the average as 

 𝑅𝑜𝑎𝑣 =
1

𝑁𝑓𝑎
∑ 𝜙𝑟(𝑚, 𝑘)

𝑁𝑓𝑎

𝑘=1 ,       (37) 

where 𝑁𝑓𝑎 is the number of repetitions, 𝜙𝑟(𝑚, 𝑘) denotes the number of tracking failures, and 𝑅𝑜𝑎𝑣 is a 

measure that indicates the robustness of the algorithm over time (e.g., a lower value of 𝑅𝑜𝑎𝑣 indicates that 

the algorithm performs more stably over time).  

 

5. Results and Discussion 
This section is structured into three sections. In the first part, we describe a quantitative evaluation of the 
proposed tracking method in comparison with state-of-the-art algorithms in terms of multiple evaluation 
metrics over the three datasets (OTB100, VOT2016, and VOT2018) described previously. Considering the 
importance of quality-oriented evaluation in this field, in Section 5.2, we report and discuss the qualitative 
aspects of our tracking method against other counterparts included in the benchmark. Finally, possible 
limitations in the design and performance of our proposed solution are discussed in Section 5.3, to highlight 
important future research directions that align with this work. 
 

5.1 Quantitative analysis 
We begin by evaluating, from different perspectives, the performance of the proposed tracking method 
(referred to as BACF_HMC hereinafter) against 36 advanced tracking algorithms on the OTB100, VOT2016, 
and VOT2018 datasets. 
 

A. OTB100 
In this section, we describe an objective evaluation and analysis of our BACF_HMC algorithm and the latest 
existing state-of-the-art monitoring algorithms (SiamFC+ [30], ECO_HC [31], MenTrack [32], RFL [33], 
OMFL [34], LMCF [35], AutoTrack [36], TB_BiCF [37], DCF_CA [38], ACFN [39], Staple [40], LUDT+ 
[41], StructSiam [42], RT-MDNet [44], Siam-tri [45], SACF [46], HP [47], UDT [48], CFNet [49], SiamFC 
[50], KCF [11], LDES [13], and BACF [12]) on the OTB100 dataset. The results of the overall objective 
analysis are presented in Figure 6 and Table 1. 
 

 
Fig. 6 Overall precision and success plots of BACF_HMC and other monitoring algorithms, namely, 

ECO_HC, MenTrack, BACF, OMFL, LDES, AutoTrack, TB_BiCF, DCF_CA, and KCF, over the OTB100 

dataset. References of each method considered in these plots can be found in Table 1. For the sake of clarity 
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in these plots, only the top-10 tracking algorithms are considered in these plots. 

 

BACF_HMC outperformed all the other algorithms on the benchmark. In particular, the precision of the 

original BACF monitoring algorithm was 0.816 and the success rate was 0.615. The precision and success 

rates of the BACF HMC algorithm with multiple visual cognition mechanisms were 0.852 and 0.645, 

respectively. Compared to the precision and success rate of the original BACF, the performance of 

BACF_HMC with multiple visual cognitive mechanisms was better by 4.41% and 4.88%, respectively. For 

the latest monitoring algorithm, LUDT+, published in 2021, the precision and success rates were 0.843 and 

0.639, respectively. The precision and success rate of BACF_HMC improved on the performance of 

state-of-the-art methods by 1.07% and 0.94%, respectively. For 2020, the precision of the monitoring 

algorithm that performed best at the time (AutoTrack) was 0.789, whereas its success rate was 0.587. 

BACF_HMC surpasses these scores considerably, with higher precision and a better success rate (7.98% and 

9.88%, respectively). As shown by these results, by virtue of BACF_HMC’s integration of multiple visual 

cognitive flows, it achieved significant improvements in performance compared with the best approaches 

reported so far for this dataset. 
 

Table 1: Comparison of BACF_HMC to 23 state-of-the-art tracking algorithms over the OTB100 dataset. 

The top three results are shown in orange, green, and blue, respectively. 

Tracking algorithms 

[ref] (Venue) 
Precision AUC 

Tracking algorithms 

[ref] (Venue) 
Precision AUC 

KCF [11] (TPAMI 2015) 0.696 0.477 MenTrack [32] (ECCV 2018) 0.820 0.626 
SiamFC [50] (ECCV 2016) 0.771 0.582 SACF [46] (ECCV 2018) 0.839 0.633 
Staple [40] (CVPR 2016) 0.784 0.581 Siam-tri [45] (ECCV 2018) 0.781 0.592 
ACFN [39] (CVPR 2017) 0.799 0.573 StructSiam [42] (ECCV 2018) 0.851 0.621 
BACF [12] (ICCV 2017) 0.816 0.615 LDES [13] (AAAI 2019) 0.794 0.620 
CFNet [49] (CVPR 2017) 0.748 0.568 OMFL [34] (MDPI 2019) 0.809 0.614 

DCF_CA [38] (CVPR 2017) 0.744 0.511 SiamFC+ [30] (CVPR 2019) 0.581 0.640 
ECO_HC [31] (CVPR 2017) 0.845 0.634 UDT [48] (CVPR 2019) 0.760 0.594 

LMCF [35] (CVPR 2017) 0.789 0.580 AutoTrack [36] (CVPR 2020) 0.789 0.587 
RFL [33] (ICCVW 2017) 0.778 0.581 TB_BiCF [37] (ICRA 2020) 0.776 0.589 

HP [47] (CVPR 2018) 0.796 0.601 LUDT+ [41] (IJCV 2021) 0.843 0.639 
MDNet [44] (ECCV 2018) 0.885 0.650 BACF_HMC (our) 0.852 0.645 

 
To further illustrate the precision of the BACF_HMC algorithm fused with multiple visual cognition 
mechanisms, we compared the monitoring algorithms for other attributes on the OTB100 dataset. The 
experimental results are shown in Figure 7. 
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Fig. 7 Comparison of the success rate and precision of BACF_HMC with those of the other state-of-the-art 

tracking algorithms (ECO_HC [31], OMFL [34], MemTrack [32], BACF [12], TB_BiCF [37], DCF_CA 

[38], LDES [13], and KCF [11]) considering different categories of sequences defined in the OTB100 

dataset. 

 
Figure 7 shows the success rate and precision comparison between our BACF_HMC and other relevant 
monitoring algorithms in terms of fuzzy motion, low resolution, out-of-plane rotation, out of view, occlusion, 
fast movement, and other challenging attributes.  
 
As depicted by the scores in Figure 7, the performance of the proposed BACF_HMC approach is 
considerably superior to those of ECO_HC, OMFL, MemTrack, BACF, TB_BiCF, DCF_CA, LDES, and 
KCF under fuzzy motion, low resolution, out-of-plane rotation, out of field of view, occlusion, fast 
movement, and other challenging conditions defined in the challenge. When dealing with video sequences 
with out of view events, BACF_HMC significantly outperforms BACF and ECO_HC, with relative gains of 
6.9 % (precision) and 5.1 % (success rate). This is achieved owing to the utilization of multiple features to 
improve the overall performance, while using a memory update mechanism to retrace the target after it is 
lost. 
 
B. VOT2016 and VOT2018 
In the second part of this study, BACF_HMC is compared with monitoring algorithms proposed over the 
years for the VOT2016 and VOT2018 datasets: 

• VOT2016: BWRR [58], HCF [59], DSST [52], SCT [60], MOSSE_CA [38], RFL [33], and monitoring 
algorithms such as SRDCF [54], HCFT [62], TGPR [63], SAMF [53], and Struck [65]. 

• VOT2018: RT-MDNET+RandAtt [51], BACF [12], KCF [11], DSST [52], SAMF [53], SRDCF [54], 
CSR-DCF [55], WSCF_ST [56], DeepSRDCF [57], SiamFC [50], and LUDT [41].  

 
Table 2 presents the results. For the VOT2018 dataset, BACF_HMC outperforms the very recent LUDT 
approach proposed in [41] with a relative gain of 33.12% and 9.57%, respectively, in terms of the EAO and 
accuracy, whereas its robustness decreases by 17.39%. Compared with the RT-MDNET +RandAtt algorithm, 
the values of the EAO and accuracy of BACF_HMC are greater by 49.64% and 0.19%, respectively, 
whereas the robustness decreases by 34.48%. Similarly, WSCF_ST is surpassed by BACF_HMC with 
performance levels boosted by 7.14% (EAO) and 11.41% (accuracy) and a decay of 73.73% in terms of 
robustness.  
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Table 2: Comparison of our BACF_HMC on VOT2016 and VOT2018 datasets with other latest 

algorithms. The top three results are shown in orange, green, and blue. 

VOT2016 VOT2018 

Tracking algorithms 

[Ref] (Venue) 
A↑ R↓ EAO

↑ 

Tracking algorithms [Ref.] 

(Venue) 
A↑ R↓ EAO

↑ 
Struck [65] (ICCV 2011) 0.439 3.37 0.142 DSST [52] (BMVC 2014) 0.388 5.36 0.083 
DSST [52] (BMVC 2014) 0.537 0.52 0.181 SAMF [53] (ECCV 2014) 0.463 2.33 0.151 
SAMF [53] (ECCV 2014) 0.498 37.79 0.186 DeepSRDCF [57] (ICCVW 2015) 0.492 0.71 0.154 
TGPR [63] (ECCV 2014) 0.452 41.01 0.181 KCF [11] (TPAMI 2015) 0.440 0.75 0.137 
HCF [59] (ICCV 2015) 0.467 1.39 0.231 SRDCF [54] (ICCV 2015) 0.477 3.77 0.122 

HCFT [62] (ICCV 2015) 0.471 1.38 0.220 SiamFC [50] (ECCV 2016) 0.500 0.58 0.188 
SRDCF [54] (ICCV 2015) 0.527 1.50 0.241 BACF [12] (ICCV 2017) 0.492 0.76 0.141 

SCT [60] (CVPR 2016) 0.480 0.55 0.188 CSR-DCF [55] (CVPR 2017) 0.487 1.25 0.268 
MOSSE_CA [38] (CVPR 2017) 0.420 0.71 0.162 RT-MDNet [51] (ECCV 2020) 0.503 0.87 0.137 

RFL [33] (ICCVW 2017) 0.524 0.59 0.223 WSCF_ST [56] (TIP 2020) 0.540 2.17 0.184 
BWRR [58] (TMM 2021) 0.540 1.37 0.289 LUDT [41] (IJCV 2021) 0.460 0.69 0.154 

BACF_HMC (our) 0.547 0.45 0.246 BACF_HMC (our) 0.504 0.57 0.205 

 
Similar conclusions can be drawn from the results obtained for the VOT2016 challenge, as shown in Table 2. 
Significant performance improvements compared to the state-of-the-art methods were observed with our 
proposed approach. First, BACF_HMC outperformed the BWRR algorithm published in 2021, with a 
relative gain of 17.48% (EAO) and 1.3% (accuracy), whereas the robustness score of BACF_HMC 
decreased by 67.15%. When compared to MOSSE_CA, EAO and accuracy improvements were noted for 
BACF_HMC, scoring 51.85% and 30.24% higher for these scores, respectively. Robustness decreased by 
36.62%, indicating a more robust behavior of BACF_HMC. Similarly, compared with RFL, the EAO and 
accuracy scores of BACF_HMC were improved by 10.31% and 4.39%, respectively, whereas robustness 
was enhanced by 23.73%. 
 
5.2 Qualitative analysis 
In addition to the quantitative analysis given in the previous subsection, we selected key frames of several 
representative video sequences ("bike," "DragonBaby," "Girl2," and "Human3") for qualitative 

analysis. We aimed to compare the performance of our BACF_HMC with that of the naïve BACF algorithm 
[12]. Figure 8 shows a qualitative comparison between the output of BACF_HMC, naïve BACF, and other 
algorithms from the recent literature (specifically KCF and LDES). 
 

 
(a) “Bike” sequence 
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(b) “DragonBaby” sequence 

 

 
(c) “Girl2” sequence 

 

 
(d) “Human3” sequence 

 
Fig. 8 Comparison of monitoring effects among BACF_HMC, BACF [12], KCF [11], and LDES [13] in different 

sequences. 

 
In Figure 8, the red box represents the ground truth of the target, green box represents the target box 
monitored by the BACF [12] algorithm, blue box represents the target box monitored by the KCF [11] 
algorithm, black box represents the target box monitored by the LDES [13] algorithm, and yellow box 
represents the target box monitored by the BACF_HMC algorithm. 
 
In the "bike" sequence shown in Figure 8a, the target involves five difficult situations: target rotation, fast 

movement, scale change, passing out of view, and low resolution. The target in frame 44 is in normal motion, 
and all monitoring algorithms included in this qualitative analysis can track it accurately. However, the 
target starts to rotate, suffers from scale changes, and moves rapidly at the 67th frame. Consequently, KCF 
fails to monitor it properly beyond this point of the frame sequence. In frame 71, the contextual changes 
(target rotation, scale change, and fast movement) are exacerbated sharply. At this point, the target 
information features extracted by the naïve BACF approach cannot match the target template information 
well, thus causing monitoring failures and loss of the target. However, LDES and BACF_HMC perform 
accurate monitoring, even under these circumstances. When the target continues to move to the 115th frame 
and the target rotation, scale change, and fast movement continue to increase, such that the LDES fails to 
monitor the target accurately at that time. By contrast, BACF_HMC can perform robust monitoring under 
these circumstances by leveraging its three core functionalities (multiple visual cognitive information 
extraction, cognitive information fusion, and feature template memory storage and retrieval strategy).  
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In Figure 8b, the target of the "DragonBaby" sequence is subject to four complex imagery artifacts that 

pose a challenge for tracking algorithms: scale change, occlusion, low resolution, and plane rotation. At the 
15th frame, the target remains in a normal walking state, and all the algorithms can track it accurately until 
this point. However, in the 27th frame and the subsequent 35 frames, plane rotation, scale change, and low 
resolution occur, affecting the target. As a result, the KCF and naïve BACF algorithms cannot sustain 
accurate visual monitoring. However, the LDES and BACF_HMC maintain good tracking performance. At 
the 84th frame, the scale of the target begins to vary. At this point, the feature information extracted by KCF 
and the naïve version of BACF is mismatched with the target template information, so that the monitored 
target box exhibits a large deviation. However, BACF_HMC performs robustly at a good tracking quality 
because it uses color features and other information flows for cognitive monitoring. This assists 
BACF_HMC in accommodating complex visual artifacts and events, such as scale changes, occlusions, low 
resolution, and plane rotation. 
 
As shown in Figure 8c, the target of the "Girl2" sequence suffers from scale change, occlusion, fuzzy 

motion, plane rotation, and low resolution. At the 61st frame, the target moves normally, and all algorithms 
can accurately monitor it. However, in the 108th frame, the target is occluded, and the position estimation of 
the KCF and naïve BACF deviates significantly with respect to the real location of the target in the frame. 
Only LDES and BACF_HMC perform accurate monitoring. At the 200th frame, the LDES is unable to 
conduct real-time monitoring because of the occlusion of the target and the low resolution and rotation 
observed at this time. However, BACF_HMC still performs reliably when monitoring the target, making it a 
suitable tracker for sequences subject to target scale change, occlusion, fuzzy motion, plane rotation, and 
low resolution, particularly for complex scenes. 
 
In Figure 8d, the target of the "Human3" sequence is shown to pass through background clutter, occlusion, 

and low-resolution artifacts. At the 35th frame, the target is in background clutter with low resolution, and 
the naïve KCF method can no longer perform accurate monitoring. When the target moves at the 62nd frame, 
the occlusion problem occurs again, and BACF and LDES cannot extract multiple information features of 
the target, resulting in cognitive monitoring errors. However, our proposed BACF_HMC tracker can 
leverage multiple visual cognitive information flows to perform accurate monitoring under such 
circumstances. In the subsequent 81st and 132nd frames, BACF_HMC still accurately tracks the target, 
demonstrating its good performance under conditions with background clutter, occlusion, and low resolution, 
which are common in complex scenes. 
 
As shown in Figure 9, we select the 84th frame of the "DragonBaby" sequence for an experimental 

comparative analysis. This sequence covers the challenges of deformation, occlusion, motion blur, fast 
motion, out-of-plane rotation, and out of view, which are representative of the types of events experienced 
by drone monitoring, air early warning, and traffic supervision.  

 
 
 

 
(a) BACF algorithm matching response map 

 



21 
 

 
(b) KCF algorithm matching response map 

 
(c) BACF_HMC algorithm matching the response map 

Fig. 9 Feature extraction and feature matching of KCF [11], BACF [12], and BACF_HMC algorithms in 

frame# 84 of the "DragonBaby" sequence. The abscissa and ordinate of the histogram are “feature 

information” and “frequency” respectively. The three-dimensional coordinates of the matching response 

map are the x- and y-coordinates of the image area and the response degree of feature matching. 
 
As displayed in Figure 9a, the matching response graph obtained by matching the target feature information 
with the template feature information shows the matching response result of the naïve BACF algorithm in 
frame 84th. As shown in Figure 9b, the matching response result of this algorithm in the mentioned frame is 
obtained by matching the target feature information with template feature information. As depicted in Figure 
9c, different target feature information and template feature information are matched to obtain matching 
response results of different quality levels, and these matching response results are fused based on such 
levels of quality to yield the final matching response results. The matching response map in Figure 9c shows 
the matching response result of the BACF_HMC algorithm in the 84th frame. 
 
The matching response result reveals that the extracted features and the template feature matching obtained 
by naïve BACF and KCF are not good, resulting in a monitoring failure, as shown in Figure 9b, owing to the 
change in scale occurring in the 84th frame. The feature information extracted by KCF and BACF cannot 
match the target template information. In this case, the BACF_HMC algorithm achieves realistic matching 
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results by increasing the proportion of color features and by using them along with other information flows 
for cognitive monitoring. 
 
Naïve BACF and KCF use only single-feature template matching. Therefore, when abnormal situations 
beyond the characteristic domain occur in a scene, matching results often fail. In contrast, BACF_ HMC 
analyzes the quality of different features in different scenes through its response matrix and resorts to a 
variety of visual cognitive mechanisms to address tracking problems derived from such abnormal visual 
artifacts, such as changes in scale, occlusion, fuzzy motion, and background clutter. Therefore, this 
limitation can be significantly reduced. This enables BACF_HMC to maintain a superior level of monitoring 
performance in complex and nonstationary scenes. 
 
5.3 Limitations 
Figure 10 shows the limitations of the LUDT+ algorithm compared with BACF_HMC. LUDT+ fails more 
easily when monitoring under variable lighting conditions. As may be observed in the singer2 sequence, 
when BACF_HMC and LUDT+ lose the target at the same time, our algorithm can quickly recover and 
monitor it again owing to its feature template memory storage and retrieval strategy. In the case of rotation 
and occlusion, the monitoring performance of LUDT+ is worse than that of our algorithm. 
 

 

 
Ground truth     BACF_HMC    LUDT+ 

Fig. 10 Failure cases of the LUDT+ [41] tracking algorithm. The first video is a short sequence from the 

film The Matrix (matrix), the second video is referred to as singer2, and the third video is lemming. 

When illumination and rotation occur together, the proposed BACF_HMC approach performs better than 

LUDT+.  
 
Figure 11 highlights the possible limitations of BACF_HMC. First, unlike the four features used in RGB 
image tracking, our algorithm can use only HOG and gray features when the tracking sequence is a gray 
image. Neither color nor salience features can be extracted from a grey image. Consequently, tracking 
cannot be optimally performed. In any case, future extensions that use other manually crafted features such 
as local binary pattern features with gray invariance can also be considered. Such new features can be 
combined with HOG and gray cognitive information flows to improve monitoring performance. Second, 
BACF_HMC could not adapt well to drastic changes in the target aspect ratio. When the aspect ratio 
changed in a continuous fashion, it inevitably introduced a substantial amount of non-semantic information, 
resulting in the algorithm being unable to track the target precisely. At this time, the feature template 
memory storage and retrieval strategy did not work, which may be because the target changed significantly 
in a short time and our memory strategy only stored the features of a single frame. At this time, the template 
features stored in the memory and the features of the previous frame were not able to match the features of 
the current monitoring frame well, resulting in a loss. Even if the occurrence of this drastic change in the 
aspect ratio of the target is relatively rare in real-world settings, possible extensions can be directed towards 
introducing additional filters to deal with these sharp scale changes, thus improving the resiliency of 
BACF_HMC at the cost of a higher computational complexity. In subsequent work, we will consider 
whether this strategy can further improve performance by adding memory-stored templates. 
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Ground truth       BACF_HMC 

Fig. 11 Failure cases of the proposed BACF_HMC tracking algorithm. The top and bottom videos are 

skater2 and jump. When the gray image and the aspect ratio change dramatically, our method does not 

perform well and fails to correctly track the monitored target.  

 

6. Conclusion 
Recently, deep learning has been widely applied in most areas of computer vision. Visual monitoring is no 
exception to this trend. However, deep-learning algorithms used for visual monitoring can only be locally 
generalized and adapted to new situations whenever the visual data are similar to past data. By contrast, 
visual cognition can be extremely generalizable and can adapt to unique and novel situations because of 
abstract modeling. Although existing CF-based methods can quickly use a single feature to obtain the target 
location for visual monitoring, when facing complex scenes, these methods cannot fully express the 
modeling of changeable target appearances, ultimately leading to inaccurate monitoring and positioning. 
Moreover, the CF-based methods do not consider that the tracker may lose the target. Thus, retrieving the 
target using the original template update strategy may be difficult, leading to unreliable feature extraction, 
which can have a negative impact on the tracking results.  
 
Based on these considerations and to address the associated limitations of the current state-of-the-art in the 
field, we introduced the theory of location fusion based on multiple visual cognition and combined it with 
state-of-the-art CF-based monitoring algorithms to yield a novel visual monitoring approach that performs 
efficiently in complex scenes by leveraging the inherent benefits of simpler and more understandable 
approaches than deep-learning methods. Thus, the stages involved in the proposed approach (multiple visual 
cognitive information extraction, cognitive information fusion, and feature template memory storage and 
retrieval strategy) are mathematically simple, do not require high computational resources, and reliably use 
information fusion theory to complete high-quality visual monitoring. The results of extensive experiments 
and a performance comparison with 36 recent visual monitoring algorithms were conclusive. The proposed 
method not only improved the robustness of monitoring algorithms in complex scenes but also highlighted a 
promising research path in terms of the application of information fusion to the design of computational 
methods for visual monitoring. The limitations of the proposed algorithm were identified and explained by 
using illustrative examples, tracing different research directions aimed at circumventing them effectively. 
 
In summary, the location fusion mechanism based on multiple visual cognitions does not depend on specific 
features but instead combines multiple features and related memories to achieve the abstract modeling 
ability of human cognition in case of hypothetical scenes. Our approach identifies and improves the 
shortcomings of the model over time. Visual monitoring is more complicated than simply stacking 
additional layers or using more training data to expand the scope of applications. In future work, we need to 
find more representative features to further improve the accuracy of monitoring. We also need to consider 
ways to solve the problem of computational slowdown in the use of more diverse features to resiliently track 
targets under particularly challenging visual conditions. 
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