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A B S T R A C T

Context: The adoption of Software Product Line Engineering (SPLE) is usually only based on its theoretical
benefits instead of empirical evidences. In fact, there is no work that synthesizes the empirical studies on
SPLE. This makes it difficult for researchers to base their contributions on previous works validated with an
empirical strategy.
Objective: The objective of this work is to discover and summarize the studies that have used empirical
evidences in SPLE limited to those ones with the intervention of humans. This will allow evaluating the quality
and to know the scope of these studies over time. Doing so, research opportunities can arise
Methods: A systematic literature review was conducted. The scope of the work focuses on those studies in
which there is human intervention and were published between 2000 and 2018. We considered peer-reviewed
papers from journals and top software engineering conferences.
Results: Out of a total of 1880 studies in the initial set, a total of 62 primary studies were selected after
applying a series of inclusion and exclusion criteria. We found that, approximately 56% of the studies used
the empirical case study strategy while the rest used experimental strategies. Around 86% of the case studies
were performed in an industrial environment showing the penetration of SPLE in industry.
Conclusion: The interest of empirical studies has been growing since 2008. Around 95.16% of the studies
address aspects related to domain engineering while application engineering received less attention. Most of
the experiments and case study evaluated showed an acceptable level of quality. The first study found dates
from 2005 and since then, the interest in the empirical SPLE has increased.
. Introduction

Software product lines (SPLs) aim to support the development of
family of software products through the systematic reuse of shared

ssets [1]. SPLs have received significant attention from software en-
ineers since the 1990s because of the benefits they propose, such
s reuse in software development, expansion of the product catalog,
ime reduction to market, increased return on investment, reduction of
evelopment costs, improved software quality or customer satisfaction
mong others [1–3]. Nowadays, SPLs have been widely developed
n the academic world and applied in the industry. However, the
pplication of SPLE is usually only based on its theoretical benefits, that
s, its application is not always supported by empirical evidences [4].

We can find studies in the literature that describe the benefits of
mpirical strategies application in software engineering [5]. Depending
n the technology used (technique, method or tool) and the purpose
f the evaluation, there are strategies that can be used and adapted
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to the particular needs. Each empirical strategy has its limitations and
benefits.

According to Basili et al. [6], the weaknesses and benefits of tech-
nologies can be identified through empirical studies. This can explain
why software engineering and more concretely, SPLE, has begun to
emphasize empirical research methods when improving the validity
and generalization of research results [7–10].

To the best of our knowledge, there is no work that discovers and
summarize the empirical studies on the application of SPLE. To solve
this need we have performed a Systematic Literature Review (SLR)
in empirical evidences in SPLE. Literature Reviews are a method to
identify relevant research, methods and gaps in existing research.

Concretely we chose relevant papers from four research databases
(i.e. ACM, IEEE, Science Direct and Scopus) delimiting our study
to those empirical studies that are completed with human
intervention. This review focuses on SPLE empirical evidence with
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Fig. 1. Phase the process of SLR [11,13].

human intervention between 2000 and 2018. In this period, we re-
trieved more 1800 peer-reviewed papers from journals and the top
software engineering conferences in which authors published empirical
research with human intervention. We filter these papers, such as those
that are not short papers, to finally obtain 62 primary studies.

Our study is based on the definition of Kitchenham et al. [11],
where it is indicated that the systematic reviews of the literature are
carried out to ‘‘identify, analyze and interpret all available evidence related
to a specific research question".

The contributions of this paper are as follows:

1. We discover and summarize the current status of the stud-
ies which have used empirical evidence in SPLE with human
intervention. We rely on the guidelines for carrying out sys-
tematic bibliographic reviews in software engineering presented
by Kitchenham et al. [11], Kitchenham [12], Keele et al. [13].

2. We evaluate the maturity of the methods of the primary studies
to highlight the limitations and strengths. The maturity of the
experiments is analyzed according to Wholin guidelines [5] and,
the one of case studies, with the ones of Runeson et al. [14]
and Robson [15].

3. We show the evolution of these studies over time: the research
topics addressed, where from and whom the authors are and the
institutions that investigate in these topics.

4. We present the research gaps and highlights critical areas that
require further study.

The rest of the paper is structured as follows. Section 2 describes
the methodology of the systematic literature review. This methodology
follows the guidelines presented by Kitchenham [12], evaluated in [13]
and updated in [11]. Section 3 presents the results of the study.
Section 4 presents related works and justifies our proposal and the
results are discussed in Section 5 together with the conclusions.

2. SLR process definition

We have relied on the guidelines presented by Kitchenham [11–
13] to perform systematic bibliographic reviews in software engineer-
ing. These guidelines are divided into three main phases: planning,
conducting and reporting the review, as shown in Fig. 1.

In this section, we detail each step of the SLR.

2.1. Phase 1: Planning the review

The main objective of this phase is to develop a protocol to identify,
evaluate and collate the evidence for the SLR. Fig. 2 details the steps
that we followed and that are described in the following sections.

2.1.1. Identification of the need for a review
The main motivation of the execution of this systematic study is

the need of synthesizing the empirical studies in SPLE to support the
researchers for future contributions because, as reported in Section 4,
no systematic review of the literature on empirical evidence was found,
nor with the intervention of humans. The main objective of the review
is to discover and summarize the studies that have used empirical evi-
dences in SPLE limited to those ones with the intervention of humans,
in order to evaluate the quality and to know the scope of these studies
over time. Doing so, research opportunities can arise.
2

Table 1
Research question.

N◦ Research questions

RQ1 Are there empirical studies on SPLE with human intervention?
RQ1.1. What empirical strategies have been used?
RQ1.2. What processes of the SPLE framework have been studied?
RQ1.3. In what context is empirical research done?
RQ2 What is the quality of the empirical studies reported in SPLE?
RQ3 What is the scope of empirical research in SPLE?
RQ3.1. In which journals or conferences are these types of articles published?
RQ3.2. What is the temporal evolution in this type of studies?
RQ3.3. What authors do research in this area?

2.1.2. Specifying the research questions
The research questions direct the entire methodology of systematic

review, i.e. the search process, data extraction and data analysis. Ta-
ble 1 presents the research questions and sub-questions present in this
study.

RQ1. Are there empirical studies on SPLE with human interven-
tion?

We want to know the studies that have used empirical evidence
in SPLE with human intervention. This question is answered with the
following sub-questions.

• RQ1.1. What empirical strategies have been used? This re-
search question seeks to know the empirical strategies that have
supported the research conducted in SPLE. According to Robson
[15] and Wohlin et al. [5], the empirical strategies are survey,
case study, experiment or quasi-experiment.

• RQ1.2. What processes of the SPLE framework have been
studied? This question seeks to know which processes of the
SPLE framework given by Pohl et al. [2] have been researched
by empirical studies. In this way, we determine the topics which
have attracted the most attention of the researchers and show
research gaps that can generate future works.

• RQ1.3. In what context is empirical research done? This
question seeks to know what was the study environment (aca-
demic or industrial), the number of subjects who participated in
the studies, the objective and the intention to use the empirical
strategy.

RQ2. What is the quality of the empirical studies reported in SPLE?
Through this question we intend to know the quality of the em-

pirical studies found. There could be different ways of measuring the
quality of primary sources. However, we do it by measuring the matu-
rity of the method used with well recognized proposals from Wohlin
et al. [5], Runeson et al. [14] and Robson [15]. The maturity of
the method represents how well a study was performed and reported
according to the aforementioned guidelines. This allows us to perform
an unbiased comparison between different contributions independently
of the concept of quality that each reader might have. Note that in the
paper we refer to the quality and maturity of the research method as
synonyms.

RQ3. What is the scope of empirical research in SPLE?
We want to know the general data of the researches reported on

empirical evidence in SPL and the evolution of these studies.

• RQ3.1. In which journals or conferences are these types of
articles published?
This question allows knowing the suitable publications for re-
searchers who are interested in making future contributions in
SPLE supported by empirical software engineering.

• RQ3.2. What is the temporal evolution in this type of studies?
This question determines the temporary evolution of the research
on SPLE. The objective is to help researchers to know about which
topics and when the contributions were made.
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Fig. 2. Phase 1. Planing the review process [11,13].
Table 2
Keywords used to build the search strings.

Term Keywords Alternatives

A Software Product
Line

‘‘Software Product
Line’’ ‘‘Software
Product Lines’’

B Software product
family

‘‘Software product
family’’ ‘‘Software
product families’’

C Empirical ‘‘Empirical’’

D Survey ‘‘Survey’’

E Experiment ‘‘Experiment’’

F Case Study ‘‘Case Study’’

G Experience Report ‘‘Experience Report’’

• RQ3.3. What authors do research in this area? This question
allows knowing who are the authors and institutions which (sup-
ported by empirical studies) research on SPLs. In this way, it will
be known which institutions have knowledge about the subject,
leading to detect and encourage collaboration among researchers.

2.1.3. Developing a review protocol
The development of a review protocol allows specifying the steps

that researchers follow during a review. Fig. 3 depicts the elements in
this systematic review.

The first step is defining the set of research questions which this SLR
intends to answer, as we have already described in Section 2.1.2. Next,
we define the search strategy for primary studies. This step includes
the definition of the search strings and the description of the digital
libraries used in this work. We define the study selection criteria where
the inclusion and exclusion criteria for the selection of the primary
studies were specified. The next step is defining the study selection
procedures. Here we describe how the selection criteria is applied, how
each primary study is evaluated and how the disagreements between
the researchers are resolved. The next step is the definition of checklists
and procedures for study quality assessment. In this step, we justify
the quality criteria applied to obtain the primary studies. Finally, we
describe the data extraction procedure followed in this systematic liter-
ature review. Following, we detail each of the steps in the development
of a review protocol.

Search for primary studies. Based on the research questions posed,
we identify the keywords that should be used to conduct the primary
studies search. Table 2 shows these keywords and the alternative
synonyms.

The keywords were verified in relevant articles, such as [32,33].
Initial searches were also carried out with these keywords in the
3

databases. Alternative synonyms were incorporated using the Boolean
‘OR’. In addition, the main terms were linked using the Boolean ‘AND’.

This way, by combining the keywords A and B, we can find studies
that focus on SPL, regardless how the authors name them in their work.
The keywords C, D, E, F and G allow us to focus on works related
to empirical strategies. In this case, we decided to include only the
most general terms to precisely identify the primary studies. We also
considered to include the name of the SPLE framework processes in
the search string but after reviewing manually, all the relevant papers
were already included by the proposed search string, so we decided not
to include the processes to not increase the initial set with results that
are not relevant and would hinders the replication of this study.

Following the strategy described, and after a series of test runs and
revisions, we built the generic search strings as follows:

("Software product line" OR "Software product
lines" OR "Software product family" OR "Software
product families") AND ("Empirical" OR "Survey"
OR "Experiment" OR "Case study" OR "Experience
report")

We decided that our original search strategy would include two
phases: automatic search of electronic databases and search by snow-
ball reading. Whereas digital libraries have specific parameterizing for
their interfaces, we realized that it was not possible to use a single
search string for all bibliographic sources. Therefore, we decided to
design and use different search strings, making the necessary efforts so
these search strings were logically and semantically equivalent. As part
of the planning, several test searches were conducted. The results of the
test searches were discussed among the researchers to refine the search
string until we were completely satisfied with the ability of the search
string to obtain the primary studies. For more details, see Appendix A,
where we present more details about the specific search strings used.

Study selection criteria. The following inclusion and exclusion criteria
were defined, which would allow us to obtain the primary studies that
we analyze in this paper. The criteria we decided to apply are listed in
Table 3.

We considered in the study the articles published between 2000
and 2018 because in 2000 the software product line framework was
established. We considered articles from journals as well as from the top
5 conferences with more results in the initial data. These 5 conferences
are also high impact conferences in software engineering so the review
process ensures enough mature and relevant papers. For the same
reason we decided to eliminate those journal articles with nine pages or
less and conference articles with five pages or less. After removing such
papers we also discarded any other secondary study (which we have
considered as related work) and those papers in which authors were
the only participants in the study. This is done, not only to maintain
the number of papers to review in a manageable amount but to keep
on focus primary studies.
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Fig. 3. Review protocol following Kitchenham [11].
Table 3
Inclusion and exclusion criteria.
Inclusion criteria

1. Papers published between 2000 and 2018
2. Peer reviewed articles
3. Papers related to empirical strategies with human
intervention

Exclusion criteria

1. Peer reviewed articles of conferences, and workshops
except from these conferences:

∙International Systems & Software Product Lines
Conference (SPLC)

∙International Symposium on Empirical Software
Engineering and Measurement (ESEM)

∙International Conference on Software Engineering (ICSE)
∙International Symposium on Foundations of Software

Engineering (ESEC/FSE)
∙International Conference on Evaluation and Assessment in

Software Engineering (ESEAM)
2. Papers from journals with nine pages or less and papers
from conferences with five pages or less to exclude short
papers.
3. Duplicate papers
4. Literature reviews, mapping studies, and tertiary reviews
to focus only on primary studies.
5. Papers that do not have empirical evidence with
intervention of humans in SPLE.
6. Papers where only the authors themselves are involved as
participants

Study selection procedures. We rely on two bibliographic manage-
ment tools: Mendeley1 and Jabref.2 Mendeley is used as a repository for
the articles returned from the databases and Jabref for the application
of the inclusion and exclusion criteria. We used Jabref tool because it
provides a user-friendly interface for editing BibTeX files. We also relied
on some automatic mechanisms to perform part of the bibliometric
analysis such as the generation of figures. The application of inclusion
and exclusion criteria is manually verified by all authors of this work.
To apply the criteria ‘‘papers that do not have empirical evidence
with intervention of humans", we agreed to read the title, abstract and
conclusions in a first stage, and other key parts of the papers in the
case that more information was needed. Following the guidelines from
Kitchenham [11], the disagreements in the classification of the articles
are resolved in a meeting to discuss them and reach a consensus.

Checklists and procedures for study quality assessment . Authors dis-
cussed the application of checklists to ensure the quality of the primary
studies. We followed the guide by Tacconelli [16, Pag. 33] which indi-
cates that: ‘‘there is no single approach to assess quality. The importance
of each aspect of quality will depend on the approach and nature of the
review. The best approach will be determined by contextual, pragmatic and
methodological considerations of the study". Furthermore, since one of our

1 https://www.mendeley.com/.
2 http://www.jabref.org/.
4

research question was to assess the quality of the empirical studies (c.f.
RQ2), we decided to not impose further restrictions to the papers in
terms of quality.

Also, all the selected works were read thoroughly by the authors
who approved them according to their experience for the inclusion as
the primary sources in this list.

Data extraction strategy . The strategy agreed to extract data in this
review consisted of reading the 62 primary studies and designing a
series of forms that would help answer the research questions raised
in the study. SPSS3 and R4 were used to classify and analyze the
information obtained from primary studies. The specific forms used in
this SLR are explained in Section 2.2.3.

2.2. Phase 2: Conducting the review

This phase executes the protocol defined in the previous phase.
Fig. 4 details the actions performed during this phase.

2.2.1. Identification of research
The main activity in this step is to instantiate and apply the search

string defined in for each chosen data source. Table A.19 of Appendix A
shows each of the search strings used in the databases. The result
column shows the number of studies obtained from each digital library.
Our search in all the databases resulted in 2306 documents. All searches
were based on the title, keywords and summary and the results were
filtered between January 2000 and November 2018.

2.2.2. Selection of primary studies
The selection of our primary studies was the result of the application

of the inclusion and exclusion criteria established in the planning stage.
Fig. 5 shows each of the filters that were applied to obtain our primary
studies.

Step 1: Conducting search. In this step we obtained 1880 pa-
pers. This is the union of the total of articles imported from the
four databases to the bibliographic reference manager Mendeley. Note
that in this step Mendeley already identified some duplicate items
(426) which were automatically removed and, then, we exported the
results to JabRef to continue with the application of the inclusion and
exclusion criteria previously defined.

Step 2: Filtering studies. This step outputs the number of papers
resulting after applying each of the six exclusion criteria previously
defined in Table 3. The application of the first exclusion criteria gen-
erated discussions among the researchers. One the one side, following
the factors recommended by Dybå [17], we considered excluding all the
conference papers because their limited space can lead to incomplete
papers. On the other side, the review process in top conferences ensures
mature papers. Therefore, we finally agreed to consider the top 5
conferences with more papers in the results which also coincide with

3 https://www.ibm.com/analytics/spss-statistics-software.
4 https://www.r-project.org/.

https://www.mendeley.com/
http://www.jabref.org/
https://www.ibm.com/analytics/spss-statistics-software
https://www.r-project.org/
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Fig. 4. Phase 2: Conducting the review [11].
Fig. 5. Details of the selection phases during the selection of primary studies.
high impact conferences in the field of software engineering with
product lines topics. We applied this exclusion criteria by eliminating
635 articles. In this stage we are left with a total of 1245 papers. Then
we applied the second exclusion criteria, this is, we excluded all those
articles from journals with less than ten pages and those articles from
conferences with less than six pages. In this stage, a total of 225 articles
were excluded, leaving us with 1020.

Then we applied the third exclusion criteria, which consisted of
manually deleting all remaining duplicate items. It should be noted
that, as it was already indicated in the first step, conducting search, some
duplicates were already been removed automatically. Note that we also
found an increment paper, that is a journal paper which extends the
results of a conference papers which we also considered as a duplicate.
5

It was the case of [34] and [18] and we only added to our study the
journal paper [34]. Therefore, in this stage, 7 articles were eliminated,
leaving a total of 1013 articles.

The fourth exclusion criteria was applied to eliminate secondary
studies and tertiary studies. A total of 50 articles were eliminated,
leaving a total of 963 primary studies. The following exclusion criteria
applied was based on the reading of titles, abstract and conclusions in
order to determine whether the article met the topic of interest for this
SLR. The researchers verified the fifth exclusion criteria, i.e. if it was
an empirical study in SPLE with human intervention and if there were
more participants in the study apart from the authors. When applying
this criteria, 903 papers were excluded, resulting in 60 articles. None
of these 60 articles included the authors as the only participants of the
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study, as it was described in the sixth exclusion criteria, so this was the
final list of articles for the analysis.

Step 3: Deep Search. To avoid losing any relevant work, we
onducted a snowball reading search, in addition to the experience of
he authors, to improve the final sample. We obtained two articles that
et the inclusion criteria. This way we obtained a total of 62 primary

tudies from our SLR.

.2.3. Data extraction and monitoring
The objective of this stage was to design data extraction forms for

he collection of data from the primary studies. To avoid bias in the data
xtraction process, we tested our extraction forms with five primary
tudies randomly. After some tuning, we reached the conclusion that
he final versions of the forms were adequate to extract the data for
nswering the research questions of our SLR.

In addition to extracting basic elements from articles such as the
OI, the title, the name of the authors, the year of publication or the
aper, Table B.20 of Appendix B shows the general data properties and
alues that were used to extract and classify the information from the
rimary studies. Appendix B also contains Tables B.21 and B.22 that
how the forms used for the extraction of data related to the quality
f the method for the case studies and the experiments respectively (in
rder to answer the RQ2). The general process consisted on reading
he papers and look for the corresponding data to extract. If the data
as explicit and clear, it was included in the data extraction form; if it
as clear but not included in a specific section/subsection, it was also
rocessed and included; when the data was not clear although some
mplicit information was present, the data was not included.

.3. Threads to the validity

The SLR that we present in this article aims to be as systematic as
ossible. However there are assumptions that we made that may affect
ts validity.

.3.1. External validity
As mentioned above, we considered four scientific databases. This

ay have biased the process by missing some articles that are not in
hese databases. However, we minimize the impact of this threat by
eviewing the references of each document included and verifying if
e lack relevant research. The main threats to external validity are:

• Validity of the population. We reviewed a large number of docu-
ments to reduce the possibility of missing relevant jobs. When the
reviewing of the title and abstract was inconclusive, the content
of the articles was also read to make sure we did not leave out a
relevant article.

• Ecological validity. This focuses on possible errors in the materials
of the experiment and the tools used. We used an automated
mechanism when possible, instead of relying on manual methods.

.3.2. Internal validity
Another threat we faced was the bias of individual researchers when

valuating their assigned primary studies. To overcome this threat,
e followed a predefined procedure and, specifically for the quality
valuation of the method used in the primary studies, we also were
uided by predefined guides to develop a case study and an experiment.

. Results

As a result of the analysis of the primary studies, we answer the
esearch questions defined in Section 2.1.2.

Table 4 for case studies and Table 5 for experiments, show the
ggregated data of the studies which are used to evaluate sub-questions
Q1.1, RQ1.2 and RQ1.3. The first nine columns indicate if they cover
6

ach of the nine processes defined in the SPLE Framework, while the
next five columns indicate the context of the work in order to answer
RQ1.3.

The objective of the Topic column is to allow researchers to have
information as a reference for future contributions. This value can help
them to decide on which framework processes and on which specific
topics new research should be reinforced or proposed. In general, there
is a variety of topics studied such as Software Architecture, Feature
modeling or Efficiency.

3.1. RQ1: Are there empirical studies on SPLE with human intervention?

3.1.1. RQ1.1: What empirical strategies have been used?
As shown in Tables 4 and 5, when analyzing the primary studies,

we realized that approximately 56% of the studies used the empirical
strategy of case studies (35 case studies). While the rest of the primary
studies used an experimentation strategy (26 experiments and one
quasi-experiment which is categorized as experiment [35]) were found.

We conjecture that a possible cause of the higher number of case
studies is that industrial contexts are closer to the SPL community. This
is, we can find multiple initiatives to bridge the gap between industry
and the SPL research community such as an industrial track at SPLC
conference which was promoted by the Software Engineering Institute
from the Carnegie Mellon University.

3.1.2. RQ1.2: What processes of the SPLE framework have been studied?
We want to identify the SPLE framework processes that have been

studied applying an empirical strategy. To answer this question, we
use the definition of the framework by Pohl et al. [2]. The answer
to this question give us insights about how many and which are the
studies developed so far. In this way, researchers will be able to identify
current trends. In addition, knowing these results will allow standing
on previous works that have been validated using empirical strategies.

In Fig. 6 we can see that the process to which researchers have
paid more attention is the Domain Requirement. Concretely, we have
found 41 studies, subdivided into 28 case studies, twelve experiments
and one quasi-experiment (66.13%). Other processes that also predom-
inated were Domain Design with 25 studies (40.32%) and Product
Management with 26 studies (41.94%).

Around 66.12% of the studies address topics related to Domain
Requirements, while there are other areas, especially related to ap-
plication engineering that have received less attention. We consider
that this is due to the fact that, being the first process of the SPLE
Framework and a core activity when managing software product lines,
these activities are carried out either implicitly or explicitly in the
different companies. For instance, most – if not all – the companies
manage a product portfolio when running an SPLE strategy.

We observe that the framework processes that have had the least
attention (with only seven articles) are the process of Domain Test-
ing, Application Realization, Application Testing. The Domain Test-
ing process is responsible for the validation and verification of the
reusable components. The Application Realization process creates the
application and the Application Testing process includes the activi-
ties necessary to validate and verify an application according to its
specification. It is possible that less attention has been devoted to the
aforementioned processes because they perform more complex tasks
such as the creation and verification of applications. We consider that
here there is an opportunity for researchers, since these processes, as
they have not been taken care of, require more empirical research.

It should be noted that in some primary studies more than one SPL
framework processes were evaluated. In such case they were accounted
for all the activities that were covered, which means that the sum is not
equal to the number of primary studies analyzed, 62.

3.1.3. RQ1.3: In what context is empirical research done?
We want to know which the study environment was (academic or

industrial), the number of subjects that participated in the study, the
objective and the intention to use the empirical strategy. Table 6 details

these topics for the studied sources.
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Table 4
Empirical studies on SPLE with case study.
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Ahmed [36] ✓ – – – – – – – – P E I M C Organizational management, Org. behavior
Berger [37] ✓ ✓ – – – – – – – P E I – – SPL, Variability Modeling, Empirical Soft. Engineering, Soft. Ecosystems
Classen [38] – ✓ – – – – – – – TO S I – – Feature models, Code, Modeling, Language
Costa [39] – – – ✓ – – – – – TE S I L – Ontology, Feature model
Da Silva [40] ✓ ✓ – – – – – – – P E I L C Requir. engineering, Agile methods, SPL. scoping
Da Silva [41] ✓ ✓ – – – – – – – P E I L C Agile, Multi-method approach
Deelstra [42] ✓ ✓ ✓ – – ✓ ✓ ✓ – P E I – – Prod. derivation, Variability management
Deelstra [43] ✓ ✓ – – – – – – – P S I – – Variability, Assessment, Evolution
Dey [44] – ✓ – – – – – – – P-TO S I L – Requir. elicitation, Adaptive systems
De Souza [45] ✓ ✓ ✓ – – ✓ ✓ – – P E I L C Prod. derivation
Díaz [46] – – ✓ – – – – – – P S I L – Agile product-line engineering.
Díaz [47] ✓ ✓ ✓ – – – – – – TE S I L – Traceability M., Prod.-line archit.,Variability
Echeverría [48] – – – – ✓ – – – – TE E I L – SPL, Variability Modeling, Usability
Eklund [49] – – ✓ – – – ✓ – – P E I L – Architecting, Process
Engström [50] – – – – ✓ – – – ✓ P E I L – Soft. testing, Overlay, Redundancy, Efficiency
Eriksson [51] – ✓ – – – – – – – P S I L – Feature model, Variability management
Ferreira [32] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ P E I L C SPL adoption, Multi-method approach
Figueiredo [52] ✓ ✓ – – – – – – – TE E A L – SPL, aspect-oriented programming, empirical evaluation.
Galster [53] ✓ ✓ ✓ – – – – – – P E I L – Variability, Enterprise software systems
Ganesan [54] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ TE E I L – SPL Applying Monte-Carlo Simulation
Hanssen [55] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ P E I L – Soft. prod. development, Agile soft. development
Hanssen [56] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ P E I L – Agile soft. development, Qualitative research
Kim [33] – ✓ ✓ – – – – – – P-TO S I L SR Domain requir.,Domain archit.,Quality attribute
Koziolek [57] ✓ – – – – – – – – P S I – – Domain analysis , Business case
Martínez [58] ✓ ✓ – – – ✓ – – – TE E A L – SPL, Reverse-engineering, Extractive SPL Adoption
Myllärniemi [59] ✓ ✓ ✓ – – ✓ ✓ – – TE S I L C SPL, variability, architecture
Oliveira [60] ✓ ✓ – – – – – – – P S A L C Requir. Specification, Reuse
Pardo [61] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ P E I L – Agile software development, Design thinking
Patzke [62] ✓ ✓ ✓ ✓ – – – – – P S I – – SPL Code Evolution, Goal-Based SPL Measurement, Variability Code Smells
Rubin [63] ✓ ✓ ✓ ✓ ✓ – – – – P E I – – Legacy SPL, cloned product variants.
Souza [64] ✓ ✓ – – – – – – – TE E I L C Soft. quality control, Soft. inspection
Thurimella [65] ✓ ✓ – – – – – – – TE S A H SR Variability management,variability modeling
Usman [66] – ✓ – – – – – – – P-TO S I – – Mobile applications, Feature model
Wille [67] ✓ ✓ – – – – – – – TE S I L – Variability mining, technical architecture, enterprise architecture
Zhang [68] – ✓ – – – ✓ – – – TE S A L – Non-functional requir. framework, Feature M.

What is evaluated: TE = Technique; P = Process; TO = Tool.
Empirical objective: S = Proposal from the same paper; E = Evaluates an existing proposal; R = Replica of an experiment.
Study Environment: A = Academic; I = Industrial.
No. Participants: L = No. participants < 20; M = 20 ≤ No. participants < 100; H = No. participants ≥ 100; - = Not specified.
Type of sample: SR = Simple random sampling; ER = Stratified random sampling; C = Convenience sampling; - = Not specified.
Fig. 6. Strategy of the studies according to the processes.
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Table 5
Empirical studies on SPLE with experiment.
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Accioly [69] – – – – ✓ – – – ✓ TE R A M SR Black-box Testing
Ahmed [70] – – ✓ – – – ✓ – – TE E I M C Software archit.,Domain engineering
Asadi [71] – ✓ – – – – – – – TE E A L SR FM Tools, Visualization and Interaction
Bagheri [72] – ✓ – – – ✓ – – – TE S A L – Feature M., Quality attributes, Soft. prediction.
Bonifácio [73] – ✓ – – – – – – – TE E A M C Requir. engineering, Software modularity
Cetina [74] – – ✓ – – – ✓ – – TE E A – – Dynamic SPL,Runtime configuration
Denger [75] – – – – – – – ✓ ✓ TE S A L C SPL, Reusable Components, Quality Assurance, Functional Testing
Dermeval [76] – ✓ – – – – – – – TE E A L SR Feature modeling,Ontology
Feigenspan [34] – – – ✓ – – – – – TE S A M C Software visualization, Program comprehension
Gonzalez-Huerta [77] – – ✓ – – – ✓ – – TE S A M SR Software Archit., Quality attributes
Guana [78] – ✓ ✓ ✓ – – – – – TE S I – – Soft. architecture, Variability management
Kumar [35] – ✓ – – – – – – – TE E A H ER Variability, Requir. engineering, Mixed-methods
Liu [79] ✓ – – – – – – – – TE S A M SR Domain analysis, Feature extraction
Martínez [80] – – – ✓ – – ✓ ✓ – TO S A L C SPL Engineering, Reverse Engineering,Mining existing assets
Michalik [81] – – – – – – – ✓ – TE S I L C SPL, on-line updates, experimentation
Pereira [82] – – ✓ ✓ – – ✓ ✓ – TE S A M C SPL, Runtime Decision-Making, Self-Configuration,Recommender Systems.
Reinhartz-Berger [83] – ✓ ✓ – – – – – – TE S A M ER Variability analysis, Model Comprehension, Empirical Study
Reinhartz-Berger [84] – ✓ ✓ – – – – – – TE E A H – Variability management, Domain models.
Reinhartz-Berger [85] – ✓ – – – – – – – TE E A M SR Variability modeling, Feature modeling
Saeed [86] – ✓ – – – – – – – TE E A M SR Feature models, Visual syntax evaluation
Santos [87] – – – ✓ – – – ✓ – TE S I L C SPL Engineering, Web Systems Domain, Feature Composition, FeatureIDE
Schulze [88] – ✓ – – – – – – – TO S A L – Dynamic SPL, Variability modeling
Sinnema [89] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ P E I L – Soft. Variability Management, Ind. validation
Stein [90] – ✓ ✓ – – – – – – P S A M C Feature Model Configuration, Preferences
Thüm [91] – – – ✓ – ✓ ✓ – – P S A M C SPL, preprocessor variability, evolution, maintenance.
Vasilevskiy [92] – – – – – – – ✓ – P S A L C Realization, Product derivation, bvr; product line, model.variation point
Wang [93] – – ✓ ✓ – – ✓ ✓ – TE S A M SR User modeling, Product line archit.

What is evaluated: TE = Technique; P = Process; TO = Tool.
Empirical objective: S = Proposal from the same paper; E = Evaluates an existing proposal; R = Replica of an experiment.
Study Environment: A = Academic; I = Industrial.
No. Participants: L = No. participants < 20; M = 20 ≤ No. participants < 100; H = No. participants ≥ 100; - = Not specified.
Type of sample: SR = Simple random sampling; ER = Stratified random sampling; C = Convenience sampling; - = Not specified.
Table 6
Element of context.

Elements of
context

Values

Study
environment

-Academic
-Industry

Number of
participants

No.

What is
evaluated

-Technique
-Method
-Tool
-Method and Tool

Intention of
the applied
method

-Evaluate a proposal of
the same article
-Evaluate an existing proposal
-It is a replica

Study environment . This aspect of the context aims to determine if
the environment where the studies have been performed is academic,
industrial or both.

In Fig. 7, we group the data in Tables 4 and 5 to illustrate that
most case studies were conducted in an industrial context while most
experiments were conducted in an academic context. It can be deduced
that the SPLE increasingly gains ground in the industrial area. While
30 case studies were carried out in an industrial setting, only five were
carried out in an academic environment. However, when analyzing the
experiments, we observed that only five experiments were carried out
in an industrial context, while 22 were carried out in an academic
8

Fig. 7. Environment of study.

context. This behavior can respond to several factors. One of them is
the design type of the empirical strategy used. According to Wholin [5,
Pag.12], the experiments are more rigid at the time of execution with
respect to the flexibility than a case study. In addition, the experiments
demand more time and resources, both human and economic. It is
likely that these factors are the reason why industries or the researchers
themselves have desisted to conduct more experiments in an industrial
context.

Number of participants. This element of the context provides the
number of people who participated in the studies analyzed. For the
present study we recognize as participants those individuals that were
observed or were part of the primary study that we are analyzing; either
a case study, experiment or quasi-experiment
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Table 7
Number of participants.

Range Participants Papers Percentage

L ≤20 35 56,45%
M >20 and ≤100 14 22,58%
H >100 3 4,84%
– Not specified 10 16,13%

TOTAL 62 100%

Table 8
Sampling type.

Sampling Ex
pe
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en

t
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se
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ud

y
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pe
rim
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t
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eq
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nc

y

Pe
rc

en
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ge

Simple random 8 2 0 10 16,12%
Stratified random 1 0 1 2 3,23%
Convenience 11 8 0 19 30,65%
Not specified 6 25 0 31 50%

TOTAL 26 35 1 62 100%

Table 9
What is evaluated.

Option Ex
pe

rim
en
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se
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s

Q
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si-
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pe
rim

en
t

To
ta

l

Technique 20 11 1 32
Method 4 20 0 24
Tools 2 1 0 3
Process and Tools 0 3 0 3

TOTAL 26 35 1 62

As observed in Table 7, we defined three ranges of numbers of par-
icipants. In 10 studies of the total sample, the number of participants
as not specified. We can also observe that 35 primary studies have
orked with a small sample for the execution of the empirical strategy.
nly three studies, that represent 4.8% of the total, used a sample

uperior or equal to 100 participants. We believe that this sample
election behavior was motivated by working with a representative
ample, so they used subjective criteria based on the research they
anted to perform. This criteria was proposed to justify the number
f participants in their research.

We also extracted information about the type of sample used in the
nvestigations. Table 8 shows that 50% of the studies, i.e. 31 studies, do
ot indicate how they obtained the sample. We believe that this aspect
ust be improved. It should be adequately justified as they chose the
articipants to generalize the answers of the study. Most of experiments
nd case studies chose the sample for convenience, although 50% of the
orks did not indicate the sampling.

hat is evaluated by applying empirical strategies?. According to
Basili [6,19], the development of new techniques, methods and tools
is one of the main concerns of the research in software engineering.
The weaknesses and benefits of such technologies can be identified by
conducting empirical studies.

Based on the contributions found in the primary studies, we confirm
this statement, that is, the empirical strategies applied in SPLE aim to
evaluate the proposals of new techniques, methods or tools.

Table 9 shows that most of the experiments were responsible for
evaluating techniques, obtaining 20 primary studies that perform this
task. The case studies mostly served as support to evaluate methods
(20 primary studies). It should be noted that in three primary studies
9

Table 10
Empirical objective.

Option Ex
pe
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t

To
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l

Evaluates a proposal from the same paper 16 16 0 32
Evaluates an existing proposal 9 19 1 29
Is a replica of an experiment 1 0 0 1

TOTAL 17 25 1 62

the case studies were responsible for the evaluation of two elements
presented in the article, i.e. through the case study evaluated methods
and tools.

We observe that researchers mostly preferred to evaluate their
techniques using experiments. We consider that this behavior responds
to the fact that the experiment generates exact quantitative data and
allows them to explain or prove statistically if the used techniques solve
a situation. While researchers preferred to execute case studies when
evaluating methods, since the qualitative data that is collected allows
identifying key factors that have an impact on the evaluated method.

What was the intention of the applied method?. We use the three pos-
sible objectives of the applied method (found in the primary sources),
which are shown in the rows in Table 10, while the empirical strategies
used are shown in the columns. In this way we have that only one of
the reported experiments was part of a replica while most of the case
studies (19) and nine experiments evaluated an existing proposal. Most
of them aimed to reaffirm important findings in previously presented
works. Another part of the case studies (16) and experiments (16)
aimed to evaluate a proposal given in the same article. That is, these
studies proposed a new technique, method or tool respectively to
address some aspect of the SPLE and through the empirical strategy
they evaluated how feasible or efficient their proposal was.

Key findings

• The empirical strategy mostly used in SPLE subjects is
the case study with approximately 56% while the rest of
the primary studies used experimentation.

• Around 95.16% of the studies address issues related
to domain engineering, while application engineering
received less attention.

• 86% of the case studies were performed in an industrial
environment.

• 81% of the experiments were conducted in an academic
environment.

• 50% of the primary studies do not specify the type
of sample that was used to determine the study
participants.

3.2. RQ.2.What is the quality of the empirical studies reported in SPLE?

There could be different ways of measuring the quality of primary
sources. We also use known guides that should be followed in empirical
software engineering. We have relied on the Wholin guidelines [5] to
evaluate the maturity of the method of the experiments and on Rune-
son et al. [14] and Robson [15] to evaluate the case studies. Note
that, we have considered the only quasi-experiment as an experiment
to evaluate its maturity because it was developed in an academic
environment.
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Quality of the experiment method. The results are depicted in Ta-
le 11 with the 15 criteria that the experiments must meet to have
uality together with the used method. Each criteria can receive a
oolean value. Table 11 can be analyzed in two ways. On the one side,
e can review how many works meet each criteria over a total of 27
xperiments.

We observe that the most neglected criteria among the analyzed
xperiments (used in just 25.93% of the works) is the Data Reduction.
his criterion seeks to eliminate those outliers that can invalidate a
ompletely valid relationship.This might happen also, because most of
he found studies, have a low number of participants. In such studies is
ifficult to determine if some observations are outliers and, moreover,
iscarding some of them would imply to discard a large percentage of
he used dataset.

We also note that the Variables Selection criteria has been applied
n 70.37% of the works. This allows us to choose dependent and
ndependent variables. This criterion should receive more attention
ecause it includes the choice of measurement scales, the range for
he variables and the specific levels at which the tests will be carried
ut. The importance of this criteria affects the validity of the different
tudies, and therefore, authors may have taken it for granted, doing
t informally and not reporting it properly. Other criteria that were
sed in less than 80% of the works were Hypothesis Evaluation, Validity
Evaluation and Hypothesis Testing. They are intrinsic elements of the
experiment although they have not been reported adequately in the
primary studies.

On the other side, Table 11 also lists in the last column how many
criteria meet each work. We see that the experiments that obtained
the least rating (in terms of number of matched criteria) were [80]
and [92], that met only three criteria and [78] and [74], that met seven
and eight criteria, respectively. Note that the maximum possible rating
is the number of criteria, 15. When reviewing the details about the
publication of these experiments, we realized that the experiment [80]
and [92] were published in conferences so that could explain the
experimentation was not enough mature and the experiments [74]
and [78] were published in 2013 and 2012, respectively, i.e. more than
5 years ago. Since the use of experimentation in SPLE was not as mature
in those years, it is probable that they had some deficiencies in the
method used for the execution of the experiment.

Quality of the case study method. The detailed results for the case
studies are shown in Table 12 where the columns show the 10 criteria
that the case studies must meet to have quality. As for the criteria of
the experiments, here it is possible to receive a boolean value with the
same connotation as in Table 11.

We observe that one of the criterion applied by the lowest number of
studies, 8 (22.86% of the works), are Propositions and Hypothesis. This is,
here are several studies in which, neither design nor execution of their
ase study, had verifiable empirical statements. Another criterion that
as only applied by eight studies is Methods of Data Analysis. Since the

ase studies analyze qualitative data, the steps taken to analyze these
ata should be shown. That is, the codes used by the researcher must
e shown for data analysis.

Also, the Research Question criterion has been applied in 20 studies
57.14% of the works). It draws our attention, because we consider that
he realization of a case study requires not only expressing the intention
f the research (in terms of objective) but also the research questions.
nother criterion that researchers have overlooked is Threats to validity,

included in 26 studies (74.29% of the works). We consider that in a case
study the application of this criteria is very important because the case
studies, having a flexible design, must minimize the effects of the threat
in order to bring greater seriousness and reliability to the study.

The Selection of Data criterion was applied by 31 studies (88.57%
of the works). This criterion seeks to specify by whom and when the
study will be conducted. The objective is to ensure sufficient coverage
of the data sources, this will support the triangulation of the data and
10

increase the reliability and validity of the study findings.
The case studies are arranged in Table 12 in a descending order
according to the number of criteria that they met. The case studies
that obtained the least qualification were [61], [52] and [63] which
met only four criteria. The case studies [38], [43], [54], [58] and [66]
met five criteria. We consider that the case study design has not been
enough specific, or at least it has not been reported in the primary
studies and has left aside important aspects.

As in the evaluation of the experiment, Table 12 shows the most
rated case studies according to matched criteria so it could serve as a
guide for the use of an adequate method. We recommend to pay more
attention to the elements that other researchers overlooked, with the
aim of correcting these gaps in their contributions.

We evaluated the quality of the presented summary as a comple-
ment to the evaluation of case studies. We are inspired by Robson’s
work [15] where he specifies the characteristics that a case study report
should have, shown in Table B.23 of the Appendix B.

After analyzing the case studies and verifying if they met the
characteristics outlined by Robson for the presentation of case study
reports, we obtained the results shown in Table 13. We can observe
that the studies that obtained the lowest score are similar to the
qualification obtained in Table 12 where the quality of the employed
method was treated. We recommend that, for the evaluation obtained
in the presentation of case study reports, the data should be provided
in a focused form, so the reader can have confidence in the conclusions
(C4) and these conclusions should be better articulated according to the
context they affect (C5).

Finally, we highlight that only 59.26% of the experiments (14 or
more criteria fulfilled) and 54.29% of the case studies (8 or more
criteria fulfilled) obtained an adequate rating when evaluated. We
conjecture that this low rating can be caused because of the dis-
connection between the SPL community and the empirical software
engineering [20]. Fortunately, there are recent efforts that try to bridge
that gap. For example, SPLC’19 and SPLC’10 special issues are being
edited at Empirical Software Engineering journal. Also, the workshop
on empirical SPLE that is being run in the last editions of the confer-
ence [21]. We expect that with such actions, the studies to be reported
take these guidelines into account.

• 18.52% of the experiments met all the criteria recommended by
Wholin [5]

• 37.14% of the case studies met nine of the 10 criteria recom-
mended by Runeson [14]

• 49% of the studies show weakness in providing the history of the
inquiry (C3)

3.3. RQ.3. What is the scope of empirical research in SPLE?

3.3.1. RQ3.1. In which journals or conferences are these types of articles
published?

This question allows us to know and point out the most suitable
journals or conferences for researchers who are interested in making
future contributions in SPLE supported by empirical software engineer-
ing. Table 14 shows the list of journals and conferences where the
papers have been published and the empirical strategies used (with the
acronym EXP for experiment, CS for case study and QUASI for quasiex-
periment). We can observe that the preferred sources by the authors
when making a contribution have been the International Systems &
Software Product Line Conference and the journals Journal of Systems
and Software, and Information and Software Technology. It is worth
mentioning that those conferences do not specifically target empirical
research and are more focused on software engineering. Oppositely the
venues that have their main focus in empirical software engineering do

not publish many product line related contributions.
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Table 11
Experiment summary.
3.3.2. RQ3.2. What is the temporary evolution in this type of studies?
This data allows researchers to know from which year more empir-

ical contributions have been made in SPLE.
Fig. 8 shows that the number of empirical studies has grown since

2004. We consider that this evolution responds to the need of evalua-
tion and validation of the recent research. In addition, as mentioned by
Wholin et al. [5], more empirical strategies in software engineering are
now widely recognized than ten years ago. In Fig. 9 we observe that in
2013 the number of case studies increased and had no much variation
since then. Note that after filtering, no article from 2010 was included
in the primary sources.

Also, to have more details about this evolution, we present these
studies classified by empirical strategy and the year of publication in
Table 15 and Fig. 9. In Fig. 9, we observe that both experiments and
case studies have been increased the number of publications from 2010
11
to 2013, have maintained the publications between 2013 and 2017 and
have decreased in 2017 and 2018.

3.3.3. RQ3.3. What authors do research in this area?
This question allows knowing the authors and institutions that

investigate SPLE supported by empirical studies. In this way, it will
be known which institutions have knowledge of the subject, leading to
detect and encourage collaboration among researchers.

Table 16 lists the number of empirical studies per author (with more
than one paper authored) together with a heat map for the number
of times that each process of the framework is addressed (using their
acronym) by an author. Again, the processes with more studies are
Product Management, Domain Requirement and Domain Design. This
heat map also highlights how many times an author has used each
experimental strategy.
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Table 12
Case study summary.
Table 17 shows the names of the authors together with their affil-
ations. It is worth mentioning that the authors had low publication
ontinuity on the same topics. Therefore, although there is a growth in
his type of contributions, few authors lead in this area of research.
his might be caused due the time span required to report a case
tudy or perform experiments, which might take years according to
ur experience and therefore the publication throughput is lower in
eneral. The authors from Brazil, Germany and Spain are the ones with
ore publications. Fig. 10 provides more details. It is interesting to
12
note that SPLE empirical investigations are performed mostly in Europe
although Brazil has a big amount of contributors too.

• The journals preferred by the authors when making a contribution
with empirical components in SPLE have been the Journal of
System and Software, Information and Software Technology and
the conference preferred has been the International Software
Product Line Conference

• The evolution of the studies has been growing, i.e. empirical
strategies in software engineering are more recognized today than
ten years ago.
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Fig. 8. Publication chronology of the papers included in review per year.
able 13
haracteristics that a case study report should have [15].

#Paper C1 C2 C3 C4 C5 To
ta

l

Ahmed F. et al. [36] 1 1 1 1 1 5
Da Silva IF. et al. [40] 1 1 1 1 1 5
Díaz J. et al. [46] 1 1 1 1 1 5
Echeverría J. et al. [48] 1 1 1 1 1 5
Eriksson M. et al. [51] 1 1 1 1 1 5
Galster M. et al. [53] 1 1 1 1 1 5
Ganeson D. et al. [54] 1 1 1 1 1 5
Koziolek H. et al. [57] 1 1 1 1 1 5
Martinez J. et al. [58] 1 1 1 1 1 5
Millärniemi V. et al. [59] 1 1 1 1 1 5
Oliveira RPD. et al. [60] 1 1 1 1 1 5
Rubin J. et al. [63] 1 1 1 1 1 5
Wille D. et al. [67] 1 1 1 1 1 5
Dey S. et al. [44] 1 1 1 1 0 4
Díaz J et al. [47] 1 1 1 1 0 4
Engström E. et al. [50] 1 1 0 1 1 4
Ferreira J. et al. [32] 1 1 0 1 1 4
Figueiredo E. et al. [52] 1 1 0 1 1 4
Kim J. et al. [33] 1 1 0 1 1 4
Berger T. et al. [37] 1 1 0 0 0 2
Classen A. et al. [38] 1 1 0 0 1 3
Costa GCB. et al. [39] 1 1 1 0 0 3
Da Silva IF et al. [41] 1 1 0 0 1 3
De Souza LO. et al. [45] 1 1 0 0 1 3
Deelstra S. et al. [42] 1 1 0 0 1 3
Hanssen GK. et al. [56] 1 1 0 0 1 3
Eklund U. et al. [49] 1 1 0 0 1 3
Pardo A. et al. [61] 1 1 0 0 1 3
Patzke T. et al. [62] 1 1 0 1 0 3
Thurimella A. et al. [65] 1 1 1 0 0 3
Usman M. et al. [66] 1 1 0 0 1 3
Zhang G. et al. [68] 1 1 1 0 0 3
Deelstra S. et al. [43] 1 1 0 0 0 2
Hanssen GK. et al. [55] 1 1 0 0 0 2
Souza IS. et al. [64] 1 1 0 0 0 2

TOTAL 35 35 18 20 25 133

• The authors who have generated the most research are from

Brazil, Germany, Spain, Canada and Sweden.
13
4. Related work

We have reviewed the works related to systematic studies of SLPE.
We found a group of studies that made several efforts to systematically
analyze various aspects of SPLE through systematic reviews of the
literature (SLR) and systematic mapping studies (SMS). Table 18 shows
a summary of these studies, which have been taken as a reference for
our work, complementing them or responding to certain research gaps
that resulted from the analysis of these studies.

These works mostly focus on specific domains or aspects of SPLE.
Among these, Khurum and Gorschek [22] present a systematic review
of domain analysis solutions published until 2007. This work aims to
analyze the level of industrial application and the empirical validation
of the proposed solutions in order to map the maturity in terms of
industrial and utility application. The results of this research indicate
that there are several solution for domain analysis in software product
lines. However, the absence of qualitative and quantitative results of
the empirical application or validation makes it difficult to evaluate
the potential of the proposed solutions to be adopted by the industry.
Likewise, We aim to identify the application and validation methods
used in primary sources. Our approach addresses the empirical evalua-
tions completed until November 2018 in all SPLE framework processes,
including domain analysis.

Chen and Babar [23] reviewed and synthesized the status of the
evaluation of variability management approaches published until 2007.
Chen presented a detailed score card for the quality assessment of 18
empirical studies. Like our study, Chen evaluated the quality of vari-
ability management case studies based on the Runeson guidelines [29].
This study overlaps our work only on one study because only empirical
evidence on variability management was analyzed, while our study
covers all phases of SPLE.

El-Sharkawy et al. [24] aim to analyze metrics designed for variabil-
ity models and code artifacts. In addition, they evaluated the metrics
to provide a foundation for researchers to select suitable metrics. They
identified the lack of contributions that analyze qualitative properties
in the context of SPLE, emphasizing the need to improve the number of
empirical validations. Our study also emphasizes the need to perform
more empirical validations in SPLE that would allow researchers to base

their contributions on works that have been validated in all SPLE topics.
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Table 14
Number of papers per Journal or Conference.
Fig. 9. Evolution of the studies according to the strategies.
Fig. 10. Classification of papers based on country.
Marques et al. [25] review the characteristics of the approaches
that support the evolution of SPL and synthesize the evidence provided
by the primary studies about the nature of their processes. They also
14
analyze how the evolution of the SPLE is informed and validated.
Among the reported findings, it is mentioned that the number of studies
with some type of evaluation is growing in recent years. However,
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Table 15
Empirical strategies classified by year.

Year Case study Experiment

2005 [42] –
2006 [54] [75]
2007 [36] –
2008 [33] [55] [52] [65] [70] [89]
2009 [43] [51] –
2010 – –
2011 [38] [61] [56] [72] [81]
2012 [62][37] [88]
2013 [49] [64] [50] [63] [59] [34] [74] [35] [93] [78]
2014 [60] [46] [68] [40] [84] [69] [90] [83]
2015 [47] [53] [39] [41] [45] [77] [76] [80]
2016 [57] [48] [71] [86] [87] [92] [91]
2017 [32] [44] [66] [67] [85] [73] [79]
2018 [58] [82]

they conclude that there is still a large number of articles without
evaluation, since almost half of the studies of their SLR do not present
any evaluation in their work. In our work, in addition to presenting how
15
SPLE approaches evolve, we also evaluate the quality of them based on
guidelines from Runeson et al. [14] and Wohlin et al. [5].

Rabiser et al. [4] compare 142 papers but they goal to compare
the topics addressed in industry and academy papers, ignoring other
research questions that we study in this work. Furthermore, they limit
the scope to the conference SPLC.

The survey from Berger et al. [30] focuses on the analysis of
variability modeling in the industry with regard to the used strategy
and the perceived values.

We also find an SMS that, similarly to the previous SLRs, is ori-
ented to a specific area of the SPLE. This is the case of Laguna and
Crespo [26], who study existing research on the reengineering of legacy
systems in SPL and refactoring of SPL. One of the research questions
sought to find out what types of validation studies are presented and
up to what extension.

We also find two works that systematically address the revision
of the literature in software product lines, through tertiary studies:
the study by Marimuthu and Chandrasekaran [27] and the study
by Raatikainen et al. [28].

The objective of the Marimuthu study is to carry out a systematic
mapping of the existing systematic studies to inform the general vision
Table 16
Authors with more than two publications in empirical evidence according to the process.
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Table 17
Authors with more than two publications in empirical evidences.
No. papers Author Country Institutions

6 Eduardo Santana de Almeida Brazil Federal University of Bahia
(UFBA)

5 Silvio Romero de Lemos Meira Brazil Federal University of Pernambuco
(UFPE)

4 Paulo Anselmo da Mota Brazil Reuse in Software Engineering
(RiSE), Brazil

Silveira Neto

4 Pádraig O’Learyd Ireland Lero – The Irish Software
Engineering Research Centre

3 Reinhartz-Berger Iris Israel University of Haifa

3 Jan Bosch Sweden Chalmers University of
Technology

3 Saake Gunter Germany University of Magdeburg

3 Sybren Deelstra The Netherlands University of Groningen

3 Sinnema Marco The Netherlands University of Groningen

2 Kathrin Figl Austria Institute for Information Systems

2 Accioly Paola Brazil Federal University of Pernambuco

2 Borba Paulo Brazil Federal University of Pernambuco

2 Bonifácio Rodrigo Brazil University of Brasília

2 Figueiredo Eduardo Brazil Federal University of Minas
Gerais

2 Ivonei Freitas da Silva Brazil Federal University of Pernambuco
(UFPE)

2 Machado Ivan do Carmo Brazil Federal University of Bahia –
UFBA

2 Márcio Ribeiro Brazil Federal University of Alagoas

2 Capretz Luiz Fernando Canada University of Western Ontario

2 Faheem Ahmed Canada University of Western Ontario

2 Savolainen Juha Denmark Danfoss Power Electronics A/S

2 Tewfik Ziadi France Sorbonne University UPMC

2 Dachselt Raimund Germany University of Magdeburg

2 Feigenspan Janet Germany University of Magdeburg

2 Kästner Christian Germany Philipps University Marburg

2 Papendieck Maria Germany University of Magdeburg

2 Schulze, M. Germany University of Magdeburg

2 Hanssen Geir K. Norway The Norwegian University of
Science and Technology

2 Øystein Haugen Norway Østfold University College

2 Abrahão Silvia Spain Universitat Politècnica de
València (UPV)

2 Cetina Carlos Spain Universidad San Jorge

2 Díaz Jessica Spain Technical University of
Madrid-UPM

2 Garbajosa Juan Spain Technical University of
Madrid-UPM

2 Gonzalez-Huerta Javier Spain Universitat Politècnica de
València (UPV)

2 Insfran Emilio Spain Universitat Politècnica de
València (UPV)

2 Martinez Jabier Spain University of Luxembourg

2 Pérez Jennifer Spain Technical University of
Madrid-UPM
of the findings for researchers and professionals. 60 studies are listed
in the area of software product lines. In the study of Marimuthu the
first research question is finding out what kind of systematic study
methods were considered. One of the conclusions of the study stated
that many studies failed to evaluate the quality of the primary studies,
and this was the main limitation of the systematic studies found. Our
SLR focuses on finding out what empirical strategies have been used
16

in SPLE and evaluating the quality of the empirical studies reported in
SPLE with human intervention. We infer that our study exceeds the
limitation reported in the Marimuthu study because we address the
evaluation of the primary studies.

Raatikainen et al. [28] study how 86 systematic reviews (SRs,
i.e. SLR and SMS) analyze and use evidence-based results and identify
how variability is modeled. One of the conclusions of the study was
that the different types of SRs rarely take into account either the quality

analyzed or the evidence found in the studies analyzed. This study also
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Table 18
Comparison of related review papers.

Review work Kind Year Title Period No. papers

Khurum et al. [22] SLR (Systematic
Literature
Review)

2009 A systematic review of domain analysis
solutions for product lines

–2007 89

Chen et al. [23] SLR 2011 A systematic review of evaluation of
variability management approaches in
software product lines

1990–2007 97

El-sharkawy et al. [24] SLR 2018 Metrics for analyzing variability and its
implementation in software product lines :
A systematic literature review

2007–2017 42

Marques et al. [25] SLR 2018 Software product line evolution: A
systematic literature review

1–2017 60

Laguna et al. [26] SMS (Systematic
Mapping Studie)

2013 A systematic mapping study on software
product line evolution: From legacy system
reengineering to product line refactoring

–2011 74

Marimuthu et al. [27] SLR Terty 2017 Systematic Studies in Software Product
Lines : A Tertiary Study

–2016 60

Raatikainen et al. [28] SMS Terty 2018 Software product lines and variability
modeling: A tertiary study

2007–2018 86

Rabiser et al. [4] SMS 2018 A Study and Comparison of Industrial vs.
Academic Software Product Line Research
Published at SPLC

1997–2017 142

Our study SLR 2019 Empirical Software product line
engineering: A systematic literature review

2000–2018 62
ensured that many research methods are described briefly or are only
mentioned by name. Even the studies analyzed are not always clear
about their methods. They also mention that SRs are often quite specific
for an emerging research area where solutions are proposed instead
of research results with convincing empirical evidence that is worth
analyzing. Therefore, several sub-themes may still lack an SR that is
worth taking as a reference.

Our motivation to perform an SLR responds to the absence of a
study that synthesizes and evaluates the quality of studies on empirical
evidence in SPLE with human intervention. To our knowledge, there
is no study with this topic, therefore we believe it is necessary to
synthesize the studies with convincing empirical evidence of good
quality so that researchers continue to make more contributions based
on validated empirical evidence. We intend to reduce this gap through
our SLR, addressing the analysis of the quality of the studies reported
and showing the scope that empirical software engineering has had in
the SPLE.

5. Conclusions

In this paper we presented a systematic review of the literature
on empirical methods in SPLE with human intervention. We defined a
protocol to carry out our research. We searched for documents from
January 2000 to November 2018 and, after applying the inclusion
and exclusion criteria, we selected 62 primary studies. We specified
three research questions (Section 2.1.2). We defined a data extraction
procedure to achieve the objectives of the SLR and answer the research
questions.

We synthesized the current status of these primaries studies in order
to (i) evaluate the quality determining the maturity of the method used
in the primary studies; (ii) identify the scope of the empirical research
in SPLE, i.e. which the processes of the SPLE framework attracted most
attention of researchers; (iii) identify what kind of publications are
proposed; (iv) when and where the articles were published; (v) who
the authors and institutions are that currently have the know-how of
empirical studies in SPLE.

We observed that the most used empirical strategy in SPLE topics is
the case study with approximately 56%, while the rest of the primary
studies used experimentation. Also, around 95% of the studies address
aspects related to Domain Engineering, while there are other areas,
17
especially related to application engineering, that have received less
attention. Similar results were obtained by Rabiser [4].

We also observed that there is a variety of topics studied. However,
there is research interest in both academy and industry on issues related
to variability management and modeling. A similar aspect is mentioned
in the study presented by Rabiser [4].

The maturity of execution of the method used in the case studies was
greater than the experiment and the information about evaluations or
the examples presented in the documents are usually deficient. Com-
parable results are mentioned by Rabiser [4] ‘‘The majority of academic
research (61%) and also some industry research (11%) are not correctly
validated (without evaluation or only artificial examples". Nevertheless, as
the Rabiser work also points out, the percentage of works with adequate
empirical evaluation has been increasing over the years.

We consider that additional empirical studies should be performed
with sufficient rigor to improve the body of evidence in SR within
SPLE [31] because lack of justification in obtaining the sample of
participants that will be used in the execution of the empirical strategy.

Due to the fact that there are few studies that address aspects related
to application engineering, we consider that there is an opportunity
to make more contributions in these processes. The cost of conducting
studies based on experiments is not an easy task, as it must be planned,
executed and analyzed properly, but nevertheless we believe it is
necessary to perform more experiments in an industrial environment
that allow validating the SPLE framework processes in practice. The
objective of recommending the execution of more experiments in the
industry is to validate and give more feedback to the SPLE framework
adapted to the practice.

As results of this study, we remark that researchers in future con-
tributions must carry out a more rigorous research design, with the
aim of improving the quality of the method used. Researchers should
be inspired by validated guidelines. We recommend Wholin [5] for
experiments and Runeson [14] for case studies.

In addition, future research should pay special attention to the
criteria that obtained the lowest score when evaluating the quality of
the method used in the empirical strategy, to overcome the deficiencies
presented in the studies evaluated. Regarding the research forum,
researchers should consider sending their contributions (among others)
to the Journal of System and Software, Information and Software
Technology and Empirical Software Evidence since it has been verified
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Table A.19
Search string and papers retrieved from each digital library.
Library Search String Result

ACM +(‘‘Software product line ’’ ‘‘ software product
lines’’ ‘‘ software product family’’ ‘‘ software
product families’’)+(‘‘empirical’’ ‘‘survey’’
‘‘experiment’’ ‘‘case study’’ ‘‘experience report’’)

659

IEEEXplore (((‘‘Software product line’’ OR ‘‘Software product
lines’’ OR ‘‘Software product family’’ OR ‘‘Software
product families’’) AND (‘‘Empirical’’ OR ‘‘Survey’’
OR ‘‘Experiment’’ OR ‘‘Case study’’ OR ‘‘Experience
report’’)))

283

Science Direct for pub-date > 1999 and (‘‘Software product line’’ OR
‘‘Software product lines’’ OR ‘‘Software product
family’’ OR ‘‘Software product families’’) AND
(‘‘Empirical’’ OR ‘‘Survey’’ OR ‘‘Experiment’’ OR
‘‘Case study’’ OR ‘‘Experience report’’)[All
Sources(Computer Science)]

613

Scopus ( TITLE-ABS-KEY ( Software product line OR Software
product lines OR Software product family OR Software
product families ) AND TITLE-ABS-KEY ( Empirical OR
Survey OR Experiment OR Case Study OR Experience
report ) ) AND PUBYEAR > 1999 AND ( LIMIT-TO ( SUBJAREA
, ‘‘COMP ’’ ) ) AND ( EXCLUDE ( DOCTYPE , ‘‘bk ’’ ) OR
EXCLUDE ( DOCTYPE , ‘‘ch ’’ ) OR EXCLUDE ( DOCTYPE ,
‘‘ip ’’ ) OR EXCLUDE ( DOCTYPE , ‘‘re ’’ ) OR EXCLUDE (
DOCTYPE , ‘‘ed ’’ ) OR EXCLUDE ( DOCTYPE , ‘‘er ’’ ) )
AND ( EXCLUDE ( LANGUAGE , ‘‘Portuguese ’’ ) OR EXCLUDE
( LANGUAGE , ‘‘French ’’ ) OR EXCLUDE ( LANGUAGE ,
‘‘Japanese ’’ ) OR EXCLUDE ( LANGUAGE , ‘‘Chinese ’’ )
OR EXCLUDE ( LANGUAGE , ‘‘German ’’ ) ) AND ( EXCLUDE (
DOCTYPE , ‘‘cr’’ ) )

751
Table B.20
Data extraction properties.
N◦ Property Values Description R.Q.

1 Empirical
strategy

- Experiment
- Case Study
- Quasy-Experiment
- Survey

Empirical strategies
given by [5]

RQ1.1.

2 Process
Framework

- Product Management
- Domain Requirement Engineering
- Domain Design
- Domain Realization
- Domain Testing
- Application Requirement Engineering
- Application Design
- Application Realization
- Application Testing
- Not specified.

Framework for
Software Product
Line Engineering of
Pohl [2]

RQ1.2.

3 Research context - Academic
- Industrial

Type of context RQ1.3.

4 Number of
participants

- <= 20 participants
- >20 or <= 100 participants
- >= 100 participants
- Not specified participants

Number of subjects RQ1.3.

5 Sample Type - Simple random sampling
- Systematic sampling
- Stratified random sampling
- Random sampling by conglomerates
- Convenience sampling
- Quota sampling

Sample type RQ1.3.

6 What it is
evaluated

- Technique
- Process
- Tool

According to Basili
[6]

RQ1.3.

7 Goal description - Evaluates a proposal from the same
paper
- Evaluates an existing proposal
- Is a replica of an experiment
- Not specified

Goal description RQ1.3.
18
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Table B.21
Data extraction properties case studies.
N◦ Property Values Description R.Q.

1 Rationale for the
Study

- Yes
- No

The research clearly presents the
reasons for conducting the study.

RQ2

2 Objective of the
Study

- Yes
- No

A statement is presented of what
the researcher, and perhaps the
industrial participants, hope to
achieve as a result of conducting
that study.

RQ2

3 Cases and Units of
Analyses

- Yes
- No

Is it mentioned in a general way
or specifically what is being
studied?

RQ2

4 Theoretical
Framework

- Yes
- No

Is it mentioned What is the
theoretical frame of reference?

RQ2

5 Research Questions - Yes
- No

Is it mentioned What knowledge
will be sought or expected to be
discovered?

RQ2

6 Propositions and
Hypotheses

- Propositions
- Hypotheses
- Both
- Not Specified

Is it mentioned in the papers
what particular (causal)
relationships are to be
investigated?

RQ2

7 Methods of Data
Collection

- Yes
- No

How will data be collected? RQ2

8 Methods of Data
Analysis

- Does not mention
- Mentions but does
not detail
- Give few details
- It gives more
details
- Details of the
handicap

How will data be analyzed? RQ2

9 Data Selection
Strategy

- Yes
- No

How will data be identified and
selected? Who will be
interviewed? What electronic data
sources are available for use in
the study?

RQ2

10 Quality Assurance,
Validity, and
Reliability

- Yes
- No

How will the data collected be
checked for quality? How will the
analysis be checked for quality?

RQ2
that this type of contribution is within the scope of the topics of interest
of this journal.

Materials

The results of searching in digital libraries and processing these
searches were stored in the bibliography system Jabref. To access
to these results, review https://doi.org/10.5281/zenodo.3860192 or
https://zenodo.org/badge/latestdoi/189765534.
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Appendix A. Planning remarks

This section contains all the material and sources used in the data
extraction.

• ACM: We use the advanced search in order to generate an initial
set of papers. The results where stored in a bibtex file.

• IEEExplore: The search was restricted to the title and abstract of
each publication, and the option ‘‘Full text and metadata’’ was
enabled. The only format available for export from IEEExplore
was .csv.

• Science Direct: First, we used the advanced search to generate an
initial set of articles, and then we filtered the results obtained. We
selected Computer Science as an area of knowledge. The results
were stored in a bibtex file.

• Scopus: We restricted the search to titles of publications and
abstracts, adding the words ‘‘TITLE-ABS’’ before the search terms.

We also restricted the search to Computer Science by adding

https://doi.org/10.5281/zenodo.3860192
https://zenodo.org/badge/latestdoi/189765534
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Table B.22
Data extraction properties experiments.
N◦ Property Values Description R.Q.

1 Goal definition - Yes
- No

Object of study (what is studied?) and
purpose (what is the intention?).

RQ2

2 Context selection - Yes
- No

The balance between making studies
valid in a specific context or valid for
the general domain of software
engineering.

RQ2

3 Hypothesis formulation - Yes
- No

A hypothesis is stated formally. RQ2

4 Variables selection - Yes
- No

Dependent and independent variables
are chosen.

RQ2

5 Selection of subjects - Yes
- No

The selection of subjects or a sample of
the population participating in the
experiment is indicated.

RQ2

6 Choice of design type - Yes
- No

The design of an experiment describes
how tests are organized and executed.

RQ2

7 Instrumentation - Yes
- No

The objects, guides or measuring
instruments to be applied in the
experiment are selected.

RQ2

8 Validity evaluation - Yes
- No

There is a section that demonstrates the
validity of the experiment for example
the conclusion, internal validity,
construction or external validity.

RQ2

9 Preparation - Yes
- No

Before the experiment is executed, the
participants are selected and informed,
and the material is prepared as forms
and / or tools.

RQ2

10 Execution - Yes
- No

It is described how the experiment is
carried out: data collection (interviews,
online forms?) or time period.

RQ2

11 Data validation - Yes
- No

The experimenter verifies that the data
is reasonable and that it has been
collected correctly.

RQ2

12 Descriptive statistics - Yes
- No

Statistics are presented on the numerical
processing of the collected data set.

RQ2

13 Data set reduction - Yes
- No

Are statistical methods applied to detect
outliers? Is the data set reduced if
systematic errors are detected in the
data?

RQ2

14 Hypothesis testing - Yes
- No

Some hypothesis test is performed to see
if it is possible to reject the null
hypothesis.

RQ2

15 Presentation & package - Yes
- No

There is a section devoted to the
presentation of the results obtained from
the execution of the experiment.

RQ2
‘‘AND SUBAREA (‘‘ COMP ")". We exclude non-English papers
by adding the words ‘‘EXCLUDE (LANGUAGE,‘‘Portuguese",
‘‘French", ‘‘Japanese",‘‘Chinese",‘‘German")" and the types of doc-
uments that were not articles by adding "EXCLUDE (DOCTYPE,
‘‘bk", ‘‘ch", ‘‘ip", ‘‘re", ‘‘ed", ‘‘er"). The results were stored in a
bibtex file.

ppendix B. Data extraction

Table B.20 shows the properties for the data extraction and, specif-
cally, the third column lists the possible values that can be used to
nswer the RQ1 from the primary studies. Tables B.21 and B.22 show
he forms used to extract the data related to the quality of the procedure
or cases studies and experiment respectively. In both cases, the column
roperty mentions each element or verification criterion from which
e seek to extract information from each primary study. The possible
alues for these elements are 1 if it meets the criterion or 0 if it does
20

ot meet it.
Table B.23
Characteristics that a case study report should have [15].

Characteristics Characteristics for a case study

C1 To describe what the case study
was about.

C2 To communicate a clear sense
of the studied case.

C3 To provide a ‘‘history of the
inquiry’’ so the reader can see
what was done, by whom and
how.

C4 To provide basic data in a
focused form, so the reader can
have confidence that the
conclusions are reasonable.

C5 To articulate the researcher’s
conclusions and set them into a
context they affect
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