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Abstract

Context: Over the last decade, Agile methods have changed the software development process in an unparalleled way
and with the increasing popularity of Big Data, optimizing development cycles through data analytics is becoming
a commodity. Objective: Although a myriad of research exists on software analytics as well as on Agile software
development (ASD) practice on itself, there exists no systematic overview of the research done on ASD from a
data analytics perspective. Therefore, the objective of this work is to make progress by linking ASD with Big Data
analytics (BDA). Method: As the primary method to find relevant literature on the topic, we performed manual search
and snowballing on papers published between 2011 and 2018. Results: In total, 65 primary studies were selected and
analyzed. Our results show that BDA is employed throughout the whole ASD lifecycle. The results reveal that data-
driven software development is focused on the following areas: code repository analytics, defects/bug fixing, testing,
project management analytics, and application usage analytics. Conclusions: As BDA and ASD are fast-developing
areas, improving the productivity of software development teams is one of the most important objectives BDA is
facing in the industry. This study provides scholars with information about the state of software analytics research
and the current trends as well as applications in the business environment. Whereas, thanks to this literature review,
practitioners should be able to understand better how to obtain actionable insights from their software artifacts and on

which aspects of data analytics to focus when investing in such initiatives.

Keywords: Agile software development, Software analytics, Data analytics, Machine learning, Artificial

intelligence, Literature review

1. Introduction

Over the last decade, Agile methods have changed the
software development process in an unparalleled way.
As opposed to traditional, plan-driven models of soft-
ware development (e.g. waterfall model), where pro-
cesses are organized in a series of sequentially ordered
stages, Agile software development (ASD) entails col-
laborative development with swift and incremental it-
erations. As a result, adaptability to frequently chang-
ing requirements and a strong emphasis on delivering
value to customers represent the crux of ASD and have
driven its wide acceptance among software practitioners
in the last years. Furthermore, this paradigm shift from
plan-driven software development processes to ASD ac-
corded with social and technological advances.

When it comes to applying data-driven approaches
to improve the work of software teams, software de-
velopment practice has been in the midst of major up-

heaval for some years now. Plan-driven software de-
velopment approaches follow, as the name suggests, a
pre-defined plan. Being reactive in their nature, plan-
driven software development processes are less suscep-
tible to immediate feedback than ASD. Hence, their
need for timely information is seemingly lower. Con-
sequently, with the increasing popularity of Big Data,
which throughout the years has successfully entered
the realm of computer science and business environ-
ment alike, software practitioners can now efliciently
use it to improve software development processes. Im-
proving the productivity of software development teams
is one of the most important objectives every soft-
ware company faces. Optimizing development cycles
through data analytics can not only streamline the com-
pany’s day-to-day business operations but also help
the business venture take over its competitors in the
longer term. A data-driven approach may enhance the
decision-making processes in the company by provid-



ing insights, for instance, on the following topics: esti-
mating whether a project is on track with its budget and
timeline, predicting the number of tasks that can be ac-
complished within one cycle, prioritizing software fea-
ture releases based on software usage metrics, or advis-
ing on the best team composition for a particular project.

A myriad of research exists on software analytics,
software metrics, as well as on ASD practice. Hence,
a vast number of systematic literature studies summa-
rizing the research literature published on each of those
topics alone (e.g. [31, 8, 33, 26, 13, 24]). Systematic
literature reviews in ASD focus mainly on topics such
as global software engineering, usability, management-
oriented approaches [26], and, at the same time, refrain
from discussing data-driven approaches to Agile devel-
opment methods. Therefore, our objective for this work
is to make significant progress by linking ASD with data
analytics. In this paper, we examine studies on BDA in
the context of ASD. By means of a systematic mapping
study, we aim at getting a comprehensive understanding
of the state of research on data-driven ASD. Therefore,
we first examine studies concerning the topic. After per-
forming a thematic analysis, we develop a classification
framework explaining different ways how software de-
velopment teams, and organizations in general, adopt
BDA to improve ASD.

The remainder of this paper is structured as follows:
Section 2 is meant as an introduction to the topic of data
analysis within the realm of ASD. In this section, we
also explain our approach to conducting a systematic
literature study. In section 3, we discuss how we con-
ducted a systematic literature study — we provide a de-
tailed description of search methods, inclusion and ex-
clusion criteria, and a list of central journals and confer-
ences in our research area. Section 4 describes our re-
sults as well as topology and a classification framework
proposed in this paper. Section 5 provides a discussion
of the results and the limitations of the study. Finally,
Section 6 concludes the paper.

2. Background

2.1. Big Data Analytics

Although the phenomenon of Big Data is not new — it
has emerged in computer science in the late 1990s — the
term itself still causes some confusion as precise bound-
aries for Big Data are hard to define [20]. In general, Big
Data is often described along three dimensions, the so-
called three Vs — volume (large datasets), velocity (high-
frequency data influx), and variety (data from heteroge-
neous data sources). These three characteristics are fre-

quently extended to include more factors, such as verac-
ity (data accuracy and reliability), variability, value (the
potential of data to support decisions) or visualization
(visual representation of data). Therefore, the whole
concept of Big Data can be understood as a process of
gathering, storing, analyzing, and extracting knowledge
from high-volume and/or complex data, often by means
of Machine Learning (ML)/Artificial Intelligence (AI)
algorithms. In that context, the term Big Data Ana-
lytics (BDA) can be defined as a sub-step in the Big
Data process, focused on gaining insights through ad-
vanced analytics techniques — ”Big data analytics is the
process of using analysis algorithms running on pow-
erful supporting platforms to uncover potentials con-
cealed in big data, such as hidden patterns or unknown
correlations” [27]. Therefore, BDA “must effectively
mine massive datasets at different levels in real-time or
near real-time - including modeling, visualization, pre-
diction, and optimization” [27]. Business analytics for
years has been viewed from three complementary per-
spectives, i.e. descriptive, predictive, and prescriptive
[2, 20]. The most recent addition to this group is adap-
tive analytics, which instead of only analyzing the past,
responds in real-time to the actions of a user. By keep-
ing humans in the loop, this type of analytics is the em-
bodiment of real-time decision making.

2.2. Agile Software Development

ASD is said to be the answer to multiple limitations
of plan-driven approaches [14, 43, 24]. Specifically,
frequent changes of the system’s requirements, close
collaboration between developers and their stakehold-
ers, iterative development delivered in increments are
the cornerstone of ASD. The main phases of ASD life-
cycle (SDLC), are: the concept, inception, construc-
tion, release, production, and retirement phases [9, 3].
The first phase, which is the concept phase, is a stage
where a project is envisioned. This phase can be con-
sidered the planning phase. The inception phase entails
assembling the team, finding a project sponsor, and se-
curing the funding, framing initial requirements. It re-
sembles the analysis phase. The iteration/construction
phase is about working products, hence the following
activities take place in this phase: development of the
software, requirements definition, and customer feed-
back loop. This phase is the design and implementa-
tion phase. In the release phase testing plays an im-
portant role. This is the testing and integration phase.
The production phase is related to the maintenance of
the software in a production environment. This is the
maintenance phase. Finally, the retirement phase relates



to software decommission. ASD is an iterative pro-
cess, where each iteration (known as a sprint in Scrum)
is expected to create and deliver a working piece of
software as soon as possible. Therefore, a typical it-
eration encompasses requirement, design and develop-
ment, testing, delivery, and assessment stages, which
form a loop, as numerous iterations might be needed
to release a working product or a new feature. Notwith-
standing breaking software development work into it-
erations/sprints, the aforementioned ASD phases may
vary, also because initially, Agile methods were created
with small organizations in mind. With time, however,
their large-scale variants have been adopted by large or-
ganizations [41, 22], e.g. the Scaled Agile Framework
(SAFe) [5], Large-Scale Scrum (LeSS) [4], Scrum-of-
Scrums, Nexus, Scrum at Scale, or Disciplined Agile
Delivery (DAD) [50]. Large organizations face a chal-
lenge related to coordination and communication be-
tween several development teams or different organiza-
tional units, often globally distributed [41]. Therefore,
data analytics in software engineering can increase the
ability of organizations to understand how to improve
their software development processes.

3. Research Method

A systematic mapping (SM) study (also referred to
as a scoping study), similar to a systematic literature re-
view (SLR), serves as a summary of scientific articles
published on a particular research topic. In light of this
difference, the reason why we decided to perform an SM
study of the topic, rather than an SLR, is twofold. First,
when performing initial analysis of our research domain
and before starting an actual systematic review, we iden-
tified the involved domain as a broad research topic, for
which an SM study seemed to be a more appropriate
way of summarizing academic findings than an SLR.
Second, in this article, we intend to make a classification
of evidence and summarize the current state-of-the-art
research related to applying data analytics to improve
ASD practice. Our goal is not to answer very specific
questions related to the said domain, but rather provide
a general overview.

In this work, we followed a protocol devised exclu-
sively for the purpose of this SM study — its in-depth de-
scription is provided in the following subsections. Be-
low we present only a brief overview of steps under-
taken by us in the course of conducting this SM study.
We started off with defining our research questions (out-
lined in section 3.2) and a set of research papers that we
identified as major contributions in the domain in re-
cent years, that were published in leading journals and

conferences in our research area (our search method is
discussed in section 3.4). As BDA and ASD are fast-
developing areas, we assumed that papers published be-
tween 2011 and the beginning of 2018 had cited all
seminal pieces on the topic. The assumption is in ac-
cordance with findings of Meidan et al. [36] who, in
their SM study, showed that the number of papers dis-
cussing Agile and Lean development processes almost
doubled after 2010. In the same vein, Laanti et al. [34]
argue that scientific and quantitative studies on Agile
methods were still rare in 2011. Therefore, we based
our search of primary studies on manual search in the
selected top-tier publication venues, and then we per-
formed both backward and forward snowballing from
the selected papers. For papers identified as relevant
through the first iteration of backward snowballing and
forward snowballing, we reviewed the references ap-
pearing in those papers. Next, we applied the second
iteration of the forward and backward snowballing tech-
nique, which turned out to be the final one as no new
study was found after that (i.e. during the third iteration
of the method) [17, 52].

3.1. Protocol Development

Similar to other scholars, e.g. [16, 25, 53], our review
protocol was divided into separate, yet collectively ex-
haustive steps, as outlined in the list below:

e Phase 1: Define
- defining the research questions
- defining search criteria
- defining search strategy

o Phase 2: Perform search
- identifying similar secondary studies
- finding a set of relevant publications (primary
studies)

o Phase 3: Conduct review
- validating the list of primary studies
- extracting data
- analyzing data

o Phase 4: Document review
- synthesizing the findings
- validating report findings
- writing the review report

3.2. Research Questions

In order to gain a comprehensive understanding of
how BDA is used in Agile development, the objective
of this study was broken down into three main RQs.
The following major RQs and their sub-questions are
answered in this evaluation:



e RQI1: What studies discuss BDA and ASD?
RQ1.1: When the studies have been published?

RQ1.2: Where and in what types of venues have
the studies been published?

RQ1.3: What is the geographic distribution of the
studies and their authors?

RQ1.4: How are the selected studies distributed
between industry and academia?

RQ1.5: What are the companies discussed in the
studies and/or what is their authors’ affiliation?

RQ1.6: What is the distribution of the studies with
regard to the research results?

e RQ2: What are the approaches to using BDA in
ASD?

RQ2.1: What types of analytics have been used in
the ASD domain?

RQ2.2: What sources of data have been used?

RQ2.3: What methods, models, or techniques have
been utilized in the studies?

e RQ3: Is BDA used to improve ASD processes? If
so, in what ways?

RQ3.1: Where BDA is employed throughout the
ASD lifecycle? What are the main research topics
and sub-topics?

RQ3.2: What Agile practices, techniques, or engi-
neering practices have been used in the studies?

RQ3.3: Do the approaches reported in the litera-
ture discuss tools? Have the tools been applied in
practice?

RQ1: What studies discuss BDA and ASD? RQl1
and its sub-questions provide information on the de-
mographics and the general type of papers selected in
this mapping study. Based on that, we were able to
aggregate research papers with respect to the quantity
and present the distribution of publication over time
(RQ1.1), venue (RQI1.2), or according to a location
(RQL1.3) to determine trends. Furthermore, we mapped
the frequencies of industrial versus academic publica-
tions as well as and authors’ affiliation (RQ1.4) and
companies that took part in case studies discussed in the
selected primary studies (RQ1.5). In RQ1.6 we classi-
fied papers with respect to research results (i.e. the kind
of contribution). This type of analysis was a stepping
stone to the next two RQs and allowed us to identify
research gaps in the field.

RQ?2: What are the approaches to using BDA in ASD?
The rationale behind the second RQ (including its sub-
questions) is to classify BDA approaches according to
the used methods. By approaches we understand types
of analytics used in ASD domain (such as descriptive,
predictive) [20] according to which we group studies in
RQ2.1. Moreover, RQ2 helps with understanding what
type of data triggers the adoption of BDA in ASD, as
in RQ2.2 we discussed what data sources the selected
studies leveraged. Whereas, RQ2.3 provides informa-
tion on what kind of methods and techniques are utilized
in BDA for ASD.

RQ3: Is BDA used to improve ASD processes? If so,
in what ways? By answering RQ3, we were able to de-
termine how BDA helps to improve ASD. In order to
make our results more informative to a broad audience
of people without specialized experience in any given
sub-field, we decided to standardize our findings (where
possible) by using the Software Engineering Body of
Knowledge (SWEBOK) [15] sub-topics (RQ3.1). Such
a thematic classification gave us confidence that: (1) we
did not miss any important software engineering sub-
field, (2) our work can be compared with studies con-
ducted by other researchers, as the SWEBOK document
is a widely accepted document in the software engineer-
ing community. In RQ3.2, we utilized a classification
somewhat similar to the one used in VersionOne’s An-
nual State of Agile Report [7], analyzing primary stud-
ies from three perspectives: Agile practices, Agile tech-
niques, and Agile engineering practices. Furthermore,
the last RQ sheds light on the applicability of the con-
cepts discussed in the selected papers. RQ3.3 answers
the question of whether the papers proposed tools and,
if so, what concepts have been applied in practice.

3.3. Study Design

First, in section 3.5, we investigated whether any pre-
viously published secondary study discussed our topic
of interest extensively. We concluded that no such study
existed and we started work on our SM study. Our
work analyzed papers published in 2018 and earlier, but
not before 2011. Only central journals and conferences
in our research area were evaluated in our work. The
reason behind limiting selection results only to certain
types of publications, such as those that appeared in se-
lected top-tier venues, is the fact that such publication
venues need to publish the most relevant high-quality
studies, because otherwise they would not be able to
sustain their ranking positions and a reputation for qual-
ity. Therefore, our initial question was: Is the paper
published in a venue where relevant papers are pub-
lished? To answer this question, we relied on our do-



main expertise. It appears that the selection of journals
and conferences proposed in our paper is well-aligned
with the one presented by Dingsgyr et al. [23] in their
summary of a decade of ASD practice. Nevertheless,
we would like to highlight that before deciding which
journals, conferences, and workshops to include, we
performed a broad search by topic across different pub-
lishing venues to find as many relevant journals, confer-
ences, and workshops on the topic as possible. Overall,
we reviewed publications from 11 journals, 12 confer-
ences, and 7 workshop proceedings. However, only 8
journals, 10 conferences, and 5 workshops published
works that we finally selected in our study (see Ap-
pendix A). No new venue emerged while applying a
snowballing technique to find all relevant studies. The
list of excluded venues due to lack of relevant primary
studies is available in Appendix A.

3.4. Search Strategy

Before starting work on our literature survey, first,
we had to investigate whether any previously published
secondary study discussed the topic of interest, and if
so, whether such a paper formulated research questions
(RQs) similar to ours. Therefore, in order to eliminate
the risk of duplicating existing literature review studies,
we decided to search within a vast and diverse range of
sources using an automatic search technique. Hence,
our approach for finding existing literature reviews dif-
fered from the main one used in finding primary papers
for our SM study. The main reason why we decided to
deviate from our main approach was the need to cover
all existing literature surveys in the involved domain,
including those published in less reputable outlets. To
perform an exhaustive search of surveys, we used the
following digital libraries: Thomson Reuters’s Web of
Science, Elsevier’s Scopus, IEEExplore, ACM Digital
Library, Microsoft Academic, Google Scholar and Se-
mantic Scholar (see Appendix A for the results of the
search).

Furthermore, in order to have the best chance of
finding similar review papers to ours, we also decided
to cast a net wide with respect to strings used in our
search query, which we describe in detail below. Specif-
ically, for analytics, being a recurrent keyword for
terms such as software analytics, data analytics and
big data analytics (among others), we used an aster-
isk (*) to make the search wider. Following Kitchen-
ham and Charters’s [30] advice on constructing a search
string, we defined ours as follows: (survey OR re-
view OR “mapping study” OR ”systematic map” OR
“state ?0f ’the ?art” OR “meta?analysis”) AND (”soft-
ware engineering” OR software development” OR

“agile *development”) AND (”*analytics” OR ”data-
driven” OR ”big data”). As usual, later on the search
string needed to be adapted to conform to the require-
ments of the selected digital libraries. For instance,
not all electronic databases supported the question mark
sign (?), matching exactly one character, or the asterisk
character (*), matching zero or more characters. Hence,
in such cases, we had to add missing characters or words
where applicable.

The main source of noise in our search results was
related to various applications of Agile methods to im-
prove data analytics processes. After eliminating irrel-
evant studies, two literature reviews satisfied our condi-
tions (discussed in section 3.5). None of them addressed
the research topic extensively enough; hence, we con-
cluded that our SM study could fill this gap.

Next, according to the next step in our protocol (pre-
sented in section 3.1), we used a hybrid search tech-
nique to find a set of relevant publications. The detailed
description of this stage is presented below:

Step 0. Studies from selected venues: A basic search
for all potential candidates. This means taking into ac-
count all papers published within the selected publish-
ing venues within the timeframe specified in our map-
ping study. Manual search technique used.

Step 1. Title and abstract: Papers limited to those
that, according to title and abstract, seem to be appro-
priate for the mapping study.

Step 2. Skimming: Quick read of papers reveals
which studies are not relevant.

Step 3. Full Text: Full text read reveals precisely
whether already selected papers meet the criteria.

After finding a set of relevant primary studies through
manual search, we performed both backward and for-
ward snowballing from the selected papers.

Step 4. 1st Round snowballing: we reviewed the ref-
erences appearing in those papers. The first round of
forward and backward snowballing.

Step 5. 2nd Round snowballing: For papers identified
as relevant through the first iteration of snowballing, the
second round of forward and backward snowballing was
performed. After the second iteration of the forward
and backward snowballing technique, no new study was
found. Hence, the last iteration, which resulted in new
studies included in our work, was the second iteration
of snowballing.

Figure 1 shows the number of papers selected after
each stage, and below is a description of each step. The
full list of selected papers in this mapping study is pre-
sented in the Primary Studies section at the end of this
paper.

From the study selection phase, we can conclude that
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Figure 1: A primary study selection process

we have certainly not included all works published in
the involved domain. However, the snowballing method
is regarded as a comparable method in terms of the qual-
ity of results to other methods used in systematic studies
[28]. Furthermore, building on Kitchenham and Char-
ters’s [30] argument that for an SM study, quality as-
sessment of primary studies is not necessary, we de-
cided not to use the quality assessment as one of our
criteria for the study selection.

3.5. Comparison to Previous Studies

Although a quick look at the literature on software
analytics can reveal a number of short articles, sum-
maries of panel discussions, or editorials discussing the
topic [37, 38, 39], however, none of these can be consid-
ered an extensive literature review of the research area.
Therefore, in the course of preparing this SM, we ex-
amined a body of literature in order to find secondary or
tertiary studies covering our topic of interest. The de-
tailed explanation of our search process can be found in
section 3.4.

Although none of the two papers discussed in this
section is entirely focused on ASD, we identified them
as being the closest to the research topic; hence, a brief
description of those works is presented below. The first
secondary study, identified as similar to ours in our
search for similar works, is by Abdellatif et al. [8].
The authors carried out an SLR in which they selected
and analyzed 19 primary studies (out of 135) in the pe-
riod of January 2000 to December 2014. Those papers
were used to identify software practitioners benefiting
most from available software analytics studies, under-
stand which software engineering domains are covered
by software analytics studies as well as explain which
artifacts are consumed by analytics and whether they
are linked together somehow. Abdellatif et al. [8] tried
to answer the following research questions: (1) "Which
software practitioners does the available SA research
target?”, (2)”Which domains are covered by SA stud-
ies?”, (3) ”Which software artifacts are extracted?”, (4)

”If different artifacts are used, are they linked together?”

The authors of the SLR found that 90% of all stud-
ies targeted developers (47% developers only, 21% de-
velopers and project managers, 11% developers, testers
and project managers, and 11% developers, portfolio,
and project managers). Whereas, studies focused only
on project managers constituted 10% and this was the
only group identified to be targeted solely apart from
developers. The review by Abdellatif et al. [8] showed
that most available SA studies fell into one of the fol-
lowing domains: maintainability and reverse engineer-
ing (58%), team collaboration and dashboard (21%), in-
cident management and defect prediction (11%), soft-
ware analytics platform (5%), software effort estima-
tion (5%). Furthermore, the researchers found that 47%
of the studies used only one artifact as a data source
(predominantly source code). 53% of works used more
than one, including data from: issue tracking systems,
version control systems, operating system and service
transaction logs, project management, team wikis, as
well as defect and bug reports (among others). All in
all, the study concludes that it was not possible to find
too many relevant or mature research in the software an-
alytics field.

Also, Bagriyanik and Karahoca [13] performed an
SLR. The study included papers from January 2010 to
October or November 2015 (the end month remains un-
clear: in the abstract, it appeared to be October, whereas
in the body, the authors mentioned November). The re-
searchers selected 32 papers out of 326 studies found
through Google Scholar. In their work, Bagriyanik and
Karahoca tried to answer two main research questions:
(1) ”In which software engineering areas Big Data and
Software Engineering are interacting and to what ex-
tent?” and (2) "Which software engineering artifacts are
used for Big Data processing? What are the most fre-
quently used artefacts?” [13]. Bagriyanik and Kara-
hoca’s RQI1 resembles our RQ3.1 (discussed in detail
in section 3.2) as it aimed at finding software engineer-
ing areas that benefit from Big Data. The authors con-
cluded that software quality, development, project man-
agement, human-computer interaction as well as soft-
ware evolution and software visualization were the most
active research areas in software engineering big data
studies. Whereas RQ2 focused on determining software
engineering data sources used in Big Data is similar to
our RQ2.2. In terms of artifacts, source code, issue re-
lated, and operational data was identified as the most
frequently used sources of data in the studies. This RQ
was also covered in our study (see RQ2.2 in section 3.2).
As we will explain later in section 4, the number of pub-
lications related to BDA in ASD has increased over the



last few years, with the year 2014 being the caesura.
As the work covered papers published over a span of 5
years starting from 2010, we can conclude that this liter-
ature review certainly requires an update. Furthermore,
the two RQs formulated by the authors of [13], although
helpful to understand the progress of the research area,
do not cover all related factors such as the type of soft-
ware analytics, methods and techniques used, to name
just a few.

In sum, at the time of this writing, none of the previ-
ously published secondary studies (i.e. [8, 13]) covered
the topic of interest extensively enough by answering
research questions similar to those that our work tries to
address. Therefore, with this work, we aim to fill this
research gap.

3.6. Study Selection Criteria

The same research questions and inclusion/exclusion
criteria are used in both search strategies: manual iden-
tification of papers in the selected venues and snow-
balling. The following criteria explain when a study was
selected in our survey:

¢ Inclusion criteria
- IC1: studies related to BDA and ASD
- IC2: studies published from 2011 until 2018 (in-
clusive)
- IC3: primary studies
- IC4: studies published in selected publishing
venues

¢ Exclusion criteria
- EC1: studies not accessible in full-text
- EC2: recaps of conferences, panel discussions,
editorials
- EC3: workshop papers published before 2014
- EC4: duplicated studies

Although some works related to our research topic
are published as grey literature (i.e. presentations at
Agile conferences for practitioners, books, blog posts,
podcasts), we decided, however, to not include this type
of publications. Furthermore, articles published in the
special sections of journals featuring the best works pre-
sented beforehand at conferences (i.e. articles which are
revised and extended versions of the original papers)
were considered on a case by case basis. Although,
in general, this study reviewed papers published be-
tween 2011-2018 inclusive, however, for workshops we
applied slightly modified criteria. Namely, workshops
usually publish papers describing emerging results and
work in progress. However, if considered important by

the research community, they are later extended and
published as fully-fledged conference or journal arti-
cles. Therefore, for that reason, in this work, we do
not review workshop papers published before 2014. Al-
though our work could also cover secondary studies,
and hence be considered a tertiary study (or a tertiary
review), however, we decided not to analyze papers that
do not describe new or original experimental work.

In Appendix A, we present the number of selected
papers published by major journals or presented at top
conferences and peer-reviewed workshops, where pa-
pers on the research topic are featured.

3.7. Data Extraction and Synthesis

To answer our Research Questions (RQs), we pre-
pared a form in which we tracked metadata together
with other relevant information extracted from each re-
viewed primary study (see Appendix A).

4. Results

This SM study was performed according to the pro-
tocol described in section 3.1. After executing all its
steps, we identified 65 studies on the usage of BDA for
ASD.

4.1. Study Demographics and Trends (RQ1)

This section focuses on describing the demographic
data of the selected primary studies, i.e. the distribution
of studies with respect to authors’ affiliation, country,
publication year, and publication venue, among others.

4.1.1. Publication years (RQ1.1)

The detailed analysis of the distribution of the se-
lected primary studies over the years is presented in Fig-
ure 2a. It can be noticed that there was a significant
increase in the total number of publications after 2013,
which is clearly visible in Figure 2b showing the volume
of published research on the topic for two-year periods.
This trend suggests a relatively growing research inter-
est in the topic of BDA in the context of ASD, as the
number of publications steadily increases every year,
with a record-breaking year in 2018, when 17 (26.2%)
research papers were published on the topic.

4.1.2. Publication venues (RQ1.2)

As discussed in section 3.3, the design of our map-
ping study implied doing a pre-selection of the most
important venues in our research area as well as per-
forming a snowballing process to cover relevant papers
as diligently as possible. The selected primary studies
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were distributed over 22 publication venues (see Ap-
pendix A). We found that works presented at period-
ically held events (such as conferences and workshops)
constituted the majority of studies in our area (see Fig-
ure 3a). Journals were, in general, slightly less pop-
ular (46.2%) among the scholars. Nevertheless, two of
them (i.e., IEEE Software and Information and Software
Technology) individually published the highest number
of the selected primary studies, namely 16 (22.6%) split
evenly.

To put it in context, we compared our numbers with
the ratios reported by other mapping studies in the
software engineering domain (see Figure 3b). Con-
cretely, the data was obtained from a sample of 13 pa-
pers compiled by Ameller et al. [10] (by taking an av-
erage), which we extended with 4 recent SM studies
[35, 45, 44, 46]. We observe that, similar to the re-
sults reported in the above-mentioned reference map-
ping studies, conferences combined together with work-
shops were the main forum (53.8%) for researchers to

showcase their research. However, in our case, the
difference between journals and conferences combined
with workshops is very small. In fact, the percentage
of publications in journals is the highest among the an-
alyzed studies.

4.1.3. Publication countries (RQ1.3)

The authors of the 65 selected primary studies were
distributed over 24 countries (see Table 1). It is evident
that the USA produced the largest number of papers,
having over 1.5 as many papers as the runner-up coun-
try — Canada, which makes North America the most
prolific region followed by Europe. All continents are
represented except Africa. Eleven authors (4.9% of all
unique authors) represented more than one entity (not
necessarily located in the same country), meaning that
some numbers require a second reading to make them
fit together in a coherent way.

Overall, our study included papers written by 231 dis-
tinct authors (see Table 1). The number of distinct au-



Country #studies  #authors  # distinct authors ~ Research density index  # distinct collaborators ~ Collaboration index
USA 16 40 39 9.3 8 8.1%
Canada 10 30 24 53 17 17.2%
Sweden 7 19 17 25 10 10.1%
Brazil 6 21 21 23.8 3 3.0%
Italy 6 16 15 7.6 12 12.1%
Germany 6 16 14 32 4 4.0%
Finland 5 14 14 2.0 8 8.1%
Australia 4 15 7 1.5 6 6.1%
Estonia 4 5 2 0.6 1 1.0%
Netherlands 3 15 15 33 0 0.0%
Spain 3 9 9 3.4 5 5.1%
Singapore 3 9 8 1.2 8 8.1%
China 3 8 8 7.3 6 6.1%
Switzerland 3 6 6 1.4 3 3.0%
Poland 3 5 5 2.4 2 2.0%
Hungary 2 7 7 2.6 0 0.0%
New Zealand 2 4 4 1.0 1 1.0%
Chile 1 3 3 7.0 0 0.0%
Norway 1 3 3 0.5 0 0.0%
Peru 1 3 3 - 0 0.0%
Belgium 1 2 2 0.4 2 2.0%
Colombia 1 2 2 35.1 0 0.0%
Ireland 1 2 2 0.4 2 2.0%
Turkey 1 1 1 0.9 1 1.0%
Total 93 255 231 N/A 99 100%

Table 1: Distribution of studies over authors and countries

thors is lower to the accumulated number of authors as
it counts only a single appearance of each author per
country (there are 31 authors co-authoring more than
onc paper). Some countries present a significant dif-
ference between accumulated and distinct authors, such
as Canada and remarkably Australia and Estonia. On
the contrary, only one author co-authored more than one
study (in fact, only two) in the USA. For each country,
we included a custom metric, i.e. the research density
index. The index is defined as follows: the number of
distinct authors per each country is multiplied by 1000
and divided by the number of researchers per 1 mil-
lion inhabitants for each analyzed country (in full-time
equivalent, FTE) provided by the UNESCO Institute for
Statistics [40]. This research density figure reflects the
ratio between the actual number of authors publishing in
our research domain versus the general proportion of re-
searchers to the total population of a given country. For
instance, if the research density index is equal to 1.0, as
in the case of New Zealand, it means that the share of
researchers who published papers about BDA for ASD
is equal to the expected number of researchers for that
country. In other words, there is neither under- or over-
representation of researchers in that particular field for
the analyzed country. At the other end of the spectrum
lie South American countries, such as Colombia (35.1)
or Brazil (23.8), where we observe a remarkable magni-
tude of research output in that particular field. Further-
more, the three Nordic countries: Finland, Sweden, and
Denmark, followed by Norway, have one of the highest

numbers of researchers per 1 million inhabitants in the
world. Nevertheless, as seen in Table 1, they have quite
different research density indexes for our research topic.

The numbers in the distinct collaborators’ column
represent the total number of distinct scholars from
the country that co-authored a paper written with re-
searchers affiliated with foreign institutions. We defined
the multinational collaboration index for each country
as the percentage of the number of distinct international
collaborators from that country over the total number of
all distinct collaborating authors.

Primary studies from Asia, which account for only
6.6% of authors, were spread evenly over two countries:
China and Singapore (with one author having double af-
filiation in both of these countries), and one paper was
co-authored by an academic affiliated to a Turkish uni-
versity. Population-wise, we could have expected Asia
to have more of an impact. As apart from the Nordic
countries and Israel, countries such as Japan, South Ko-
rea, or Singapore are among the world’s leaders in terms
of the number of researchers per population of 1 million
[40].

Further, we analyzed the collaboration patterns be-
tween different countries. It was motivated by the grow-
ing importance of international collaboration in mod-
ern science [48, 51]. Sugimoto et al. [48] and Wag-
ner and Jonkers [51] found that a country’s scientific in-
fluence and the quality of its research contributions are
correlated with the mobility of its researchers. Figure 4
shows connections between authors’ countries. Only
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Figure 4: Papers co-authored by authors representing different coun-
tries

countries that collaborated with other countries are vi-
sualized in the diagram. The color of the lines shows the
direction of the collaboration, i.e. links have the color
of the countries from which authors initiated the col-
laboration (i.e. the first author and usually his/her team
from the same organization). Subsequently, the number
of links represents the number of scholars writing the
paper from that country. In our SM study, two North
American countries proved to be the top international
collaborators. However, their collaboration patterns
were different. Concretely, the US mainly attracted re-
searchers from other countries and did not initiate inter-
national collaborations on its own. Whereas, Canada,
more so than other countries in our study, started inter-
national collaborations with other partners. Other fre-
quent proactive collaborators included countries from
Northern Europe such as Finland and Sweden, which
is similar to the findings of Sugimoto et al. [48].

4.1.4. Authors’ affiliation (RQ1.4)

Figure 5a shows the distribution of studies with re-
spect to the status of employment of their authors:
academia (university or research institute), industry
(company, research lab, or public administration) or
both i.e. joint authorship. 36 (55.4%) papers were
published by authors from academia, while 25 (38.5%)
publications were a result of joint authorship. In to-
tal, only 4 studies (6.2%) originated purely from the in-
dustry. Furthermore, 5 authors representing more than
one entity had both academic and industry affiliation
[S9,534,554,S55]. In sum, as shown in Figure 5a us-
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ing a two-year window, joint collaborations and papers
originating solely from industry remained more or less
at the same level throughout the years, whereas studies
from academia were increasing every year, with an ex-
ception for 2016 (the decline in 2016 is synchronized
with the overall decrease in the number of papers pub-
lished that year). Moreover, in Figure 5b we also pre-
sented summary statistics — such as the median obser-
vation, the lower (Q1) and upper (Q3) quartile — for the
number of authors per each paper. On average, a paper
was written by 4 authors, irrespective of their affiliation.
Articles written as joint authorship were more often au-
thored by more than 4 researchers.
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Figure 5: Distribution of studies w.r.t. authors’ affiliation

We also analyzed how research on the topic spread
across different countries and institutions. The graphi-
cal representation of this analysis is shown in Figure 6,
where numbers next to countries, regions, and institu-
tions indicate the number of authors affiliated with each
one of them. It appears that Europe overall leads when it
comes to conducting research in the industrial context,
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having 22 papers (33.8%) written by one or more au-
thors with industrial affiliations, out of which 11 studies
(16.9%) were carried out entirely by European teams.
Further, despite a largely fragmented research landscape
in Europe, the continent was strongly represented by
Sweden, whose researchers participated in 6 studies
(9.2%) undertaken with industrial partners co-authoring
the papers. Moreover, with respect to studies performed
with industry, Europe was closely followed by North
American countries: the USA having 9 such studies
(13.8%) and Canada 4 studies (6.2%). For other coun-
tries, regardless of the region they belonged to, the num-
ber of research papers co-authored by researchers with
industrial affiliations did not exceed 2 studies. In addi-
tion, all 4 papers (6.2%) which originated entirely from
industry were mostly written by authors affiliated to the
US offices of the companies they represented (14 out of
15), again largely American (Microsoft, Google, Fan-
nie Mae). Only one of those papers, i.e. [S5], featured
an international collaborator (in this case from Poland).
Interestingly, the paper was written by the authors affil-
iated to the Swedish-Swiss corporation ABB, hence not
an American company. Furthermore, it is also worth
mentioning that not all papers discussing industrial case
studies had industry practitioners or researchers with in-
dustrial affiliations among their authors. Hence, some
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of the selected primary studies, even though set in the
industrial context, were not covered in this section.

4.1.5. Companies (RQ1.5)

Our literature search also allowed us to draw a con-
clusion with regard to the extent of Agile research un-
dertaken in different companies. In total, 18 compa-
nies, 1 research lab and 1 government-related entity
were explicitly mentioned by name as the subjects of
the selected primary studies. Not surprisingly, some of
the authors of the selected studies were affiliated with
the companies presented in the papers; however, some
of the papers discussed industrial case studies without
having any employee of those companies among their
authors (e.g. [S31,526,559]). Although no dominant
companies were identified in our study, the most fre-
quently covered organization was Microsoft, followed
by Mozilla with its numerous projects. Further, only
two other companies were featured more than once,
i.e. Ericsson, Google. These four companies accounted
for 16.9% of all studies (see Table 2). Moreover, 13
(20.0%) of the selected primary studies covered anony-
mous companies, i.e. their names were not disclosed,
but in most of the cases we were able to extract infor-
mation such as their size, core business, or country of
origin. The relatively high number of anonymous com-



Company Company size/type Company domain Country Relevant studies
Microsoft Corporation Consumer and enterprise software Global (USA, China) S14,520,S24,S65
Ericsson Corporation Telecommunications infrastructure Global 546,560
Google Corporation Consumer and enterprise software Global $23,852
ABB Corporation Industrial technology Global (USA, Poland) S5

AENSys Informatics ~ SME Home IoT and IT security management S6

Amisoft SME Software development services Chile S50

Avalia Systems SME Software development services Intl. (Switzerland) S37

Ericpol SME IT outsourcing and consulting services Intl. (Poland) S25

Fannie Mae GSE* Financial services USA S58
F-Secure Corporation Cyber security and privacy solutions Global (Finland) S32

Grupo Saberes SME Software development services Colombia S28

IBM Corporation Enterprise software Global S22

ING Corporation Financial services Global (Netherlands) S34

Mozilla Corporation Free software community $21,831,559
Multilogic SME Software development services Hungary S61

Pason Systems Corporation Drilling data management systems Canada S53

Plexina SME Healthcare IT solutions Canada S36
Salesforce Corporation Marketing and sales software Global (USA) S11

Virtus Not disclosed Software development services Brazil S26

VIT Research lab N/A Finland S10

Other Government agency  N/A S9,S54

Not disclosed Not disclosed Not disclosed Intl. (Finland, Spain) S42

Not disclosed Large company N/A Italy S1

Not disclosed Large company Consumer and business security solutions  Finland S27

Not disclosed Large company Subscription-based television services Italy S29

Not disclosed SME On-line business entertaining platforms Estonia S27

Not disclosed Research lab N/A Italy S1

Not disclosed Not disclosed ICT system development Not disclosed S44

Not disclosed Large company Infrastructure provider company Not disclosed S13

Not disclosed SME Gaming Finland S40

Not disclosed SME ICT services Finland S40

Not disclosed Large company ICT services Finland S40

Not disclosed SME Sports Finland S40

Not disclosed SME Software development tools Finland S40

Not disclosed Large company Security Finland S40

Not disclosed Large company Telecom Finland S40

Not disclosed SME Multimedia Finland S40

Not disclosed Not disclosed Software company Belgium S48

Not disclosed SME Software development services USA S51

Not disclosed Not disclosed Not disclosed N/A $19,529,545,563
N/A N/A N/A N/A $2-S4,57,58,512,515-S18,530,533,535,538,539,541, S43,547,549,555-S57,562,564

Table 2: Companies discussed in the studies

“Government-sponsored enterprise
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panies may be attributed to the fact that the majority
of the primary studies discussing industrial case studies
partnered up with more than one company, e.g. Lind-
gren et al. [S40] in their article covered as many as
10 anonymous software development companies from
Finland working in different domains. Authors tend to
be consistent with their approach to disclosing company
names throughout their papers — if they mention compa-
nies, they either reveal the names of all of the covered
organizations or none of them. Moreover, our SM study
featured also papers without any industrial case study.
Those studies, were grouped under a separate category,
called N/A in Table 2. Furthermore, some of the se-
lected primary studies covered companies with interna-
tional presence, hence we included this information in
Table 2 where possible. Namely, the Global label was
used to indicate multinational corporations, with coun-
tries participating in the selected studies listed in brack-
ets (if available). Similarly, other companies present
in more than one country (but not being multinational
corporations) were classified as international (Intl. ab-
breviation was used in this case), again with countries
participating in the selected studies listed in brackets (if
available). It appears that the majority of multinational
corporations discussed in the selected primary studies
are companies established or having their headquarters
in the US. Whereas, large companies and SMEs covered
mainly hailed from Europe, with large representation of
Finnish companies (due to the study by Lindgren et al.
[S40]).

As shown in Figure 7a, small and medium companies
(SMEs) and corporations were most frequently stud-
ied. However, when grouping organizations by size, the
largest group in our study would consist of corporations
and large companies, together being the subject of 24
studies (36.9%). In total, only 2 research centers (3.1%)
and 3 government-related entities (4.6%) took part in
case studies. The small representation of public sector
companies poses a question whether in less competitive
environments the adoption of Agile methods and data
analytics is as prevalent as in the fast-changing business
landscape.

Furthermore, most studies were conducted in compa-
nies developing software and providing IT services to
customers (30.8%). However, other domains, such as
financial services, industry (e.g. oil and gas, manufac-
turing), healthcare, or sport and entertainment industry
were also present. This can be perhaps attributed to the
growing trend of non-technology organizations becom-
ing technology companies with software developed in-
house. However, in sum, the majority of the selected pa-
pers studied software development practices and appli-
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cation of BDA in organizations specializing specifically
in developing software in a broad context, such as Mi-
crosoft, Google, and smaller software houses. Hence,
we assume that most of the studies in industry dealt
with professional software developers with proven com-
petencies, whose software development practices gener-
alize well.

4.1.6. Research results (RQ1.6)

Following Shaw’s [47] classification of types of soft-
ware engineering research results, we categorized our
primary studies into seven groups shown in Table 3.

We observe a trend toward proposing new procedure
and techniques. This can be attributed to a large number
of academic papers that produced new approaches pro-
viding a lab-based or theoretical validation. However,
examples of use in actual practice in the industry were
less prevalent. Solutions, prototypes and tools together



Category Relevant studies # studies
Procedure or technique S1-S3,56,57,513,516-S18,521,526,530,5S31,5S38,539,541-S44,S46-S49,S51,S55-S57,561,562,S64 30
Tool $4,55,515,520,533,535,552,560 8
Qualitative or descriptive model ~ S8,524,S32 3
Empirical model $9,519,527,545,S54 5
Analytic model S29 1
Solution, prototype or judgment S10-S12,S14,522,523,525,528,536,S53,S63 11
Report S$34,537,540,5S50,558,559,S65 7
Table 3: Selected primary studies mapped according to the research results
Analytics type Description Relevant studies
Descriptive reactive, typically based on historical data, using descriptive statistics to describe past in S4-56,59,513,515,524,526,527,530,S35-
a summarized form (e.g. visualization, ad-hoc reporting, dashboards) $37,543,546,551,552,559,560,563
Predictive reactive, typically based on historical data and using AI/ML techniques, this type of ana- S1-S3,57,510-S12,514,S16-
lytics uncovers hidden patterns and makes predictions about the future (forecasting) (e.g. $23,525,528,529,S31,S33,S34,5S36,S38,539,541,543-
fraud detection, sentiment analysis) S45,547-S50,554,557,5S58,562,564,S65
Prescriptive reactive and proactive, typically based on historical data recommends actions that can be S8,553,542,555,556,561,S62
undertaken by decision makers along with their implications (e.g. simulations)
Adaptive proactive, historical and real-time data, by interacting with an environment automatically S56

adapts to recent actions which influences the present and, in result, improves the ongoing
learning process (e.g. reinforcement learning, counterfactual ML, recommender systems)

Table 4: Types of analytics employed in selected primary studies

constituted about a third (19) of all studies. More-
over, only 7 (10.8%) studies reported lessons learned,
followed by a small representation of frameworks and
guidelines 9 (13.8%). This analysis of the contribu-
tion type facets indicates that this is still an evolving
research field, which is developing new approaches and
lacks evaluated models and theories.

4.2. Data Analytics throughout the Lifecycle of the Ag-
ile Software Development Process (RQ2)

In this section, we report the results of our analysis
of different types of analytics employed in ASD, and
we discuss various sources of data used in the selected
primary studies as well as we shed light on numerous
BDA methods and techniques used in ASD.

4.2.1. Analytics types (RQ2.1)

In order to analyze different analytics types used in
ASD, we defined four types of analytics. To this end,
we adopted the classification of analytics types as pro-
posed by [20] and extended it with an additional type
(i.e. adaptive) to cover the whole spectrum of analytics.
Next, we split our papers into four groups, which are
discussed in Table 4 and presented in Figure 8.

The majority of studies covered descriptive and pre-
dictive analytics. Both of them are primarily based
on historical data and do not include more advanced
ML concepts and applications such as simulation of
different scenarios or reinforcement learning, among
others. For instance, descriptive analytics solutions
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often took the form of dashboards with KPIs or re-
porting methods providing ASD related metrics (e.g.
[S5,59,513,560,S63]). For instance, the solutions pro-
posed in [S60] and [S63] were based on typical ASD
artifacts such as the number of features or test cases de-
signed, developed, or integrated in a given period of
time. Thanks to a descriptive analysis with a visual
component performed in the two studies, the decision-
makers in the companies gained a better overview of
their ASD processes.

The more advanced type of analytics, the smaller the
number of papers discussing it, e.g. prescriptive was
less frequently covered in the selected primary stud-
ies. With regard to prescriptive analytics, we observed



mainly studies focus on optimization [S56,S61] as well
as simulation and modeling [S42,S53,S55]. The last
type, which is adaptive analytics, was covered only in
one primary study, i.e. [S56]. Schermann and Leit-
ner [S56] proposed an optimization solution for ex-
perimenting in a continuous deployment environment.
Specifically, the authors observed that continuous ex-
perimentation at scale requires careful orchestration of
experiments, as they often depend on each other and
many constraints need to be considered (e.g different
user base, the volatility of experiments, code devel-
opment). Since product releases can be impacted by
failed experiments, it is a non-trivial problem, which
is resolved using search-based methods in the study
[S56]. The prescriptive/adaptive component of the solu-
tion allows rescheduling of experiments, which are fre-
quently adjusted to changing user behavior. Some pri-
mary studies discussed more than one type of analytics
(e.g. [S36,S43,556,S62]). There were also 2 studies
that did not explicitly cover any type of analytics, i.e.
[S32,540], hence were not included in Table 4. The
authors of the two papers carried out qualitative stud-
ies and, based on case study data (such as surveys, in-
terviews), drew conclusions regarding experimentation
in product development and release planning practices.
Although the topic of their studies is related to BDA
in ASD, the papers themselves cannot be categorized
into any of the 4 major groups of analytics. Interest-
ingly, 2018 was the year when the largest number (3)
of prescriptive analytics was produced. However, be-
fore that, there was a 2-year gap, when no such papers
appeared. Moreover, the only paper covering adaptive
analytics was also published in 2018. Hence, we could
conclude that in 2018 more advanced BDA gained at-
tention in the community. However, it remains to be
seen if this trend prevails.

4.2.2. Data sources (RQ2.2)

The quality of insights provided by analytics depends
to a large degree on data. In our analysis, we divided
data sources into 7 major groups, which are presented
in Table 5.

As shown in Table 5, in the software domain, there
is no dominant source of information for analytics, and
many analytics engines use various data sources to pro-
vide a more holistic and comprehensive view of the
studied environment. 35.4% of the studies used more
than one data source, including data from: issue re-
ports, test results, commit logs, bug repositories, ver-
sion control systems, among others. One such example
is an analytics solution presented in [S5]. The authors
highlighted the importance of combining disparate data
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sources such as the source code repository, defect back-
log, personnel data. For instance, the last type of data
— in this case coming from Lightweight Directory Ac-
cess Protocol directory (LDAP) — proved to be help-
ful in resolving code ownership issues, such as identi-
fying abandoned parts of the codebase due to the de-
parture of staff or role changes. Similarly, Czerwonka
et al. [S20] in their study used multiple data sources.
Apart from source code repositories, which the authors
considered the largest and most volatile sources of en-
gineering data in their organization, they utilized test
results, organization, and project execution data (e.g.
release schedules and development milestones). Simi-
larly, in [S14] the project repository was utilized specif-
ically because it contained all source code information,
such as the number of lines of code (LOC) for a class
or dependency information for a method. Project exe-
cution data, although often not specified, frequently in-
cluded sprint data [S7], story points [S29,S48,554,S61].
For instance, Batarseh et al. [S7] described in detail
what data they collected from sprint data: i.e. sprint
number, start and failure date, total time, Mean Time
between Failures (MTBF). Importantly, some primary
studies used synthetic data. For instance, [S4] used sim-
ulated Scrum data; also authors of [S42] augmented real
data with an artificial one (such as artificial user sto-
ries) to feed their simulation model. Data collection,
processing, and further loading to an analytics engine
often entailed executing complex steps along the way.
For instance, Huijgens et al. [S34] mentioned combin-
ing data from the deployment registry, the configuration
management database, the event monitoring data ware-
house, and the deployment orchestration logging. Fur-
ther, they used timestamp data to identify active config-
uration items and to extract deployment steps from the
logged workflow data. Very rarely studies provided in-
formation on data sources which they deliberately did
not use, due to high costs, for example. However, in
rare cases, such information was revealed; for instance,
[S50] describes that a company covered in the paper de-
cided not to monitor neither its version control nor de-
fect tracker systems. In a similar vein, numerous studies
stressed the importance of data quality (including taking
care of incomplete and inaccurate data) and the need for
its verification before rolling out an analytics solution
[S5,59,549].

When it comes to specific tools and systems
providing data, JIRA turned out to be the most
popular choice, with 7 (10.8%) studies using it
[S2,53,516,S17,S18,S36,S44]. Also, various Microsoft
products (such as Dynamics Ax, Windows, Windows
Phone, Office, Exchange, Lync, MS SQL, Azure, Bing,



Data source type

Detailed data source

Data source system

Relevant studies

User feedback app reviews the App Store, Google Play S15,5S30,533,541,543
controlled experiments S24
interviews/surveys S4,58,512,513,526,5S32,540,546,S47,S51
Logs application usage e.g. Eclipse IDE, APM & program analysis tools ~ S$6,S8,535,S39,543,S51,S56
test results & test suite execution S10,520,S23,S37
commit logs S59
system failures e.g. Microsoft Dynamics Ax S14
failure data S45
revision history S64
workflow data logs S34
event monitoring logs S34
deployment orchestration logs S34
Project artifacts features 520,563
user stories $29,542,551,554,S55
defects S20
tasks S38
product backlog e.g. JIRA S9,560
defect backlog S5,560
deployment registry S34
Issue reports issue tracking system e.g. JIRA S$2,53,516,517,518,521,536,544,S57,S59

bug repository

e.g. Bugzilla

S31

Source code & data model

source code

$5,514,520,S35,558,S59

Ruby programs & Ruby on Rails S28
Java programs e.g. Eclipse IDE plug-ins S1,54,56,S11,527
function calls S65
development repository S14,520,522
test case e.g. Microsoft Dynamics Ax S14
code quality e.g. SonarQube S44
application data schema S28
Project execution sprint data S7
story points S$29,548,554,S61
project timeline e.g. internal Kanban tool $25,549,S60
development effort e.g. internal Kanban tool $25,542,549,560
version control system 520,521
Demographic/organization data e.g. LDAP $5,520,553,S57
Other meeting minutes S50
time sheets S50
conversations S51

Table 5: Summary of data sources and systems used to gather data

Data source

Figure 9: Distribution of data sources presented in the studies w.r.t analytics type
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and Xbox) were named in several studies [S14,S20];
however, Microsoft was an industrial partner in those
studies. Other software products used as data sources
included, for instance, Bugzilla [S31] — a web-based
bug tracking and testing tool, or Eclipse IDE (with de-
ployed plug-ins) to capture Java developers’ behaviors
[S6,S27]. Further, [S11] used testing results, data from
the live automation system at Salesforce. With regard
to strictly Agile related data and tools, several different
approaches unfolded. Some studies relied on popular
solutions such as GitLab, web-based DevOps platforms
[S56], while others decided to leverage tools developed
in-house. For instance, Fitzgerald et al. [S25] used an
internally developed, web-based Kanban board tool to
record metrics such as: allocated project number, date
of project arrival, project development start date, ex-
pected and actual finish dates of the project, estimated
and actual development effort for the project. [S39] and
[S52] utilized tools developed for the purpose of the
studies, which are described in detail in section 4.3.3.

For the majority of studies, data originated from soft-
ware projects, both industrial and open-source (OSS).
Certainly, the amount and the variety of data as well as
the ability to process it, among other factors, depend
on the organization and software development teams,
which are the source of data. With regard to the size of
industrial projects, the discussed primary studies cov-
ered a wide range of them: from small teams with
around 10 developers (e.g. [S42]) to large teams, cov-
ering as much as 300 different development teams in
a large software company [S34]. Also, the number
of projects varied. Some studies focused only on 1
project (e.g. [S6,S11,514,S42,S60]), while others in-
cluded hundreds of projects — e.g. [S25] studied 467
projects, [S34] covered 750 projects.

With respect to OSS projects, Apache projects
dominated, with 7 (10.8%) studies using their data
[S4,516-S18,548,S57,S64]. Other frequently utilized
OSS projects included Usergrid, Appcelerator Stu-
dio, Aptana Studio, Spring XD, Titanium SDK -
each one of them was employed in three studies (e.g.
[S18,548,S57]). Furthermore, benchmark datasets such
as the ISBSG dataset were also used by some studies
[S49]. In terms of the association of data sources used
in four types of analytics, Figure 9 depicts this rela-
tion. Especially issue reports and project execution data
(and to a lesser degree project artifacts) prove to be
used more frequently for predictive analytics than for
descriptive analytics. For prescriptive analytics, the us-
age of different data sources is more balanced, with the
largest number of studies (3) using logs. Similarly, a
single study using adaptive analytics utilized logs as a
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data source.

4.2.3. Methods, models and techniques (RQ2.3)

In this section, we discuss ML/AI methods, models,
and techniques employed in the selected primary stud-
ies. A summarized version is presented in Table 6.

Application areas for BDA in ASD are as varied as
a testing improvement to feedback elicitation. All of
those are underpinned by a large variety of different ML
models. Several studies covered more than one type of
analytics (i.e. [S36,5S43,556,S62]). In some works, the
application of classical ML algorithms was contrasted
with more modern approaches such as Deep Learning
(DL) (e.g. [S16,S18])).

Figure 10 outlines different ML/AI methods used in
the selected primary studies and, if applicable, their per-
formance in comparison to other techniques. Studies re-
porting more than one type of analytics are represented
as a combination of shapes (e.g. [S36]: descriptive
and predictive analytics, [S56]: prescriptive and adap-
tive analytics). Some papers discussed more than one
method, and if they were compared, it is marked by
arrows in Figure 10. Specifically, a method achieving
the best results for a particular study is indicated by an
arrow, pointing from the worse performing models in
the study to the best one. For instance, in [S2] various
models were deployed, such as kNN, different decision
trees, or ensemble methods.

Therefore, overall, groups containing the largest
number of arrowheads yielded the best results. Among
the techniques, ensemble-based classifiers performed
significantly better than regular classifiers, where Ran-
dom Forest performed best in several studies (e.g.
[S2,516,S22]).  Further, although neural networks
(NNs) often yielded good results as individual clas-
sifiers (e.g. [S30]), they were outperformed by sim-
pler methods such as SVM on several occasions (e.g.
[S1,S49]). Interestingly, SVMs were used both as clas-
sifiers (e.g. [S36,S51]) and regression models (e.g.
[S1,S17]). Overall, SVM was the most popular tech-
nique used in 11 (16.9%) studies, followed by Naive
Bayes employed in 8 (12.3%) studies.

Notwithstanding that many studies discussed ML
methods or techniques applied, some papers provided a
more coarse-grained description of implemented BDA
systems without delving into the details or types of
methods used, hence they were not included in Ta-
ble 6. One such example is [S65], where authors merely
scratched the surface of used ML models by reporting
only that classification and clustering were performed
over execution traces. Another such example is [S33].
Along the same lines, Pareto et al. [S46] presented a



Category Learning/Model type Method Relevant studies
Instance-based Discriminative Support Vector Machine (SVM) S1,52,S11,517,522,5S30,S36,548
549,851,857
k-Nearest Neighbor (kNN) S2,531,536,548
Decision Trees Discriminative Decision Tree (DT) S48
Classification and Regression Tree (CART) S2
C4.5 $2,516,541
Regression Discriminative Logistic Regression S21,S30,S51
Linear Regression S1,87,827
Exponential Regression S7
Generalized Linear Model (GLM) S49
Clustering Connectivity Hierarchical Agglomerative Clustering (HAC) S14
Centroid K-Means S36
Ensemble Boosting AdaBoost S2
Bagging & Random Forests Random Forest (RF) S2,53,516,517,S18,522
Bagged AdaBoost (Adabag/BAB) S2
Stochastic Gradient Boosting (SGB) S$2,516,S17
Bagging S41
Neural Networks Shallow Neural Networks Neural Network (e.g. Multi-Layer Perceptron) S1,516,S18,530,S49
Deep Learning Deep Neural Network $16,517,518
Probabilistic Graphical Models Generative Naive Bayes S2,516,522,526,S30,S41,S44,548

Hidden Markov Hodel (HMM)

Expectation Maximization for Naive Bayes (EMNB) S15

Directed Acyclic Graph (DAG) S55

Stochastic Automata Network (SAN) S19

Social Network Analysis (SNA) S64

Optimization Combinatorial optimization Multiple knapsack S61
Branch-and-bound S61

Branch-and-cut S29

Simulated Annealing (SA) S56

Genetic Algorithms (GA) S56

Distributed constraint optimization  Custom algorithm (SMART) S38

Table 6: Classification of ML/AI methods and techniques

mixed method combining qualitative, quantitative, and
analytical techniques to improve architecture documen-
tation, without providing much detail on the used tech-
niques. Another paper was [S5] in which authors re-
ported on lessons learned from implementing and de-
signing dashboards to visualize metrics and KPIs. Vi-
sualization was strongly represented by [S60,563]. In a
similar vein, Maalej and colleagues [S43] analyzed how
analytics can support requirements analysts’ decisions
through mining explicit and implicit user feedback. The
scholars only listed ML areas or tasks such as natural
language processing, sentiment analysis, or topic-based
summarization (e.g. LDA) without providing further
explanation of methods or techniques. In the same vein
[S15] discussed topic modeling i.e., LDA and Aspect
and Sentiment Unification Model (ASUM). Similarly,
[S12] not described in detail algorithms used besides
mentioning only machine translation as an ML topic ad-
dressed by the paper. Another journal article with a low
level of supporting detail concerning ML techniques un-
derpinning its data analytics solution was [S58]. The pa-
per described a BDA solution giving a bird’s-eye view
to a company of the code base through automated mea-
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sures of size and structural quality. [S52] presented an
approach for static analysis.

In general, studies published in IEEE Soft-
ware provided higher-level of abstraction, without
discussing particular ML algorithms used (e.g.
[S5,520,533,535,542,543,S50,558,559,562,564]).
Several papers used their own, custom-designed
methods. For instance, [S45] proposed a model with
domain-specific heuristics for the prioritization of test
cases. [S47] introduced a method called Incremental
Cosmic Function Points (CFP) enabling estimating ef-
fort for each project increment. [S25] proposed a model
for evidence-based decision-making in lean software
development processes. Further, [S53] harnessed Sys-
tem Dynamics (SD) modeling technique to create a tool
used to simulate various configurations of test processes
in order to support test automation. Similarly, Elbaum
et al. [S23] proposed two algorithms improving the
cost-effectiveness of continuous integration processes.
Batarseh and Gonzalez [S7] proposed a forecasting
regression model combined with the analysis of Mean
Time Between Failures (MTBF). In [S28], a model for
automatically generated diagrams was demonstrated.
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Whereas [S5,59,534,S50] developed BDA solutions
which relied on various metrics and indicators to assist
decision-makers with creating goals, not necessarily
employing any kind of AI/ML algorithms.

Other studies focused on descriptive or Exploratory
Data Analysis (EDA) [S39], which are not ML/AI meth-
ods, per se. Similarly, two studies (i.e. [S32,S40])
conducted qualitative studies and semi-structured indi-
vidual interviews with industry practitioners. The pa-
pers, although reported on BDA in ASD, did not use
themselves any type of analytics to enhance ASD pro-
cesses. As shown in Figure 10, the majority of papers
that contributed to understanding what ML techniques
are used in ASD originated from academia, followed by
joint authorship papers. In contrast, no industry-led re-
search explicitly mentioned ML techniques used; hence
no such papers appeared in the figure. Most studies
which disclosed techniques and models used, did not
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provide information on the set parameters and hyperpa-
rameters.

Figure 11 provides information on types of data
sources used by specific ML techniques. Instance-based
family of methods was by far the most frequently used
set of algorithms and it used predominantly project ar-
tifacts and project execution data. Importantly, project
artifacts were utilized only by 3 types of techniques,
with a significant disproportion in the number of studies
using this type of data. Further, clustering algorithms,
in principle, sourced data from logs. The majority of
user feedback data was analyzed by instance-based, de-
cision trees, and regression techniques. Optimization
algorithms did not show any clear preference towards
types of data used, while ensemble methods preferred
issue reports over others.
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Figure 11: Distribution of data sources presented in the studies w.r.t ML/AI algorithms
Area Sub-area Relevant studies # studies
7.2 Software Project Planning and Cost Estimation 7.2.3. Effort, Schedule $1,54-S6,517-519,529,536,538,539,542 20
$47-850,554,557,558,561
10.1 Software Quality Fundamentals 10.1.4. Software Quality Improvement S7.813,515,516,S21,524,530,S31,S35,540,S52 11
1.4. Requirements Analysis 1.4.4 Requirements Negotiation S1,S12,522.,528,532,541,5S43,550,555,S63 10
4.5 Test Process 4.5.2. Test Activities S11,514,523,533,537,5S45,553,S56 8
7.6 Software Engineering Measurement $9,512,513,534,535,544,560,562 8
7.2 Software Project Planning and Cost Estimation 7.2.4. Resource Allocation S5,519,525,S38,S58 5
6.6 Software Release Management and Delivery 6.6.2. Software Release Management S$2,53,521,559,S61 5
7.4. Review and Evaluation 7.4.2 Reviewing and Evaluating Performance S9,544,560,S64 4
11.2 Group Dynamics and Psychology 11.2.1 Dynamics of Working in Teams/Groups $26,542 2
2.2 Objectives of Testing 2.2.13 Usability and Human Computer Interaction ~ S33,S56 2
Testing
1.3. Requirements Elicitation 1.3.2. Elicitation Techniques S51,S63 2
3.4. Construction Technologies 3.4.16. Test-First Programming S8,527 2
1.4. Requirements Analysis S4 1
2.3. Software Structure and Architecture 2.3.4 Architecture Design Decisions S46 1
4.6 Software Testing Tools 4.6.2. Categories of Tools S10 1
7.2 Software Project Planning and Cost Estimation 7.2.5. Risk Management S16 1
8.3 Software Process Assessment and Improvement S20 1
10.3 Practical Considerations 10.3.1. Software Quality Requirements S65 1
11.3 Communication Skills 11.3.3 Team and Group Communication S26 1

Table 7: A thematic classification of studies based on SWEBOK knowledge areas
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4.3. How Data Analytics Improves Agile Software De-
velopment Process (RQ3)

4.3.1. Research topics and sub-topics (RQ3.1)

Broad knowledge areas, such as requirements en-
gineering, software design, development, testing, or
project management, were narrowed down using the
SWEBOK thematic classification (see Table 7).

BDA is applicable to almost all phases of the ASD
process. 16 (24.6%) studies covered more than one
area. Software engineering management topics such as
project planning and effort estimation turned out to be
the most popular among the authors of our primary stud-
ies - 32 (49.2%) studies covered them in total. Require-
ments analysis and elicitation also proved to be impor-
tant, we identified 13 (20%) such studies. The year 2018
was the most diverse in terms of the SWEBOK areas
covered - 7 different areas out of 9 (see Figure 12a).
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Figure 12: A thematic classification of studies w.r.t SWEBOK knowl-
edge areas

Our study also reveals that software testing was one

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

of the major applications and most diverse when it
comes to different analytics types, as it covered all four
of them (see Figure 12b). Issue resolution and detec-
tion of defects remain one of the primary domains of re-
search in BDA for ASD, 14 (21.5%) studies discussed
those topics. The selected prescriptive analytics studies
focused mainly on test activities [S8,S53,556], effort es-
timation, and delivery capability [S29,S42,S55].

Not only different types of analytics use different data
sources, but also different phases of the ASD process
require different sets of information on input. In Fig-
ure 13, studies focused on software engineering man-
agement activities (as the only SWEBOK group) uti-
lized the whole spectrum of data sources with majority
of works using project artifacts, followed by user feed-
back and project execution data. Software requirements
used three main data sources: user feedback, project ar-
tifacts and source code, with a slight preference towards
user feedback. On the other hand, testing and software
quality had a clear inclination toward a single type of
data source: logs and user feedback, respectively.

4.3.2. Agile practices, techniques or engineering prac-
tices (RQ3.2)

Our classification of Agile practices/methodologies,
presented in Table 8, is similar to VersionOne’s Annual
State of Agile Report [7]. As far as it is important to
discuss Agile practices that were discussed in the se-
lected primary studies, it is no less interesting to focus
on those practices that were not mentioned there. Inter-
estingly, methodologies such as DSDM/Atern did not
appear in any of the selected studies. Customized lean
methodologies were mentioned in 2 papers: [S60,S46].
Whereas the DevOps approach was applied in projects
from 2 studies: [S34,S58].

Despite the fact that majority of studies are in the
category “Other - Not Specified”, we can assume they
use Agile-inspired methodologies, as papers discussing
them refer to e.g. Planning Poker (as the method for
requirements prioritization) [S12], project sprints tak-
ing two weeks each [S9], Test-Driven Development
(TDD) [S27], or user stories and story points [S55].
Also, a number of studies in this category discuss OSS
Apache Software Foundation projects, which also em-
ploy Agile-inspired software development processes —
they are self-governing and egalitarian by using a col-
laborative, consensus-based process [1]. For instance,
although RUP is not ASD per se, it encompasses many
Agile-inspired techniques. Therefore, similar to other
authors of literature reviews on Agile, e.g. [19], we also
included those practices in our study.
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Category Relevant studies # studies

Agile practices

Scrum S4,85,526,528,529,532,534,S36,538,S39,542,S53 12
Kanban S25,542 2
Custom Extreme Programming (XP) S1,S37,548,S63 4
Custom Hybrid (multiple methodologies) 540,546,558 3
Other - Rational Unified Process (RUP) S46,547,S50 3
Other - Not Specified S2,S3,56-S12,514-S20,522-S24,827,530,541,S43,545,847,849-S52,855,559,560,561,S54,S65 32
Agile engineering practices
Refactoring S1,S26 2
Pair programming S1,S37,548,S63 4
Model-Driven Development (MDD) S46 1
Test-Driven development (TDD) S1,S8,527 3
Behavior-driven development (BDD) S$33,537,S58 3
Automated acceptance testing S59 1
Continuous integration S11,523,S13,545,540,S62 6
Continuous delivery S13,534,535,562 4
Continuous deployment S13,556,562 3
Continuous experimentation S56 1
Agile techniques
Story mapping S1,563,528,518,522,526,542,5S51,554,S57 10
Iteration/sprint planning S1,59,57,526,528,529,536,S38,539,S42,548,S53,563 13
Release planning $22,526,529,532,542,556,559,561,S63 9
Team-based estimation S1,512,536,538,539,548,S54 7
Retrospectives S32,542 2
Agile/Lean UX S40 1
Standups S51 1
Table 8: Selected primary studies mapped according to Agile practices, techniques, and engineering practices
Agile techniques and engineering practices are listed cess with quick feedback loops. As Zhang et al. [S65]
in Table 8. Not all selected primary studies shed light stressed, close collaboration between researchers and
on details of embraced Agile practices or techniques. practitioners fosters continuous development and im-
For instance, [S65] advocated the iterative Agile pro- provement. Nevertheless, particular Agile practices em-
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Tool name Description Adoption  Relevant study
ScrumCity Conceptual Visualisation Visualisation linking code with functional requirements and development activity Partial S4
Qlik Sense Metrics Portal (QSMP) Dashboard with KPIs visualizing metrics Yes S5
Besouro Automatic TDD behavior evaluation system Partial S8
eConferenceMT Automatic translation of text messages No S12
AR-Miner Mobile app review mining platform No S15
CODEMINE Platform for collecting and analyzing engineering process data Yes S20
AppFlow Synthesizing highly robust, highly reusable UI tests Partial S33
Crumb Management Platform Feature increment assessment with additional knowledge sources No S35
Probe Dock Test analytics platform Partial S37
Human-centred Agile Software Online Agile project management (APM) tool No S39
Engineering (HASE)

ROCKET Tool automating test selection and scheduling in continuous integration Partial S45
Unnamed Platform for analyzing project scheduling and delivery capabilities Yes S50
Tricoder Program analysis platform Yes S52
Unnamed Simulator for evaluating degrees of test automation Partial S53
Application Intelligence Platform (AIP)  Structural-quality analytics Yes S58
Unnamed Measurement system for monitoring bottlenecks Partial S60
Feature Survival Charts+ (FSC+) Requirements scope tracking tool Partial S63
StackMine Postmortem performance debugging system Yes S65

Table 9: Tools discussed in the primary studies

ployed remained to be disclosed.

4.3.3. Tools (RQ3.3)

After reporting on software analytics applications,
this section is devoted to a discussion regarding tools
and models that were designed and developed by the
authors of the selected primary studies. In this section,
we try to understand how pervasive is the transfer of re-
search outcomes into practice and the state of industrial
adoption of BDA solutions. We created three groups
with regard to the degree of tools’ adoption:

i) No practical application - a tool with no immedi-
ate application. Experiments were performed based on
publicly available data (e.g. Apache repositories) or in
an academic setting.

ii) Partial application - numerous studies conducted a
case study at a company to develop a model or a tool to-
gether with stakeholders from a company. Such proofs-
of-concept or pilots were only partially introduced in
the company.

iii) Practical application - a tool with practical appli-
cation. Most often, an internal team within a company
developed a tool that supported the organization’s soft-
ware development efforts in some way.

In Table 9, tools with Practical application are de-
noted by Yes in the Adoption column, tools with no prac-
tical application as No, while partial application as Par-
tial. Tools having their roots in the industry proved to be
widely exploited research results by practitioners (e.g.
[S5,520,S25,S52]). Furthermore, a substantial number
of the tools adopted in the industry were featured in the
papers that reported on their usage through experience
reports. The majority of them (e.g. [S5,S20,550,S58])
were covered in IEEE Software journal which, in con-
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trast with other publishing forums, particularly encour-
ages contributions that cater to practitioners. Some tools
included in our paper were developed for specific case
studies and their adaptation to other scenarios and orga-
nizations would require conducting further validations
as well as substantial effort (e.g. [S39,S45,553]). Fur-
thermore, the dissemination of research results originat-
ing from academia was not prevalent. Although authors
of such papers often claimed that their solutions could
provide practical value, however, they indicated that fur-
ther experiments on real-world data sets and empirical
studies to validate industrial applicability of the tech-
niques would be needed. For instance, HASE was only
tested in an academic setting (i.e. a group of under-
graduate students). However, the authors suggested that
their goal is to design a situation-aware decision support
system that would help global ASD teams to allocate
tasks more efficiently. Similarly, the authors of the fea-
ture crumb management platform [S35] provided only
a reference implementation, which was validated in a
university capstone project.

In terms of the kind of tools described in the stud-
ies, many works incorporated additional functionalities
to existing tools or integrated with solutions already in
use by the studied organizations. For instance, Calefato
et al. [S12] augmented the eConference software, in-
troduced in [18], with the machine translation plug-in
named eConferenceMT. Marijan et al. [S45] proposed
an approach for test case prioritization for continuous
regression testing, which was implemented within a tool
developed by the studied organization. Further, Augus-
tine et al. [S5] used a third-party business intelligence
(BI) platform, Qlik Sense, to build an in-house analytics
solution called the Qlik Sense Metrics Portal (QSMP).
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Figure 14: Key takeaways and observations of our mapping study

The tool was used to visualize data, provide KPIs and
other important team-related metrics. Thanks to this so-
lution, the company’s software development teams were
provided with insights not available through an applica-
tion lifecycle management (ALM) tool, which they nor-
mally used. In a similar vein, teams at Fannie Mae IT
[S58] complemented insights from the pre-build static-
analysis tool SonarQube with an internally developed
solution, AIP. Snyder and Curtis [S58] stressed the im-
portance of leveraging existing platforms where pos-
sible and adding new solutions only when necessary.
Similarly, the CODEMINE data platform [S20], an in-
ternal Microsoft tool used by hundreds of users across
all major Microsoft product groups, is integrated with a
test prioritization, failure and change risk prediction tool
called CRANE. CODEMINE supplied CRANE with
data related to source code, features, defects, and people
from different Microsoft’s product teams.

However, not all tools were used only as in-house so-
lutions. Some were made available for use by the pub-
lic. For instance, Besouro’s [S8] source code, which is
an Eclipse plug-in, is available on GitHub'. Likewise
Probe Dock [S37], a web-based test analytics platform,
is an open-source tool?>. AppFlow [S33] is available for
Android applications. Although Chen et al. [S15] did
not provide access to their tool (AR-Miner) the authors
made their dataset public®. In general, Eclipse plug-in
tools were especially well-represented among the tools
(e.g. [S4,S8]). One such example is ScrumCity [S4],
which is an Eclipse plug-in and available only for Java

"https://github.com/brunopedroso/besouro
’https:://probedock.io
Shttps://sites.google.com/site/appsuserreviews/
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programs.

Some works featured models that authors wished to
improve and build as tools in the future — as they were
not ready at the time of writing those papers, they are
not listed in Table 9, however in this mapping study we
shortly comment on them. For instance, [S9] discussed
a work-in-progress reporting model for Agile projects.
The authors of the paper reported that at that time, the
method was being validated with new clients and they
aimed to implement it in an automated tool focusing
on backlog data from JIRA to automatically calculate
metrics. Similarly, Lunesu et al. [S42] demonstrated a
simulator which the authors planned to extend as a sim-
ulation tool sourcing data from issue tracking systems
such as JIRA or Redmine.

5. Discussion

In this section, we review our findings as well as dis-
cuss their implications and limitations. We also com-
ment and summarize best practices reported in the liter-
ature regarding applying BDA to ASD projects as well
as the ASD process itself. We complement our discus-
sion with related work and provide recommendations
for the software engineering research community and
practitioners alike. Figure 14 wraps up our key findings.

5.1. Analytics is not one-size-fits-all

Even though all companies covered in the selected
primary studies adopted some of the Agile principles,
they tend to differ in terms of size, structure, IT land-
scape, data ecosystem, among others. As those organi-
zations are not homogeneous, their analytics needs and



employed BDA solutions also differ, as we will show in
this section.

5.1.1. Different analytics for different needs

Company size and budget. Even though at the begin-
ning, Agile methods were designed for bottom-up adop-
tion in small organizations, our literature review shows
that large companies and corporations are the most fre-
quently studied Agile organizations in terms of BDA.
Also, from the analyzed studies, it becomes evident that
big companies are more focused on leveraging the po-
tential of BDA, because of the abundance of data, var-
ious data sources, and greater resources (i.e. money,
labor). Larger budgets and headcount also allow big-
ger organizations to allocate more resources to collab-
orate with academia and publish their research. Con-
sequently, not all software analytics efforts are created
equal and some are more suitable for large organiza-
tions, whereas others are more appropriate for SMEs
[S50,S63]. The lack of overlap, as Robbes et al. [S50]
explained, lies in different analytics needs in the case
of small companies. However, as authors [S50] empha-
size, some “decision-making scenarios are similar (such
as release planning, targeting training, and understand-
ing customers)”.

Reusing existing platforms, tools and building on top
of them. Our literature review also allowed us to draw
a conclusion that organizations exhibited a different de-
gree of BDA adoption, also due to varying technological
maturity. As we demonstrated in section 4.3.3, many
works incorporated additional functionalities to exist-
ing tools or integrated with solutions already in use by
the studied organizations. For instance, numerous au-
thors mention that they plan to integrate their analytics
solutions with tools such as JIRA [S9,42] - a popular
choice among organizations tracking software issues.
Leveraging existing platforms wherever possible, is a
strategy advised by several works covered in our study
[S20,S58].

5.1.2. Variety and availability of data sources - no sil-
ver bullet
Challenge to utilize heterogeneous data. Over a third
of the selected studies used more than one data source.
As illustrated in [S34], managing heterogeneous data
sources and data orchestration is a complex task, which
involves data collection, processing, and loading for
further use in analytics solutions, which is a time-
consuming effort. Hence providing a broad spectrum
of data available in a timely manner is a challenge for
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organizations [S34,S40]. The complexity inevitably in-
creases with ML-powered applications. Keeping track
of the metadata characteristics of datasets and storing
versioned datasets is an important challenge to consider
[12, 11]. As reported in the literature, data versioning is
not as prevalent practice as code versioning [11]. This
an impediment for adopting especially more advanced
forms of BDA.

Deficiencies in the availability of data. Often analytics
teams and researchers need to resort to readily available
data. Getting the exact type of data they would need
for their analysis is frequently not possible [S40] or re-
quires manual effort [S60], because mechanisms to au-
tomatically collect the data are not in place. There are
numerous reasons for this: confidentiality restrictions,
business constraints limiting the collection of such data
(shortage of money, time, human resources), or simply
lack of knowledge on the business side that such data
could improve business operations of the company.

The amount of useful data is capped. Consistent with
previous research [49], too much data may inhibit the
decision-making process, and as a consequence, the
abundance of data results in putting limits on their us-
age. For instance, several primary studies included in
our mapping study demonstrated that the availability of
data does not necessarily imply its usage [S50,S58]. For
example, [S50] described a scenario where a company
decided not to monitor neither its version control nor de-
fect tracker systems, even though in other studies these
types of data sources were used (e.g. [S5,S21]). Fur-
thermore, inadequate analysis of available data is perva-
sive [S40]. Therefore, it is important to recognize what
type of data would be needed for a given scenario and
ensure its completeness and good quality.

5.1.3. Organizational entropy and data sharing prac-
tices
Organizational silos and legacy systems. It is also im-
portant to ensure there is a single version of the truth,
which is technology-agnostic and comparable across
applications [S58]. For instance, because of organiza-
tional silos that implied having different data sources
with no comparable measures, Snyder et al. [S58] de-
cided to use only one measure for analyzing productiv-
ity, even though more than one were available. Apart
from aligning data sources at the company level, it is
also important to ensure a common connectivity mech-
anism between applications (e.g. through well-defined
APIs) [S32] as well as preserve backward compatibil-
ity [S20]. ASD is associated with reduced emphasis on



documentation. However, as indicated by [S4,528,546]
the low degree of architecture documentation adversely
affects the maintenance of existing applications, in par-
ticular legacy software. Pareto et al. [S46] stressed
that "lack of a clear architecture” significantly increases
projects’ lead time. In the same vein, [S32] contended
that documenting software architecture in large-scale
Agile development is an important challenge without
a clear solution and it is especially important to pro-
vide detailed architectural guidance to the ASD teams
at the beginning of the projects. The authors [S46] ad-
vocated prioritization of documentation in line with a
single business goal to streamline development.

Data disclosure. As discussed in the previous para-
graph, the availability of data within organizations of-
ten tends to be limited, not to mention data being shared
with third-party or the public. Companies, in general,
are focused on building a competitive advantage and,
hence, are more sensitive about disclosing information
considered intellectual property.

5.2. Analytics getting more sophisticated but with un-
balanced growth

BDA solutions proposed by academics and practition-
ers differ in many respects. Limited data and AIl/ML
model sharing, scarce transfer of research outcomes
from academia into practice widen the BDA inequality
gap. ML techniques proposed by scholars today may no
longer be competitive in the market in the future.

5.2.1. BDA adoption is not mature yet but is improving
As it couldn’t be otherwise, more sophisticated analyt-
ics is on the rise in recent years. Although descrip-
tive analytics is still the most prevalent among all dis-
cussed types of analytics as it is the most fundamental
and hence clearly understood type. Nowadays, even the
most basic variant of analytics enhances ASD in prac-
tice. The industry tends to implement and use tools that
provide actionable insights, often based on analysis of
metrics, without an explicit predictive component. The
low number of adaptive analytics papers may be ex-
plained by the fact that it is a relatively new concept.
However, one may assume it will most likely change in
the future. With the increased adoption of simple solu-
tions, we predict more use of advanced types of analyt-
ics (prescriptive, adaptive) in the coming years. Further-
more, different applications of adaptive analytics (even
when not explicitly named as such) are being proposed
in the scientific literature (e.g. [21]). Enriching soft-
ware with adaptive capabilities is a promising research
avenue.
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5.2.2. Algorithms achieving best results today and to-
morrow

Dominating algorithms. With regard to specific meth-
ods employed in the selected primary studies, tech-
niques such as SVMs, NBs, NN, or different ensem-
ble methods were frequently chosen. Ensemble models,
achieving strong results in many selected primary stud-
ies, are stacked models, hence provide often the best
results. For instance, RF, popular among the authors of
the studies, is an easy to train, ensemble decision tree.
On the other hand, NNs and DL methods, in general,
require large datasets and careful hyperparameter tun-
ing. Hence, NNs need more time to train and are more
prone to overfitting. In terms of methods, DL is gaining
momentum (e.g. [S18]), however traditional statistical
methods and regression models are still pervasive. Rel-
atively low usage of process mining for process-related
analysis in the software domain.

Data maintenance and model upkeep. Even the best
performing model may not provide satisfying results in
the future. Models degrade with time. Several measures
need to be taken to make AI/ML models usable for a
long time and sustain their performance. Data needs to
be continuously updated and validated [S7]. It is impor-
tant to constantly ensure that the model is adjusted to the
changing data distribution. Accordingly, the manage-
ment of data pipelines is critical so that the maintenance
of the model is streamlined.

5.2.3. Little transparency of ML techniques used in in-
dustry, replication difficult

Half of the studies were written either as a joint col-

laboration between academia and industry or solely by

industry practitioners, which is a positive sign.

Industry vs academia: different environments, dif-
ferent priorities. Industry-led research is less explicit
when it comes to ML methods used in ASD than pub-
lications originating from academia. Apart from data
disclosure policies, another possible explanation might
be that business ventures provide high-level information
because it is simply more critical for them to focus on
business-relevant metrics and system design rather than
on specific algorithms. In the same vein, as opposed
to theoretical works, companies are more interested in
satisfying business needs, which often require complex
orchestration of existing systems. Further, the analy-
sis of performance is oftentimes not a straightforward
task. Unlike in academia, where a standard dataset can
be used for evaluation, industry-led research is set in
a specific context. As Zhang et al. [S65] contended,



although researchers can measure intermediate results
using evaluation criteria such as precision or recall, for
real-world tasks these are often not sufficient, requir-
ing empirical evaluations performed together with prac-
titioners. Therefore, following the same evaluation pro-
cedure is frequently neither feasible nor practical.

Difficult operationalization and dissemination of aca-
demic research to industry. In order for ML models to
work within the business environment, analytics teams
need to consider many practical constraints. Our study
reveals that papers focused on BDA in ASD favored
new procedures and techniques - the large number of
procedures and techniques can be attributed to the con-
siderably high number of journal articles covered in our
study. A possible explanation is that although BDA is
a highly applied discipline. Nevertheless, the number
of real-world applications of BDA in ASD with well-
documented scientific evidence is still scarce. Our anal-
ysis of the state of industrial adoption and dissemination
of research results originating from academia shows that
the transfer of research outcomes into practice is not
pervasive.

Replication is difficult. Research papers produced by
academics often utilized data from open source projects.
Nevertheless, the number of standard datasets for eval-
uation is relatively low. For instance, as reported in
[S49], in the field of software estimation, datasets are
often small, outdated, and suffer from homogeneity,
which may cause under- or over-fitting while training
an ML model. A possible explanation is that the gen-
eration of a high-quality dataset is time and resource-
intensive. Furthermore, it is often a non-trivial task, as
software repositories may vary in terms of the informa-
tion granularity or quality. However, efforts to create
benchmark datasets were undertaken by some scholars
(e.g. [S18,S48]). Furthermore, most studies which dis-
closed techniques and models used (mostly performed
by academics), did not provide information on the pa-
rameters. Hence replication of results, based on infor-
mation provided, might be cumbersome. Also, releas-
ing the code is not a common practice in SE. Never-
theless, based on how scholars in other domains (i.e.
AI/ML) benefit from releasing the code to reproduce
experimental results or to streamline the software devel-
opment process, we hypothesize that it could also help
in SE to establish baselines and advance the state of the
art.
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5.3. Analytics is already present in many areas of Agile
software development, but the domain is not con-
solidated

ASD implementations may differ from company to
company, but the main objective for BDA remains un-
changed. BDA is predominantly employed to support
informed decision-making and minimize project-related
risks. To achieve better results, ASD processes can be
tuned to provide BDA with more valuable data.

5.3.1. Key areas for implementing BDA come down to
risk management

Data-driven ASD is mostly focused on project manage-
ment analytics (effort estimation, resource allocation),
requirements engineering, and software quality assur-
ance (defects/bug fixing, testing). Hence, managing risk
related to software development turned out to be the
common denominator of the majority of studies. The
authors of selected primary studies recognized the im-
portance of minimizing delays (e.g. predicting the delay
of issues) and predicting time for completing activities
(e.g. predicting delivery capability or time to fix bugs).
This can be explained by the fact that organizations are
willing to apply BDA especially to ASD areas where
they could suffer possibly the greatest capital and re-
source losses. Although studies discussing those areas
confirm the potential of using ML models to improve
activities in the respective fields, they rarely reach con-
sensus regarding best approaches. Further studies are
required to provide recommendations.

5.3.2. Variability in how companies interpret and im-
plement Agile

There was considerable variability in how companies
interpreted and implemented ASD. Also, the large num-
ber of corporations and big companies imposed that
large-scale Agile implementations were also present in
our study, perhaps being over-represented. Neverthe-
less, as such large ASD implementations generate a vast
amount of data, it is understandable that BDA is partic-
ularly suitable for such applications. Moreover, espe-
cially among purely academic publications with no in-
dustrial use cases, Agile development context was rarely
in focus. Given scarce information on analytics suited
to specific Agile practices/techniques, we may conclude
that the domain is not consolidated. However, a few
common themes emerged:

Effort estimation is highly context-dependent, but a set
of key features for cross-project estimation exists for
BDA. The efficiency of utilization of team resources
depends to a large extent on the experience of the users



and is context-dependent [S38]. Story point estimation
in ASD is specific to teams and projects [S18]. ”In an
issue report, the fields containing a summary, descrip-
tion, names of related components, and issue type pro-
vide relevant features for story point estimation. Most
frequently, these features are project dependent.” [S48].
Furthermore, analyses of feature relevance show that
although features are highly dependent on the project
and prediction stage, certain properties are important
for most projects and phases. Such as a requirement
creator, time remained to the end of an iteration, time
since last requirement summary change, and the num-
ber of times requirement has been replanned for a new
iteration [S22]. Cross-project estimation is possible, but
less accurate than estimation within the same organi-
zation [S18]. Moreover, Dehghan et al. [S22] con-
tend that although satisfying predictions can be made
at the early stages, the performance of predictions im-
proves over time by taking advantage of requirements’
progress data. Therefore, as advocated by Abrahams-
son et al. [S1], BDA-aided effort estimation that may
prove especially helpful for inexperienced developers
with limited estimation and software implementation
experience. ML-models to validate their estimates or
as an initial first estimate [S1]. With respect to produc-
tivity, Balogh et al. [S6] stressed the importance of mea-
suring productivity at a fine-grained level.

Data presentation is no less important. Numerous
studies (e.g. [S4,55,530,S60,563]) stressed the im-
portance of visual design, navigation, and visualiza-
tion techniques in BDA as it improves comprehen-
sion of data. With regard to ASD, Alshakhouri et al.
[S4] argued that visual analytics in software engineer-
ing mainly provides insights about intangible software
product artifacts (such as program runtime behavior or
software evolution), while software process visualiza-
tion is far less popular and deserves more attention.
In the same vein, Augustine et al. [S5] demonstrated
the ability of visual analytics to improve the consis-
tency of process implementation among software de-
velopment teams. Furthermore, numerous studies (e.g.
[S5,S63]) proved that visual representation of data often
offers the kind of insights that are especially useful for
decision-makers, such as dashboards visualizing most
vital metrics for ASD processes and KPIs. Similar to
[49, 29], we conclude that visualization that supports
the decision-making process is a very important addi-
tion to the BDA toolchain.
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5.3.3. Design and implementation of ASD processes are
key to better support BDA

All too often, BDA is built to support existing ASD pro-
cesses with a presumption that those processes cannot
change. That is to say, approaches for leveraging BDA
are mostly top-down: with ASD process in place, once
data is available, a BDA solution is built. In contrast,
we perceive that key to increasing the adoption of BDA
in ASD is to implement ASD processes in organiza-
tions in a way that better accommodates BDA. Namely,
the bottom-up approach could focus on identifying what
value should the BDA solution deliver and what data it
needs. Based on that, the focus should be shifted to con-
tinually improve the quality of data and Agile practices
to better serve the BDA solution. The changes in the
ASD process can be small but may greatly improve the
quality of insights provided by the analytics and, in re-
sult, decision-making. There is a wealth of research on
adopting ASD processes for ML and Al, which is be-
yond the scope of this mapping study. Hence here, we
will only highlight some of the approaches proposed in
the selected primary studies to improve Agile practices
so that they better support BDA.

U Backlog: projects often have ill-structured product
backlog, with missing properties for product back-
log items [S9]. The quality of backlog data can
be improved with dedicated tools (e.g. JIRA, Ver-
sionOne) offering standardized backlog function-
ality [S9].

O Features: it is important to capture information
such as the requirement creator, time remained to
the end of an iteration, time since last requirement
summary change and the number of times require-
ment replanned for a new iteration [S22].

O User stories: user stories should be written with a
higher level of detail, which is more suitable for
automatic prediction of effort [S1]. Abrahams-
son et al. suggest that very short (containing a
few words), informal user stories do not provide
enough information to train any effort prediction
model that would yield results with a required level
of accuracy.”

In general, it is advised to capture fine-grained data. For
instance, detailed descriptions of product backlog items,
their creators, time remained to the end of an iteration,
time past since the last requirement summary change,
the number of times requirements are replanned for a
new iteration. Such a well-structured approach to gath-
ering evidence can be aided by a dedicated Agile prod-
uct lifecycle management tools.



5.4. Feedback and behavior analysis should be at the
heart of the BDA strategy for ASD

Measuring customer feedback unobtrusively (e.g.
telemetry, sentiment analysis of online reviews) offers
unprecedented opportunity to understand customers’
needs and consequently set proper product objectives.
Yet, the opportunity has not been fully exploited so far.

5.4.1. Mobile apps lead in analyzing explicit user feed-
back

According to our analysis, the majority of customer
feedback is gathered and analyzed for mobile applica-
tions. Data comes predominantly from user reviews in
application stores. However, as Chen et al. [S15] found,
only about 35% of app reviews provide insights that are
directly applicable so that developers can improve the
applications. We would like to see more industrial stud-
ies investigating data gathered from customer feedback
and experimentation other than mobile applications.

5.4.2. Leveraging usage data coming from different
data sources

Systematic experiments with customers are rare [S40],
which authors of the selected primary studies advocate
[S24]. Very rarely studies monitored the usage of their
proposed solutions and evaluated feedback of the users
given (both implicitly or explicitly) during their regu-
lar work. Analyzing implicit feedback is critical as it
lacks many biases of explicit feedback. In many cases,
the product instrumentation only covered performance
data and basic user demographics. However, the aware-
ness of companies of the importance of product usage
data is growing, as some studies suggest [S40]. Compa-
nies need to start collecting product usage data, such as
telemetry from IDEs, or various ALM systems.

5.4.3. Guiding product development in ASD through
BDA

We expect to see more research on BDA that guides
product development in an Agile environment, which
also includes Al-powered applications. For instance,
online controlled experiments (OCEs) approach to
rolling out changes to ML-centric software. Some of
the covered studies already incorporated mechanisms to
gather feedback. For example [S52], described a tool
that includes a feedback loop that helps to improve the
platform.

5.5. Threats to Validity

In order to ensure the high quality of our study in terms
of completeness and rigor, we identified the following
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threats to validity and implemented appropriate mitiga-
tion strategies. Our threats to validity fall into the fol-
lowing main categories [42]:

Incompleteness of search strategy (internal validity).
The snowballing method, despite being considered to
give comparable results to database search method [28],
suffers from exhaustiveness. Hence, the results of this
study can be skewed, as not all papers might be included
(i.e. could be mistakenly excluded or missed by the first
author doing the review). However, as Kitchenham et
al. [32] contend, this is also a defining characteristic of
mapping studies in general. What is more, limiting the
number of venues based on their ranking and relevancy
of published papers also impacted the list of our selected
primary studies.

Sample size representativeness (conclusion validity).
The sample size of the literature review was relatively
small and we were clearly not able to capture all studies
covering the topic for the selected period. Neverthe-
less, we believe that the sample size should be repre-
sentative of this area of research. To reduce this threat,
in our literature review, we extracted data for analytical
reviews. As it turns out, similar to [8], IEEE Software
happened to be the most frequently represented publish-
ing venue in our study. However, we do not consider
this an anomaly. Unlike in [8], our study is not skewed
by the 2013 special issue of IEEE Software on software
analytics. Moreover, also in the work of Dingsgyr et
al. [23] the aforementioned journal was the major jour-
nal outlet for ASD related works. Although there were
companies that were more frequently represented in our
study than others — i.e. Microsoft [S14,520,S24,S65],
Ericsson [S46,560], and Google [S23,S52]. However,
they together accounted only for about 15% of all stud-
ies. Hence, we did not face a problem similar to the one
identified in [33], where the majority of primary studies
were conducted with companies known for collaborat-
ing with empirical software engineering researchers on
a regular basis. Nevertheless, 9 papers did not reveal
the names of industrial partners participating in those
studies (some of those papers discussed more than one
industrial case study). Therefore, in total, names of 21
companies were not disclosed; hence we cannot entirely
rule out the possibility of having a bias towards particu-
lar companies, as it might be implicit.

Researcher bias (construct validity). Since the study
selection and data extraction was performed by a sin-
gle researcher, in principle, there was a high probabil-
ity that researcher bias could potentially adversely af-
fect the overall result of the mapping study. However,



in order to reduce the risks of research bias, we first de-
veloped and later followed a structured review method
when conducting this study (designed in the form of a
research protocol - demonstrated in section 3.1). Hence,
we argue that no systematic errors were introduced in
the course of the study selection and data extraction that
could impact our findings.

Naming confusion (external validity). Agile methodol-
ogy, and ASD in particular, not always appear in titles,
author keywords, index terms, or even in abstracts of
the selected primary studies (e.g. [S16,S18]). Further-
more, ASD is often referred to as iterative software de-
velopment in papers (e.g. [S17]). In addition, several
concepts such as regression testing, automatic app re-
view classification (e.g. [S14,S30,S45]) or continuous
integration, although popular in ASD, are not directly
linked to Agile practices in papers describing them. For
that reason, it was not always clear if a particular work
discussed only plan-driven software development ap-
proaches or rather focused on modern Agile develop-
ment practices, where incremental and iterative devel-
opment plays a vital role. For instance, although the
Rational Unified Process (RUP) process framework is
not ASD per se, it encompasses many Agile-inspired
techniques. Therefore, we often had to infer some in-
formation from text, and, as in the case of RUP (e.g.
[S46,S47,5S50]), such studies were also included in our
survey. In the same vein, naming confusion also oc-
curred for the BDA concept. Terms such as software
analytics and data analytics are used interchangeably in
the literature. Also, AI, ML, and DL can be found in a
growing body of studies on SE in ASD. Even though
their meaning is slightly different, they also share a
number of common properties. Furthermore, software
analytics or data analytics belong to a common category.
In order to provide non-obvious insights and improve
the decision-making process, they need to employ ML,
DL, or Al methods in some shape or form. Those meth-
ods require a significant amount of data (often complex
or unstructured) to train models. For that reason, we de-
cided to use the term BDA as an umbrella term for all
the concepts mentioned above.

6. Conclusion

By performing a mapping study, we examined a body
of primary research studies, and we described how data
analytics improves ASD. We also found that past work
in the concerned field is mainly focused on require-
ments and delivery capabilities. As much of the work
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discussed in this SM study takes the form of solu-
tion proposals, rather than empirical studies in indus-
try, we suggest that future research would benefit from:
(1) more generalizable, representative empirical studies
discussing methods and their applications not only at
the level of experience reports or solution proposals, (2)
more industrial studies investigating data gathered from
customer feedback and experimentation other than mo-
bile applications. It is especially important, because it
is said that up to 80% of products lose money due to
wrongly set product objectives that result in building
products that customers do not need [6]. We expect to
see more research on BDA that guides product develop-
ment in an Agile environment.

Further research on this topic may focus on reviewing
grey literature which, as we hypothesize, covers related
approaches to those discussed in the selected primary
studies, but seemingly in a less rigorous manner. Fi-
nally, it appears that ASD and BDA alike are very much
similar to other phenomena that over the decades, were
once popular and considered breakthroughs, but even-
tually became absorbed into what is called business as
usual. In that respect, ASD and BDA concepts will most
probably not fade away, but rather become embedded in
many activities of modern software companies. Hence,
at this point, it will be pointless to call them out as they
will be an integral part of business operations.
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Appendix A. Additional Resources

The spreadsheets used to track the following metadata
and RQ-related information from the reviewed primary
studies:

e Data extraction form
o Selected and excluded publishing outlets

can be found under the following link: https://
mydisk.cs.upc.edu/s/G5XfnkFnt j6oKoe
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