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Abstract — 𝑘𝑘-Anonymous microaggregation emerges as an essential building block in statistical 
disclosure control, a field concerning the postprocessing of the demographic portion of surveys 
containing sensitive information, in order to safeguard the anonymity of the respondents. Tradi-
tionally, this form of microaggregation has been formulated to characterize both the privacy at-
tained and the inherent information loss due to the aggregation of quasi-identifiers, which may 
otherwise be exploited to reidentify the individuals to which a record in a published database refer. 
Because the ulterior purposes of such databases involves the analysis of the statistical dependence 
between demographic attributes and sensitive data, we must articulate mechanisms to enable the 
preservation of the statistical dependence between quasi-identifiers and confidential attributes, be-
yond the mere degradation of the quasi-identifiers alone. 

This work addresses the problem of 𝑘𝑘-anonymous microaggregation with preservation of statis-
tical dependence in a formal, systematic manner, modeling statistical dependence as predictability 
of the confidential attributes from the perturbed quasi-identifiers. We proceed by introducing a 
second mean squared error term in a combined Lagrangian cost that enables us to regulate the 
trade-off between quasi-identifier distortion and the confidential-attribute predictability. A Lagran-
gian multiplier enables us to gracefully weigh the importance of each of the two competing objec-
tives. 
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I. Introduction 
CCORDING to the International Data Corporation (IDC), a market research, analysis and 
advisory firm specializing in information technology, the total amount of global data was 
expected to grow to . zettabytes during , that is, roughly  million times the size 

of the American Library of Congress print collections. And yet, this is an increase of % in the 
amount of data from . In fact, IBM claims that every day we create . exabytes of data, and 
that % of the data in the world today has been created in the last two years alone. From an 
economic perspective, IDC expects the big-data technology and services market to grow at a % 
compound annual growth rate through  to reach  billion. 

Within this vast universe of digital information, the presence of personal information is undeni-
able. Examples of information systems or processes in which potentially sensitive data may be 
linked to specific individuals or companies, directly via identifying attributes or indirectly through 
demographic attributes, include, among many others, targeted advertising, recommendation sys-
tems and collaborative tagging, social networks, e- and m-health, demographic databases of diverse 
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nature, and e-voting. From a conceptual standpoint, we may often construe these systems or pro-
cesses as examples of electronic surveys, in the sense that they entail the collection, analysis and 
dissemination of data combining demographic and confidential attributes, with the ulterior purpose 
of statistical study. 

While one cannot object to the appealing potential of computerized data analysis, the inclusion 
of rich quantities of sensitive data poses privacy risks that cannot simply remain overlooked. Indeed, 
personal information, explicitly submitted or implicitly inferable from observed behavior, poses 
evident privacy risks, especially when combined across several information services, and when en-
riched with metadata indicating size, location, time, frequency, and other contextual information. 
On the other hand, it is precisely the availability of such sensitive data that enables the intelligent 
functionality these modern information technologies offer. In all of these technologies, protecting 
user privacy while maintaining the utility of the data necessarily supplied to possibly untrusted 
parties emerge as opposed objectives. Concordantly, these developments are giving rise to a growing 
number of exciting opportunities, leading to a broad array of applications of ever-increasing societal 
and economic impact; but these opportunities are not without consequential privacy and security 
risks. Simply put, as technology progresses, any aspect of our lives as individuals and as a society 
will be more closely reflected in the digital world, with the privacy implications that this entails. 

An example of application where anonymity in statistical analysis is of paramount importance 
is found in the context of electoral processes. In this case, the introduction of electronic voting 
opens the door to improving the statistical analysis of traditional elections, based on paper ballots, 
because e-voting can facilitate the segregation of votes before the counting process. Indeed, in 
traditional elections, the assignment of voters to a specific polling station according to demographic 
characteristics is done in advance, but merely on the basis of location, that is, according to the 
district where the voter resides. Any other valuable profile information on the voter, such as age or 
gender, is unavailable for statistical analysis. By contrast, electronic votes can be segregated after 
they are cast, but before they are decrypted and counted. Consequently, the correlation between 
demographics and political preferences can be analyzed without compromising the voter’s privacy, 
for example by assigning encrypted votes of voters of a certain age of gender to the same ballot 
box. However, an important challenge in the segregation process described consists in preserving 
the anonymity of the voters once the votes are decrypted. More precisely, the number of votes for 
a specific demographic profile should be high enough to prevent the disclosure of the political 
preferences of the respondents within a given profile group, in terms of the estimated probability 
that any possible candidate has been chosen. This potential privacy risk is increased when several 
demographic criteria, say both age and gender, are combined in the segregation described, because 
less votes should fulfill these criteria simultaneously than individually. Clearly, anonymization coun-
termeasures must be taken into consideration in order to adequately implement this segregation of 
votes, that is, in order to protect the voter’s privacy while enabling valuable statistical analyses 
based on demographics. 

In general, the most extensively studied aspects of privacy for any information system deal with 
unauthorized access to sensitive data, by means of authentication, policies for data-access control 
and confidentiality, implemented as cryptographic protocols. However, the provision of confidenti-
ality against unintended observers fails to address the practical dilemma when the intended recipient 
of the information is not fully trusted. Even more so when the database collected is to be made 
accessible to external parties, or openly published for scientific correlating sensitive information 
with demographics. 

In this regard, it was famously shown in [] that % of the population in the United States 
may be unequivocally identified solely on the basis of the triple consisting of their date of birth, 
gender and -digit ZIP code, according to  census data. This is in spite of the fact that in that 
year, the U.S. had a population of over  million. This notorious fact illustrates the discriminative 
potential of the simultaneous combination of a few demographic attributes, which, considered indi-
vidually, would hardly pose a real anonymity risk. Ultimately, this simple observation means that 
the mere elimination of identifiers such as first and last name, or social security number (SSN), is 
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grossly insufficient when it comes to effectively protecting the anonymity of the participants of 
published statistical studies containing confidential data linked to demographic information. 

Statistical disclosure control (SDC) concerns the postprocessing of the demographic portion of 
the statistical results of surveys containing sensitive personal information, in order to effectively 
safeguard the anonymity of the participating respondents. In the SDC terminology, a microdata set 
is a database table whose records carry information concerning individual respondents, either people 
or companies. This database commonly contains a set of attributes that may be classified into 
identifiers, quasi-identifiers and confidential attributes. Firstly, identifiers allow the unequivocal 
identification of individuals. This is the case of full names, SSNs or medical record numbers, which 
would be removed before the publication of the microdata set, in order to preserve the anonymity 
of its respondents. Secondly, quasi-identifiers, also called key attributes, are those attributes that, 
in combination, may be linked with external, usually publicly available information to reidentify 
the respondents to whom the records in the microdata set refer. Examples include age, address, 
gender, job, and physical features such as height and weight. Finally, the dataset contains confiden-
tial attributes with sensitive information on the respondent, such as salary, political affiliation, 
religion, and health condition. The classification of attributes as key or confidential may ultimately 
rely on the specific application and the privacy requirements the microdata set is intended for. 

Intuitively, the perturbation of numerical or categorical quasi-identifiers enables us to preserve 
privacy to a certain extent, at the cost of losing some of the data utility, in the sense of accuracy 
with respect to the unperturbed version. 𝑘𝑘-Anonymity is the requirement that each tuple of key-
attribute values be identically shared by at least 𝑘𝑘 records in the dataset. This may be achieved 
through the microaggregation approach illustrated by the simple example depicted in Fig. , where 
gender, age and ZIP code are regarded as quasi-identifiers, and hourly wage and political affiliation 
as confidential attributes. Rather than making the original table available, we publish a 𝑘𝑘-anony-
mous version containing aggregated records, in the sense that all quasi-identifying values within 
each group are replaced by a common representative tuple. As a result, a record cannot be unam-
biguously linked to the corresponding record in any external sources assigning identifiers to quasi-
identifiers. In principle, this prevents a privacy attacker from ascertaining the identity of an indi-
vidual for a given record in the microaggregated database, which contains confidential information. 

Ideally, microaggregation algorithms strive to introduce the smallest perturbation possible in 
the quasi-identifiers, in order to preserve the statistical quality of the published data. More techni-
cally speaking, these algorithms are designed to find a partition of the sequence of quasi-identifying 
tuples in 𝑘𝑘-anonymous cells, while reducing as much as possible the distortion incurred when re-
placing each original tuple by the representative value of the corresponding cell. For numerical key 
attributes representable as points in the Euclidean space, the mean-squared error (MSE) is the 

Name Gender Age ZIP 
Code

Hourly 
Wage

Political
Affiliation

Eve Smith F 29 94024 $31 Democrat

Dave Torres M 26 94305 $17 Republican

Charlie Green M 29 94024 $26 Independent

Bob Allen M 34 90210 $48 Libertarian

Alice Taylor F 32 90210 $45 Republican

Faith Lee F 33 90213 $44 Republican

Gender Age ZIP 
Code

Hourly 
Wage

Political 
Affiliation

M 28 94*** $31 Democrat

M 28 94*** $17 Republican

M 28 94*** $26 Independent

F 33 9021* $48 Libertarian

F 33 9021* $45 Republican

F 33 9021* $44 Republican
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Attributes
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Quasi-Identifiers
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Fig. . Example of 𝑘𝑘-anonymous microaggregation of published data with 𝑘𝑘 = 3, showing hourly wages and 
political affiliation as confidential attributes, in relation to demographic data, gender, age and ZIP code, as 
quasi-identifiers. 
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usual criterion to quantify said distortion. Data utility is measured inversely as the distortion re-
sulting from the perturbation of quasi-identifiers. 

The state of the art on privacy criteria related to 𝑘𝑘-anonymity, and on algorithms for 𝑘𝑘-anony-
mous microaggregation, is reviewed in §II. Even though, as we shall see, 𝑘𝑘-anonymity as a quanti-
tative measure of privacy is not without shortcomings, it is still a widely popular criterion in the 
SDC literature, mainly because of its mathematical and algorithmic tractability. 

A. Contribution and Organization 
Quantifiable measures of privacy and utility are undoubtedly essential to the assessment, compari-
son, improvement and optimization of privacy-enhancing mechanisms for information systems in 
general, and microaggregation algorithms in particular, from both theoretical and numerical per-
spectives. To a significant extent, controversies in the definition of privacy metrics have eclipsed the 
intricacies of MSE as a metric for distortion. A particularly important limitation of any measure of 
loss in data utility consists in neglecting the statistical dependence between quasi-identifiers and 
confidential attributes. The simplifying assumption that many 𝑘𝑘-anonymous microaggregation al-
gorithms operate solely on the quasi-identifiers, disregarding the values of confidential attributes, 
contributes to neglect this dependence further. But we cannot forget that the ulterior purpose of 
the publication of anonymized data is precisely to enable the study of the statistical relation between 
demographics and a variety of sensitive data. 

In this spirit, the leading object of this paper is to propose a generalization of the widespread 
measure of loss in data utility, as a mean or sum of squared errors introduced in the perturbation 
of quasi-identifiers in the 𝑘𝑘-anonymous microaggregation process. 

• More precisely, the proposed measure is a generalization of MSE that extends to the statis-
tical dependence between quasi-identifiers and confidential attributes, and is thus faithful to 
the intended purposes of database publication for ulterior demographic studies. 

• Most conveniently, the new metric remains an MSE for all formal purposes, thereby inheriting 
the advantages of mathematical and algorithmic tractability offered by the traditional ap-
proach. 

• Concordantly, our generalized MSE metric is readily applicable to any existing 𝑘𝑘-anonymous 
microaggregation algorithms capable of operating with the traditional metric, with no mod-
ifications on the algorithm per se. This fact is illustrated experimentally with one of the 
microaggregation algorithms that constitute the standard the facto in the SDC community. 

• Our extensive experimental results on synthetic and standardized datasets carefully relate 
our generalized utility measure with the traditional understanding of information loss in 𝑘𝑘-
anonymous microaggregation. 

From a broader perspective, we must acknowledge that no privacy criterion, including 𝑘𝑘-ano-
nymity or any of its numerous variants, is the be-all and end-all of database anonymization [, , 
]. Still, thanks to its simplicity, but also in spite of it, 𝑘𝑘-anonymity is almost universally accepted 
as a measure of privacy in SDC, at least as a starting point for the design and evaluation of micro-
aggregation algorithms. An entirely analogous argument can be made for MSE as a measure of 
utility. Far from claiming the absolute exclusivity of MSE to quantify the distortion introduced in 
the quasi-identifiers in 𝑘𝑘-anonymous microaggregation, in this work we merely acknowledge the 
widespread use of MSE for numerical data, and advocate in favor of contemplating the statistical 
dependence with respect to confidential attributes as well, by generalizing this common metric. 

We should hasten to stress that the focus of this work is on 𝑘𝑘-anonymous microaggregation, in 
the sense that the risk of disclosure of private information is measured by means of 𝑘𝑘-anonymity, 
and the formulation developed in this paper concordantly assumes an underlying 𝑘𝑘-anonymous 
microaggregation algorithm. Although the necessarily limited scope of our contribution contem-
plates only numerical data, MSE and a single yet widely used microaggregation algorithm, many of 
the ideas put forth here might be further extended to arbitrary metrics for categorical data, and 
additional microaggregation algorithms. Admittedly, the focus is placed on capturing and illustrat-
ing the notion of preserving the statistical dependence between quasi-identifiers and confidential 
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attributes, in a preliminary albeit systematic, quantifiable manner that offers numerous opportuni-
ties for further research. 

The remainder of this paper is organized as follows. §II reviews the state of art in anonymity 
metrics and microaggregation algorithms for SDC. Drawing upon the interplay between statistical 
dependence and nonlinear predictability, §III formally presents the proposed utility metric, in the 
context of a quantization model for 𝑘𝑘-anonymous microaggregation with preservation of the statis-
tical dependence between quasi-identifiers and confidential attributes. We proceed with a theoretical 
and algorithmic analysis in §IV, while §V numerically illustrates the main results for a variety of 
synthesized and standardized datasets. Lastly, conclusions are drawn in §VI. 

II. Brief Review of the State of the Art 
on 𝑘𝑘-Anonymous Microaggregation 

Next, we proceed to briefly review the state of the art on microaggregation, with regard to its use 
and limitations as a measurement of the degree of privacy attained, and the methods and algorithms 
to construct 𝑘𝑘-anonymous aggregations with reduced distortion. 

A. Widespread Use of 𝑘𝑘-Anonymity as Privacy Criterion despite its Shortcomings 
We mentioned in the introductory section that a specific piece of data on a particular group of 
respondents is said to satisfy the 𝑘𝑘-anonymity requirement (for some positive integer 𝑘𝑘) if the origin 
of any of its components cannot be ascertained beyond a subgroup of at least 𝑘𝑘 individuals. The 
original formulation of 𝑘𝑘-anonymity as a privacy criterion, based on generalization and suppression 
of key attributes, was modified into the microaggregation-based approach already commented on, 
in [, , , ]. Both formulations may be regarded as special cases of a more general one utilizing 
an abstract distortion measure between the unperturbed and the perturbed data, possibly taking 
on values in rather different alphabets. 

We have established that 𝑘𝑘-anonymity as a privacy criterion ensures that complete reidentifica-
tion is unfeasible within a group of records sharing the same tuple of perturbed key attribute values. 
However, if the records in the group also share a common value of a confidential attribute, the 
association between an individual linkable to the group of perturbed key attributes and the corre-
sponding confidential attribute remains disclosed. More generally, the main issue with 𝑘𝑘-anonymity 
as a privacy criterion is its vulnerability against the exploitation of the difference between the prior 
distribution of confidential data in the entire population, and the posterior conditional distribution 
of the confidential data within a group given the observed, perturbed key attributes. Simply put, 
the values of the confidential attributes within a 𝑘𝑘-anonymous microcell may still be identical, 
similar, or present a distribution skewed with respect to that of the population, and thus reveal 
confidential information, in a deterministic or statistical sense. Thus, 𝑘𝑘-anonymity is inherently 
vulnerable to several types of well-known attacks, namely the homogeneity or similarity attack, the 
skewness attack, and the background-knowledge attack [, , ]. 

Rapidly since its conception and in spite of the shortcomings already described, this anonymity 
criterion has gained widespread adoption in the SDC literature [, ], mainly because of its 
mathematical and algorithmic tractability. In fact, in its widespread adoption, the application of 
the 𝑘𝑘-anonymity criterion and of the microaggregation methodology goes beyond the publication of 
databases. 

B. Refinements of 𝑘𝑘-Anonymity, and Alternative Criteria and Metrics 
The vulnerabilities of 𝑘𝑘-anonymity aforementioned motivated the proposal of enhanced privacy 
criteria, some of which we proceed to sketch briefly, along with modifications in algorithms based 
on these criteria. A restriction of 𝑘𝑘-anonymity called 𝑝𝑝-sensitive 𝑘𝑘-anonymity was presented in [, 
]. In addition to the 𝑘𝑘-anonymity requirement, it is required that there be at least 𝑝𝑝 different 
values for each confidential attribute within the group of records sharing the same tuple of perturbed 
key attributes. Clearly, large values of 𝑝𝑝 may lead to huge data utility loss. A slight generalization 
called 𝑙𝑙-diversity [, ] was defined with the same purpose of enhancing 𝑘𝑘-anonymity. The differ-
ence with respect to 𝑝𝑝-sensitivity is that group of records must contain at least 𝑙𝑙 “well-represented” 
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values for each confidential attribute. Depending on the definition of well-represented, 𝑙𝑙-diversity 
can reduce to 𝑝𝑝-sensitive 𝑘𝑘-anonymity or be more restrictive. We would like to stress that neither 
of these enhancements succeeds in completely removing the vulnerability of 𝑘𝑘-anonymity against 
skewness attacks. Furthermore, both are still susceptible to similarity attacks, in the sense that 
while confidential attribute values within a cluster of aggregated records might be 𝑝𝑝-sensitive or 𝑙𝑙-
diverse, they might also very well be semantically similar for the practical purposes of the attacker. 

A privacy criterion aimed at overcoming similarity and skewness attacks is 𝑡𝑡-closeness []. An 
aggregated microdata set satisfies 𝑡𝑡-closeness if for each group, a predefined measure of discrepancy 
between the posterior distribution of the confidential attributes within the group, and the prior 
distribution of the overall population, does not exceed a threshold 𝑡𝑡. This effectively measures the 
maximum of the discrepancies for each aggregated group. A particularly useful, information-theo-
retic metric of discrepancy between probability distributions is the Kullback-Leibler (KL) diver-
gence, also called relative entropy for its relationship with Shannon's entropy. Both Shannon's 
entropy and KL divergence are also tightly related to the information-theoretic quantity known as 
mutual information, a measure of the uncertainty in one random event unveiled by the outcome of 
a second, related event []. 

As argued in [], to the extent to which the within-group distribution of confidential attributes 
resembles the distribution of those attributes for the entire dataset, skewness attacks will be 
thwarted. In addition, since the within-group distribution of confidential attributes mimics the 
distribution of those attributes over the entire dataset, no semantic similarity can occur within a 
group that does not occur in the entire dataset. The main limitation of the original 𝑡𝑡-closeness work 
[] is that no general computational procedure to reach 𝑡𝑡-closeness was specified, with the excep-
tions of its ready applicability to the Incognito algorithm [], and the very recent microaggregation 
procedure proposed in []. 

An information-theoretic privacy criterion, inspired by 𝑡𝑡-closeness, was proposed in [, ]. In 
the latter work, privacy risk is defined as the conditional KL divergence between the aforementioned 
posterior and prior distributions, and shown to be equivalent to the mutual information between 
the confidential attributes and the perturbed quasi-identifiers. This criterion is also tightly related 
to the concept of equivocation introduced by Shannon in  [], namely the conditional entropy 
of a private message given an observed cryptogram. A related albeit more conservative criterion, 
named 𝛿𝛿-disclosure, is proposed in [], and measures the maximum discrepancy between the prior 
and the posterior distributions. 

C. Algorithms for 𝑘𝑘-Anonymous Microaggregation 
A number of algorithms for microaggregation have been developed, with the goal of minimizing the 
perturbation of the key attributes with accordance to a variety of distortion measures, while meeting 
a given 𝑘𝑘-anonymity constraint. 

As multivariate microaggregation is known to be NP-hard [], several heuristic methods have 
been proposed, which can be categorized into fixed-size and variable-size methods, according to 
whether all aggregated groups but one have exactly 𝑘𝑘 elements. The maximum distance (MD) 
algorithm [] and its less computationally demanding variation, the maximum distance to average 
vector (MDAV) algorithm [, ], are fixed-size algorithms that perform particularly well in terms 
of the distortion they introduce, for many data distributions. Popular variable-size algorithms in-
clude the 𝜇𝜇-Approx [], the minimum spanning tree (MST) [], the variable MDAV (VMDAV) 
[] and the two fixed reference points (TFRP) [] algorithms. Efforts to circumvent the complexity 
of multivariate microaggregation exploit projections onto one dimension, but are reported to yield 
a much higher disclosure risk []. 

More recently, an analysis of theoretical optimality in 𝑘𝑘-anonymous microaggregation [] ex-
tends the necessary (not sufficient) optimality conditions that gave rise to the celebrated Lloyd-
Max algorithm [], a celebrated quantization method for lossy data compression, also known as 
the 𝑘𝑘-means method in the areas of statistics and computer science. The properties of theoretical 
optimality and the excellent behavior of the Lloyd-Max algorithm in practice motivated the con-
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ception of the probability-constrained Lloyd (PCL) algorithm [, ], which additionally incorpo-
rates a variation of the Levenberg-Marquardt algorithm [], in order to adjust cell sizes. PCL is 
capable of outperforming even the popular MDAV in terms of distortion, typically by a reduction 
in MSE of roughly –%, under the same exact 𝑘𝑘-anonymity constraint, for a wide variety of 
synthetic and standardized datasets []. Unfortunately, the distortion improvement offered by PCL 
comes at the expense of increased mathematical sophistication, which translates into a significantly 
costlier implementation and a substantially longer running time. 

III. Formal Model Incorporating the Degradation 
in Statistical Dependence due to Microaggregation 

This section formally presents the proposed generalization of MSE as a metric for the loss in data 
utility due to 𝑘𝑘-anonymous microaggregation, which takes into account not only the perturbation 
of quasi-identifiers, but also the degradation of statistical dependence with confidential attributes. 
This generalization gives rise to the formal statement of the problem of 𝑘𝑘-anonymous microaggre-
gation with preservation of statistical dependence. Our formal model draws upon a quantization 
model for general microaggregation, and on the interplay between statistical dependence and non-
linear predictability. 

A. Quantization Model for 𝑘𝑘-Anonymous Microaggregation 
The work presented in this paper builds upon our previous formulation of the problem of 𝑘𝑘-anony-
mous microaggregation in [, ], which formally regards microaggregation as a quantization prob-
lem with constraints on the cell probabilities. This subsection adapts the cited model to the problem 
of microaggregation with preservation of statistical dependence. 

Throughout this paper, the measurable space in which a random variable (r.v.) takes on values 
will be called an alphabet. We shall follow the convention of using uppercase letters for r.v.’s, and 
lowercase letters for particular values they take on. Probability mass functions (PMFs) are denoted 
by 𝑝𝑝 and subindexed by the corresponding r.v. In this notation, the probability that a discrete r.v. 
𝑋𝑋 takes on the value 𝑥𝑥 is 𝑝𝑝𝑋𝑋(𝑥𝑥) = P{𝑋𝑋 = 𝑥𝑥}. The expectation operator is denoted by E. Expecta-
tion can model the special case of averages over a finite set of data points {𝑥𝑥1,… ,𝑥𝑥𝑛𝑛}, simply by 
defining an r.v. 𝑋𝑋 uniformly distributed over this set, so that, for instance, E 𝑋𝑋 = 1

𝑛𝑛∑ 𝑥𝑥𝑗𝑗
𝑛𝑛
𝑗𝑗=1 . 

We shall limit our analysis to the special case of numerical data, that is, we shall assume that 
the quasi-identifiers to be aggregated are represented by 𝑛𝑛 points 𝑥𝑥1,… ,𝑥𝑥𝑛𝑛 in the Euclidean space 
ℝ𝑚𝑚𝑋𝑋 of dimension 𝑚𝑚𝑋𝑋, indexed by the corresponding record 𝑗𝑗, and similarly for the confidential 
attributes 𝑦𝑦1,… , 𝑦𝑦𝑛𝑛, in ℝ𝑚𝑚𝑌𝑌 . For convenience, we define an r.v. 𝐽𝐽  representing the record index, 
uniformly distributed on the set of indices {1,… ,𝑛𝑛}. Note that 𝐽𝐽  may also be regarded as the 
identity of the respondent. In addition, we introduce an r.v. 𝑋𝑋 representing the quasi-identifiers, 
whose alphabet consists in the set of 𝑚𝑚𝑋𝑋-dimensional points �𝑥𝑥𝑗𝑗�𝑗𝑗=1,…,𝑛𝑛, formally definable as a 
function 𝑋𝑋 = 𝑥𝑥𝐽𝐽  of 𝐽𝐽 , and an r.v. 𝑌𝑌  modeling the confidential attributes, taking on values in the 
set of 𝑚𝑚𝑌𝑌 -dimensional points �𝑦𝑦𝑗𝑗�𝑗𝑗=1,…,𝑛𝑛, defined by the indexing function 𝑌𝑌 = 𝑦𝑦𝐽𝐽 . The joint r.v. 
(𝑋𝑋,𝑌𝑌 ) models the pairs of quasi-identifiers and confidential attributes that form a table 
(𝑥𝑥1, 𝑦𝑦1),… , (𝑥𝑥𝑛𝑛, 𝑦𝑦𝑛𝑛) of 𝑛𝑛 records. The notation in terms of r.v.’s will enable us to write averages 
more compactly as expectations, for instance 

1
𝑛𝑛
�𝑓𝑓(𝑥𝑥𝑗𝑗, 𝑦𝑦𝑗𝑗)
𝑛𝑛

𝑗𝑗=1
= E 𝑓𝑓(𝑋𝑋,𝑌𝑌 ), 

for any function 𝑓𝑓 of the pair of quasi-identifiers and confidential attributes. 
The 𝑘𝑘-anonymous microaggregation algorithm will partition the set of records into microcells of 

size at least 𝑘𝑘. In the most traditional form of 𝑘𝑘-anonymous microaggregation, this partition only 
takes into account the values of the quasi-identifiers, but in our form of microaggregation with 
preservation of statistical dependence, the partition design will naturally involve the confidential 
attributes as well, even if the published table will only effectively perturb the quasi-identifiers and 
keep the confidential attributes intact. 
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The resulting microcells will be labeled with a quantization index 𝑞𝑞. An important subtlety is 
that the microaggregation process must be formally construed as a quantization function 𝑞𝑞(𝑗𝑗) of 
the record index 𝑗𝑗, rather than on the quasi-identifier 𝑥𝑥, or more generally, on the pairs (𝑥𝑥, 𝑦𝑦) of 
quasi-identifiers and confidential attributes. The reason is that even though 𝑞𝑞(𝑗𝑗) also induces a 
partition on the set of quasi-identifiers and confidential attributes, one cannot discard the possibility 
that some pairs (𝑥𝑥, 𝑦𝑦) might be repeated, and that those repeated values might be assigned to 
different microcells. Although this could be technically handled with probabilistic microcell assign-
ments, it is simpler and completely general to define a (deterministic) quantization function on the 
record indices. In our more compact representation with r.v.’s, we define 𝑄𝑄 = 𝑞𝑞(𝐽𝐽), with finite 
alphabet {1,… , |Q|}. The 𝑘𝑘-anonymity constraint is contemplated by imposing a constraint on cell 
sizes or, more generally, on the probabilities of the quantization indices 𝑝𝑝𝑄𝑄(𝑞𝑞) ⩾ 𝑘𝑘 𝑛𝑛⁄ . 

In traditional numerical microaggregation, it is an almost universal convention to measure the 
distortion introduced in the quasi-identifiers by means of the MSE, and to employ the term distance 
to refer to its Euclidean definition. Accordingly, unless otherwise stated, the term distance refers to 
its Euclidean definition. Accordingly, recall that the centroid 𝑥𝑥(̂𝑞𝑞) of a subset of 𝑛𝑛𝑞𝑞 points of 
𝑥𝑥1,… ,𝑥𝑥𝑛𝑛 ∈ ℝ𝑚𝑚 assigned to the 𝑞𝑞th microcell, is defined as the point that minimizes the MSE with 
respect to that subset, and that it is, quite simply, the conditional expectation E[𝑋𝑋|𝑞𝑞] of 𝑋𝑋 given 
𝑄𝑄 = 𝑞𝑞, which boils down to a vector average, formally, 

𝑥𝑥(̂𝑞𝑞) = arg min
𝑥̂𝑥

E[‖𝑋𝑋 − 𝑥𝑥‖̂2|𝑞𝑞] = E[𝑋𝑋|𝑞𝑞] = 1
𝑛𝑛𝑞𝑞

� 𝑥𝑥𝑗𝑗
𝑗𝑗 | 𝑞𝑞(𝑗𝑗)=𝑞𝑞

. 

Analogously define the r.v. 𝑋̂𝑋 = 𝑥𝑥(̂𝑄𝑄), modeling the reconstructed quasi-identifier. 
Still in the special case of traditional microaggregation, the entire microaggregation process, 

which transforms the record index 𝐽𝐽  into the perturbed quasi-identifier 𝑋̂𝑋, can be represented as 
the composition of two functions, namely the microcell assignment 𝑞𝑞(𝑗𝑗) and the centroid assignment 
𝑥𝑥(̂𝑞𝑞), as depicted in Fig. . We have mentioned that the problem of microaggregation, may be 

formally understood as a constrained quantization problem, as explained in [, ]. This interpre-
tation is particularly intuitive in the special case of traditional microaggregation with numerical 
quasi-identifiers that do not appear repeatedly. In this special case, the function representing the 
microcell assignment can be defined directly on the quasi-identifiers, as 𝑞𝑞(𝑥𝑥). The corresponding 
representation is shown in Fig. . 

We must recall that it is customary in traditional microaggregation to conduct a columnwise, 
unit-variance normalization of all numerical quasi-identifiers, prior to any manipulation of the data, 
because it is inherent in the conventional definition of distortion error in SDC. This means that the 
total variance of the data points, that is, the sum of the columnwise variances, will amount to the 
dimension 𝑚𝑚 of the quasi-identifiers. A zero-mean normalization is also customary, but it bears no 
theoretical difference in terms of the performance of the microaggregation algorithm, as it merely 
represents a translation of the data points. 

Let us denote the perturbed version of the 𝑗𝑗th quasi-identifier 𝑥𝑥𝑗𝑗, that is, its corresponding 
centroid, by 𝑥𝑥𝑗̂𝑗. The SDC literature conventionally speaks of the sum of squared errors (SSE) and 
the sum of squares total (SST). Precisely, 

Microcell 
Assignment

Centroid 
Assignment

Record 
Index

Aggregated 
Microcell

Perturbed 
Quasi-Identifier

Microaggregation

Fig. . Traditional microaggregation interpreted as a quantization problem on the record indices 𝑗𝑗 represented 
by the microcell assignment function 𝑞𝑞(𝑗𝑗), and a centroid assignment function 𝑥𝑥(̂𝑞𝑞) that reconstructs the 
perturbed version 𝑥𝑥𝑗̂𝑗 of the original quasi-identifier 𝑥𝑥𝑗𝑗. In the analogous r.v. representation, 𝑄𝑄 = 𝑞𝑞(𝐽𝐽) and 𝑋̂𝑋 =
𝑥𝑥(̂𝑄𝑄). 
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SSE𝑋𝑋 =�  �𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗̂𝑗�2
𝑛𝑛

𝑗𝑗=1
, 

and since the total variance of the data is the dimension 𝑚𝑚𝑋𝑋, its unnormalized version becomes 
SST𝑋𝑋 = 𝑚𝑚𝑋𝑋𝑛𝑛. In this work, we formally define the distortion 𝒟𝒟𝑋𝑋 introduced by the microaggrega-
tion algorithm by means of the MSE, implicitly normalized by the number 𝑛𝑛 of samples, and also 
normalized by the number 𝑚𝑚 of dimensions, that is, 

𝒟𝒟𝑋𝑋 = 1
𝑚𝑚𝑋𝑋

E �𝑋𝑋 − 𝑋̂𝑋�2 = 1
𝑚𝑚𝑋𝑋𝑛𝑛

�  �𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗̂𝑗�2
𝑛𝑛

𝑗𝑗=1
= SSE𝑋𝑋

SST𝑋𝑋
. 

The performance indicator commonly evaluated in the SDC literature is the quotient between the 
SSE and the SST, always in the range [0,1], provided that the reconstructions are indeed centroids. 
This quotient matches our definition of distortion as MSE per dimension. 

We now turn back to the more general case of microaggregation with preservation of statistical 
dependence, the object of this paper. We shall argue later that the suitability of the 𝑘𝑘-anonymous 
partition will be assessed in terms of a an additional reconstructed centroid, this time for the 
confidential attributes, although we should hasten to stress that this additional centroid is merely 
an intermediate tool, and that the final anonymized table will only contain perturbed quasi-identi-
fiers. With this in mind, analogously to 𝑋̂𝑋 = 𝑥𝑥(̂𝑄𝑄) for the quasi-identifier r.v. 𝑋𝑋, let the r.v. 𝑌𝑌̂  
denote the reconstruction of the r.v. 𝑌𝑌  representing confidential attributes, and let the function 
𝑦𝑦(̂𝑞𝑞) model the corresponding centroid assignment. At this point, it suffices to characterize 𝑦𝑦(̂𝑞𝑞) as 
an arbitrary function, but we shall see that it is in fact a centroid, in the sense defined earlier. A 
graphical interpretation of the original and the anonymized tables under the probabilistic model 
proposed is shown in Fig. , where we consistently omit 𝑌𝑌̂ . 

B. Multiobjective Optimization Criterion for the Loss in Data Utility Incorporating the 
Degradation in Statistical Dependence 
In the following we elaborate on possible optimization criteria corresponding to the objective of 
reducing the distortion between 𝑋𝑋 and 𝑋̂𝑋, while preserving the statistical dependence originally 
between 𝑋𝑋 and 𝑌𝑌 , through 𝑋̂𝑋 and 𝑌𝑌 . Before proceeding any further with our model, we make a 
quick digression on the quantification of statistical dependence as a nonlinear-prediction error. 

Very early work [, ] on the effect of microaggregating quasi-identifiers on their statistical 
dependence with confidential attributes tentatively resorted to small modifications of traditional 
algorithms and then to measure the variations incurred on certain correlation coefficients. We would 
like to acknowledge that our approach is somewhat inspired by the cited work, even though it 
dramatically departs from any measurement based on correlation coefficients due to the limited 
connection between correlation and general, nonlinear statistical dependence. Further, our current 
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Perturbed 
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(Centroid)
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Fig. . Traditional microaggregation viewed as a quantization problem on the quasi-identifiers. Although under 
this interpretation is more intuitive to define the microcell assignment function 𝑞𝑞(𝑥𝑥) directly on the quasi-
identifiers 𝑥𝑥, one cannot discard the possibility that those quasi-identifiers might be repeated across records, 
and that repeated values might be assigned to different microcells. It is then more rigorous to define a quan-
tization function 𝑞𝑞(𝑗𝑗) on the record index 𝑗𝑗. 
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approach systematically formulates microaggregation functions designed specifically with that de-
pendence in mind, rather than as an afterthought. Finally, we shall argue in favor of quantifying 
statistical dependence by means of nonlinear predictability. 

In order to capture the statistical dependence between the quasi-identifier 𝑋𝑋 and the confidential 
attribute 𝑌𝑌 , and that preserved in the published versions, namely the reconstructed quasi-identifier 
𝑋̂𝑋 and the original 𝑌𝑌 , one might consider a variety of crosscorrelation quantities. Recall, however, 
that two r.v.’s may be uncorrelated yet strongly dependent. For example, let 𝑋𝑋 be uniformly dis-
tributed on {−2,−1,1,2}, and set 𝑌𝑌 = 1 when |𝑋𝑋| = 1, and 𝑌𝑌 = −1 when |𝑋𝑋| = 2, as illustrated in 
Fig. . Denote means and covariances with 𝜇𝜇 and 𝜎𝜎2, appropriately subindexed. It is straightforward 
to verify that the correlation coefficient 𝜌𝜌𝑋𝑋𝑋𝑋  between such variables is zero. Consequently, the best 
linear prediction of 𝑌𝑌  from 𝑋𝑋 in the MSE sense is, disappointingly, 

𝑌𝑌l̂in = 𝜌𝜌𝑋𝑋𝑋𝑋
𝜎𝜎𝑌𝑌2

𝜎𝜎𝑋𝑋2
(𝑋𝑋 − 𝜇𝜇𝑋𝑋) + 𝜇𝜇𝑌𝑌 = 0. 

However, 𝑋𝑋 and 𝑌𝑌  are an extreme case of strong statistical dependence, as the latter is a function 
of the former. Hence, the best nonlinear prediction in the MSE sense is 

𝑌𝑌̂ = E[𝑌𝑌 |𝑋𝑋] = 𝑌𝑌, 
and thus error free. 

This simple example suffices to illustrate that a more suitable way of capturing the statistical 
dependence between the perturbed quasi-identifiers 𝑋̂𝑋 and the confidential attributes 𝑌𝑌  in the 
published database is through the nonlinear predictability of 𝑌𝑌  from 𝑋̂𝑋. Because there is a one-to-
one correspondence between 𝑋̂𝑋 and the quantization index 𝑄𝑄, this is also the predictability of 𝑌𝑌  
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Fig. . A graphical interpretation of the original and the 𝑘𝑘-anonymously microaggregated tables under the 
formulation proposed. 
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and   

Fig. . The two r.v.’s 𝑋𝑋 and 𝑌𝑌  are uncorrelated yet strongly dependent, as the latter is a function of the 
former. Consequently, the best nonlinear prediction is a far better estimate than the linear variant. 
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from 𝑄𝑄, expressed by the reconstruction function 𝑦𝑦(̂𝑞𝑞). Hence, this predictability may be factored 
in when measuring the appropriateness of the 𝑘𝑘-anonymous partition in terms of the degradation 
in statistical dependence incurred. Of course, the original objective of preserving the values of the 
quasi-identifiers will have an impact on the choice of the reconstruction 𝑥𝑥(̂𝑞𝑞) of 𝑋𝑋 from 𝑄𝑄. 

Concordantly, we propose that the quantizer 𝑞𝑞(𝑗𝑗) be designed to minimize the a multiobjective 
distortion functional, formally a Lagrangian cost incorporating the traditional information loss 
term, 

𝒟𝒟𝑋𝑋 = 1
𝑚𝑚𝑋𝑋

E �𝑋𝑋 − 𝑋̂𝑋�2 = SSE𝑋𝑋
SST𝑋𝑋

 

along with an additional term, analogously defined, 

𝒟𝒟𝑌𝑌 = 1
𝑚𝑚𝑌𝑌

E �𝑌𝑌 − 𝑌𝑌̂ �2 = SSE𝑌𝑌
SST𝑌𝑌

. 

characterizing the degradation in statistical dependence by means of the error in the predictability 
of 𝑌𝑌  from 𝑋̂𝑋, or equivalently as argued, 𝑄𝑄. The corresponding Lagrangian distortion is 

𝒟𝒟 = (1− 𝜆𝜆) 𝒟𝒟𝑋𝑋 + 𝜆𝜆 𝒟𝒟𝑌𝑌 , 
where the Lagrangian multiplier 𝜆𝜆 ∈ [0,1] enables us to control the trade-off between the two opti-
mization objectives, sweeping the lower convex envelope of possible quantizers in the 𝒟𝒟𝑋𝑋-𝒟𝒟𝑌𝑌  plane. 
Recall that the Lagrangian formulation of a multiobjective optimization problem offers a more 
tractable, unconstrained form of an originally constrained problem, but only constrained solutions 
that lie on the lower convex envelope can be obtained in this fashion []. This potential situation is 
illustrated in Fig. . Still, Lagrangian costs are commonplace in quantizer design in various appli-
cations of lossy coding and in the general context of rate-distortion theory []. 

In our generalized formulation, traditional 𝑘𝑘-anonymous microaggregation corresponds to the 
special case of 𝜆𝜆 = 0. In contrast, 𝜆𝜆 = 1 corresponds to the case in which we wish to completely 
favor statistical dependence over quasi-identifier distortion. For any 𝜆𝜆 > 0, we must employ the 
centroid 𝑌𝑌̂ = 𝑦𝑦(̂𝑄𝑄) as a prediction of the confidential attribute 𝑌𝑌  from the microcell label 𝑄𝑄, which 
we introduced earlier in our formulation. Because 𝑌𝑌̂  must minimize an MSE, 

𝑦𝑦(̂𝑞𝑞) = arg min
𝑦𝑦̂

E[‖𝑋𝑋 − 𝑦𝑦‖̂2|𝑞𝑞] = E[𝑌𝑌 |𝑞𝑞] = 1
𝑛𝑛𝑞𝑞

� 𝑦𝑦𝑗𝑗
𝑗𝑗 | 𝑞𝑞(𝑗𝑗)=𝑞𝑞

, 

entirely analogously to the centroid 𝑥𝑥(̂𝑞𝑞) for the quasi-identifiers. The only difference is, as we 
already mentioned, that the reconstruction 𝑌𝑌̂  is an internal tool for the design of the microaggre-
gation function 𝑞𝑞(𝑗𝑗), but it will not be part of the published database resulting from its application, 
as we made explicit in Fig. . 

Our complete formulation of the problem of 𝑘𝑘-anonymous microaggregation with preservation 
of statistical dependence is graphically summarized in Fig. , in the simpler, more intuitive case 

Region of Possible
Microaggregations

Optimal Constrained 
Microaggregation

Lagrangian-Optimal 
Microaggregation

Constraint

Fig. . Lagrangian formulation of the microaggregation problem with the original distortion objective 𝒟𝒟𝑋𝑋 
representing the information loss due to the perturbation of the quasi-identifiers, and the additional distortion 
objective 𝒟𝒟𝑌𝑌  representing the degradation in statistical dependence with the confidential attributes. 
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when the pairs (𝑥𝑥, 𝑦𝑦) of quasi-identifiers and confidential attributes are not repeated, and the mi-
crocell assignment function can thus be defined directly on them. Recall that a more general defi-
nition of the quantization function requires that it be defined in terms of the record index 𝑗𝑗. 

Interestingly, minimizing the term E �𝑌𝑌 − 𝑌𝑌̂ �2 turns out to be equivalent to maximizing the 
(inner) correlation coefficient 

E�𝑌𝑌 𝑇𝑇𝑌𝑌̂ �
E �𝑌𝑌 ̂ �2 E ‖𝑌𝑌 ‖2

 

between the confidential data and its predictions 𝑌𝑌̂ = 𝑦𝑦(̂𝑄𝑄) from the microcell label 𝑄𝑄. If for any 
reason we wanted to maximize a cross-correlation between 𝑋̂𝑋 and 𝑌𝑌 , it must be pointed out that 
some form of normalization would be needed not to artificially increase it simply by scaling 𝑋̂𝑋. This 
means that in a scalar version of the problem, a covariance would not be appropriate, but a corre-
lation coefficient might. 

Finally, we should hasten to point out that as in many other problems with multiple optimization 
objectives, said objectives often represent contrasting quantities that pose trade-offs inherent to the 
problem at hand. In the particular case of 𝑘𝑘-anonymous microaggregation with preservation of 
statistical dependence, we wish to maximize privacy, characterized by 𝑘𝑘, minimize the information 
loss in the perturbation of the quasi-identifiers, quantified by 𝒟𝒟𝑋𝑋, and minimize the degradation in 
statistical dependence with the confidential attributes, measured by 𝒟𝒟𝑌𝑌 . Naturally, as they consti-
tute contrasting aspects, a compromise must be reached. 

Along these lines, an intricate aspect of the work presented here is the choice of criteria, and 
the fact that improving the predictability of the confidential attributes within the microcells might 
have a negative impact on the similarity and skewness vulnerabilities already present in traditional 
microaggregation, as explained in §II.A. This is a possibility that we shall evaluate experimentally 
later in §V in terms of a certain measure of 𝑙𝑙-diversity. It is important to realize that any similar 
criterion for the preservation of statistical dependence will suffer from the same issue. This is noth-
ing but the manifestation of the inherent privacy-utility trade-off in microaggregation, where one 
strives to minimize and maximize information, commonly, but not necessarily, measured with dif-
ferent criteria, for example worst-case for privacy and average-case for utility. 

Although the scope of this manuscript is limited to the case of numerical data, the general case 
of mixed numerical and categorical data might be addressed by means of distortion measures 
𝑑𝑑𝑋𝑋(𝑥𝑥,𝑥𝑥)̂ and 𝑑𝑑𝑌𝑌 (𝑦𝑦, 𝑦𝑦)̂ quantifying the level of distortion between original and perturbed or predicted 
elements, and the generalized Lagrangian distortion 

𝒟𝒟 = (1− 𝜆𝜆) E 𝑑𝑑𝑋𝑋�𝑋𝑋, 𝑋̂𝑋�+ 𝜆𝜆 E 𝑑𝑑𝑌𝑌 �𝑌𝑌 ,𝑌𝑌̂ �. 
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Fig. . Microaggregation with preservation of statistical dependence construed as a quantization problem on 
the pairs (𝑥𝑥, 𝑦𝑦) of quasi-identifiers and confidential attributes. Although it may be more intuitive to define the 
microcell, assignment function 𝑞𝑞(𝑥𝑥, 𝑦𝑦) on those data pairs, strictly speaking, such pairs could be repeated 
across records. Therefore, it is slightly more general to define the quantization function 𝑞𝑞(𝑗𝑗) on the record 
index 𝑗𝑗. 
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The numerical case tackled here corresponds to the quadratic distortion measures 
𝑑𝑑𝑋𝑋(𝑥𝑥,𝑥𝑥)̂ = ‖𝑥𝑥 − 𝑥𝑥‖̂2
𝑑𝑑𝑌𝑌 (𝑦𝑦, 𝑦𝑦)̂ = ‖𝑦𝑦 − 𝑦𝑦‖̂2

. 

Examples of categorical measures include the Hamming distance, for which the associated distortion 
amounts to the probability of error, that is, 

𝑑𝑑𝑌𝑌 (𝑦𝑦, 𝑦𝑦)̂ = �0, 𝑦𝑦 = 𝑦𝑦 ̂
1, 𝑦𝑦 ≠ 𝑦𝑦̂ , 

𝒟𝒟𝑌𝑌 = E 𝑑𝑑𝑌𝑌 �𝑌𝑌 ,𝑌𝑌̂ � = P�𝑌𝑌 ≠ 𝑌𝑌̂�, 

or graph distances for ontologies. 

IV. Theoretical Analysis of Microaggregation 
with Preservation of Statistical Dependence 

Part of the theoretical elegance and a great deal of the practical applicability of the formulation 
laid out in the previous section are a consequence of the fact that the general formulation can be 
reduced back to the special case of traditional microaggregation. Indeed, we claim that the Lagran-
gian objective with two MSE terms can be expressed as a single MSE term. After showing the 
formal equivalence between the traditional approach and the one presented in this paper, we shall 
proceed to reuse theoretical results on the optimality of 𝑘𝑘-anonymous partitions for the problem at 
hand. 

A. Principle of Formal and Algorithmic Equivalence 
For the intermediate case 0 < 𝜆𝜆 < 1, define 

𝛽𝛽 =� 𝜆𝜆
1− 𝜆𝜆

𝑚𝑚𝑋𝑋
𝑚𝑚𝑌𝑌

. 

In lieu of the Lagrangian, multiobjective distortion 𝒟𝒟, we equivalently consider a proportional 
distortion 

𝑚𝑚𝑋𝑋
1− 𝜆𝜆

𝒟𝒟 = 𝒟𝒟𝑋𝑋 + 𝛽𝛽2𝒟𝒟𝑌𝑌 = E �𝑋𝑋 − 𝑋̂𝑋�2 + E �𝛽𝛽𝛽𝛽 − 𝛽𝛽𝑌𝑌̂ �2 = E �� 𝑋𝑋𝛽𝛽𝛽𝛽 � − �
𝑋̂𝑋
𝛽𝛽𝑌𝑌̂
��
2
. 

Observe that the last equality combines quasi-identifiers and confidential attributes into extended 
points of the form (𝑋𝑋,𝛽𝛽𝛽𝛽 ) in ℝ𝑚𝑚𝑋𝑋+𝑚𝑚𝑌𝑌 . Because the centroid corresponding to 𝛽𝛽𝛽𝛽  is 

𝛽𝛽𝛽𝛽� = E[𝛽𝛽𝛽𝛽 |𝑄𝑄] = 𝛽𝛽 E[𝑌𝑌 |𝑄𝑄] = 𝛽𝛽𝑌𝑌̂ , 
the centroid corresponding to (𝑋𝑋, 𝛽𝛽𝛽𝛽 ) is �𝑋̂𝑋,𝛽𝛽𝑌𝑌̂ �. Ergo, the problem of 𝑘𝑘-anonymous microaggre-
gation with preservation of statistical dependence is equivalent to that of traditional microaggrega-
tion, redefined on 𝑚𝑚𝑋𝑋 +𝑚𝑚𝑌𝑌 -dimensional data points of the form (𝑋𝑋,𝛽𝛽𝛽𝛽 ), as far as the design of 
the microaggregation function 𝑞𝑞(𝑗𝑗) is concerned. Clearly, for the practical purposes of database 
publication, only 𝑋̂𝑋 will be considered, and 𝑌𝑌̂ , merely an intermediate tool, disregarded. 

• In other words, for any 0 < 𝜆𝜆 < 1, any traditional microaggregation algorithm can be en-
hanced to incorporate the objective related to the preservation of statistical dependence, 
simply by replacing its input by the extended version �𝑥𝑥𝑗𝑗,𝛽𝛽𝑦𝑦𝑗𝑗�𝑗𝑗=1,…,𝑛𝑛. 

• Only the extreme cases 𝜆𝜆 = 0,1 are left. Clearly, for 𝜆𝜆 = 0, traditional microaggregation can 
be carried out as usual. 

• The extreme case 𝜆𝜆 = 1 in which statistical dependence is completely favored over quasi-
identifier accuracy, the problem is formally equivalent to that of traditional microaggregation 
simply by exchanging the roles of 𝑋𝑋 and 𝑌𝑌  in the design of the partition function 𝑞𝑞(𝑗𝑗). In 
this latter case, we would first microaggregate 𝑌𝑌  traditionally, and then use the resulting 
groups on 𝑋𝑋, from which we would finally compute the centroids 𝑋̂𝑋, published in lieu of 𝑌𝑌̂ . 

It is important to note that in neither case, that is, for absolutely no value of 𝜆𝜆 ∈ [0,1], does the 
microaggregation algorithm itself need to be modified at all, only its input. The experimental §V 
exploits this principle for a well-known microaggregation algorithm applied to a number of datasets. 
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B. Necessary Optimality Conditions 
As in the classical problem of optimal vector quantization for lossy source coding [], the optimal 
solution is partly characterized in terms of two necessary (but not sufficient) optimality conditions, 
one for the optimal quantizer given a reconstruction, and another for the optimal reconstruction 
given a quantizer, both a direct application of Bayes decision theory. Still in the classical problem, 
in practice, these conditions may be applied iteratively as in the Lloyd algorithm, or can inspire 
alternative, partly optimized (but not fully optimal) methods. These fundamental principles were 
first extended to 𝑘𝑘-anonymous macro- and microaggregation in [, ], further proposing an algo-
rithm, PCL, already introduced in §II.C, capable of outperforming state-of-the-art methods on a 
wide variety of standardized datasets. 

B.. Centroid Conditions 
The principle of equivalence between traditional microaggregation and its variant for preservation 
of statistical dependence may be exploited to immediately extend the necessary optimality condi-
tions of [] to the problem formulated in this paper. §III already stated the centroid conditions, a 
simple consequence of the fact that the expectation is the best MSE estimate, which we restate 
here for convenience: 

𝑥𝑥∗̂(𝑞𝑞) = arg min
𝑥̂𝑥

E ‖𝑋𝑋 − 𝑥𝑥‖̂2 = E [𝑋𝑋|𝑞𝑞]

𝑦𝑦∗̂(𝑞𝑞) = arg min
𝑦𝑦̂

E ‖𝑋𝑋 − 𝑦𝑦‖̂2 = E [𝑌𝑌 |𝑞𝑞]� . 

Unfortunately, this condition does not fully characterize an optimal solution, for two reasons. First, 
it is a necessary condition, not sufficient. Secondly, the condition is expressed in terms of a given 
microcell assignment function 𝑞𝑞(𝑗𝑗),which may or may not be optimal. 

B.. Modified Nearest-Neighbor Condition 
Similarly, the modified nearest-neighbor condition of [] is also necessary, not sufficient, and it is 
expressed in terms of the centroids, which may not be optimal. Further, it involves a real-valued 
Lagrangian regularization function 𝑐𝑐(𝑞𝑞) to ensure that certain constraints on the cell probabilities 
𝑝𝑝𝑄𝑄(𝑞𝑞) are met, including the case of 𝑘𝑘-anonymous aggregation, for which 𝑝𝑝𝑄𝑄(𝑞𝑞) ⩾ 𝑘𝑘/𝑛𝑛. The principle 
of equivalence tells us that this condition holds for the problem at hand, so long as the extended 
input (𝑋𝑋,𝛽𝛽𝛽𝛽 ) is considered instead. Precisely, under the assumption that a weighting function 𝑐𝑐(𝑞𝑞) 
exists for the given probability constraints, the optimal microcell assignment must be of the form 

𝑞𝑞∗(𝑗𝑗) = arg min
𝑞𝑞

 ��
𝑥𝑥𝑗𝑗
𝛽𝛽𝑦𝑦𝑗𝑗
� − � 𝑥𝑥(̂𝑞𝑞)𝛽𝛽 𝑦𝑦(̂𝑞𝑞)��

2
+ 𝑐𝑐(𝑞𝑞) = arg min

𝑞𝑞
 �𝑥𝑥𝑗𝑗 − 𝑥𝑥(̂𝑞𝑞)�2 + 𝛽𝛽2 �𝑦𝑦𝑗𝑗 − 𝑦𝑦(̂𝑞𝑞)�2 + 𝑐𝑐(𝑞𝑞) . 

The additive weights 𝑐𝑐(𝑞𝑞) modify the resulting Voronoi partition; larger values shrink cell sizes, 
while smaller values enlarge it, until the 𝑘𝑘-anonymity constraints are met. The result on the convex 
shape of the microcells of [] (Theor. ) also holds for the partition on the space of extended 
points (𝑥𝑥,𝛽𝛽𝛽𝛽), as well as for the cross section involving only 𝑥𝑥. 

PCL, the microaggregation algorithm proposed in the cited work [, ], resorted to the Le-
venberg-Marquardt algorithm, a method for solving systems of nonlinear equations, for the adjust-
ment of 𝑐𝑐(𝑞𝑞). The same could be done here. However, this paper emphasizes the objective of 
preserving statistical dependence over the intricate details of the underlying microaggregation 
method. This, along with the fastest running time of MDAV, led us to employ this latter algorithm 
in the experimental analysis of §V. 

Incidentally, we would like to offer a simpler proof of the statement regarding the nearest-neigh-
bor condition in [] (Theor. ). Consider a regularization function 𝑐𝑐(𝑞𝑞), and a microcell assignment 
𝑞𝑞∗(𝑗𝑗) satisfying the nearest-neighbor condition, with cell probabilities 𝑝𝑝𝑄𝑄(𝑞𝑞). Then, any other as-
signment 𝑞𝑞(𝑗𝑗) satisfying the same equality constraints must have a larger distortion, be it the dis-
tortion corresponding to the traditional case or the general case with statistical dependence. 

To see this, denote the distortion of 𝑞𝑞∗(𝑗𝑗) with 𝒟𝒟∗, and that of 𝑞𝑞(𝑗𝑗) with 𝒟𝒟. Consider the 
Lagrangian cost ℒ = 𝒟𝒟+ E 𝑐𝑐(𝑄𝑄) of 𝑞𝑞(𝑗𝑗), and similarly denote ℒ∗for 𝑞𝑞∗(𝑗𝑗). By definition, 𝑞𝑞∗(𝑗𝑗) min-
imizes the Lagrangian cost, i.e., ℒ∗ ⩽ ℒ. Because both 𝑞𝑞∗(𝑗𝑗) and 𝑞𝑞(𝑗𝑗) have the same value for 
E 𝑐𝑐(𝑄𝑄), we can immediately conclude that 𝒟𝒟∗ ⩽ 𝒟𝒟, as claimed. In the slightly more general case of 
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inequality constraints, the solution must still have certain cell probabilities, and replacing the ine-
quality constraints by equality constraints for those probabilities would yield the same result. Con-
sequently, the nearest-neighbor condition is necessary. 

As a final remark of theoretical interest, recall that we have defined the microcell assignment 
function 𝑞𝑞(𝑗𝑗) on the record index 𝑗𝑗 rather than on the data pairs (𝑥𝑥, 𝑦𝑦) of quasi-identifiers and 
confidential attributes, to accommodate the general case in which those pairs might be repeated, 
rendering any function of the form 𝑞𝑞(𝑥𝑥, 𝑦𝑦) ambiguous. Even in the case of numerical data this 
repetition is possible, especially when the data is a coarse representation with limited precision or 
within predefined numerical categories. However, in the case when the quasi-identifiers 𝑥𝑥 are not 
repeated, standard techniques for modified distortion measures in noisy quantization theory [, 
, ] may be exploited to reduce the general problem to the traditional variant, with extended 
points of the form (𝑥𝑥,𝛽𝛽 E[𝑌𝑌 |𝑥𝑥]), yielding a nearest-neighbor condition that can be expressed in 
terms of a microcell assignment function 𝑞𝑞(𝑥𝑥) on 𝑥𝑥, precisely, 

𝑞𝑞∗(𝑥𝑥) = arg min
𝑞𝑞

 ‖𝑥𝑥 − 𝑥𝑥(̂𝑞𝑞)‖2 + 𝛽𝛽2 ‖E [𝑌𝑌 |𝑥𝑥]− 𝑦𝑦(̂𝑞𝑞)‖2 + 𝑐𝑐(𝑞𝑞) . 

V. Experimental Results 
An essential aspect of our contribution consists in the empirical investigation of the formalisms 
presented in previous sections. In the necessarily limited extent of this experimental section, we 
place greater emphasis on the functional verification of the soundness of our approach, over subor-
dinate aspects of algorithmic efficiency. The last subsection preliminarily ventures an experimental 
assessment of the application of the ideas put forth here, to other microaggregation metrics and 
mechanisms beyond 𝑘𝑘-anonymity. 

A. Experimental Setup 
Precisely, we focus on capturing and illustrating the notion of preserving the statistical dependence 
between quasi-identifiers and confidential attributes in a systematic, quantifiable manner, for a 
variety of synthetic and standardized datasets. Our experiments employ one of the microaggregation 
algorithms that constitute the standard the facto in the SDC community, known as MDAV [, ], 
already introduced in §II.C. The specification of MDAV followed here is that given as Algorithm 
. in [], named “MDAV-generic”: 

. Find the centroid of the dataset, find the furthest point 𝑃𝑃  from the centroid, and find 
the furthest point 𝑄𝑄 from 𝑃𝑃 . 

. Group the 𝑘𝑘 − 1 nearest points to 𝑃𝑃  into a group, and then do the same with the 𝑘𝑘 − 1 
nearest points to 𝑄𝑄. 

. Repeat steps  and  on the remaining points until there are less than 2𝑘𝑘 points. 
. If there are 𝑘𝑘 to 2𝑘𝑘 − 1 points left, form a group with those and finish. Else, if there are 

1 to 𝑘𝑘 − 1 points, adjoin them to the last (hopefully nearest) group. 

As for the datasets considered, we first synthesize  samples of -dimensional Gaussian data 
with zero-mean, unit-variance components, and correlation coefficients . and . respectively, 
that is, with covariance matrix 

�1 𝜌𝜌
𝜌𝜌 1� 

and 𝜌𝜌 = 0.5, 0.9, respectively, signifying different degrees of statistical dependence. The first dimen-
sion is taken to represent a scalar quasi-identifier, and the second, a scalar confidential attribute. 
Additionally, two standardized datasets are considered. 

First, the numerical, standardized dataset “Census”, was used in the project “computational 
aspects of statistical confidentiality” (CASC) [], and has since then been served as a widely spread 
comparison test in the SDC literature. It contains  records with  numerical attributes, from 
which the first  attributes are taken as quasi-identifiers, and the remaining  as confidential at-
tributes. In addition to CASC, examples of research studies utilizing this dataset include [, ]. 
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The second standardized dataset is “Tarragona”, containing  records with  numerical at-
tributes. Just as before, the first  attributes are taken as quasi-identifiers, and the remaining  as 
confidential. Aside from the CASC project, this dataset has been used, for instance, in [, , , 
, ]. An interesting property of this dataset is that it is resistant against microaggregation algo-
rithms that exploit variable-size strategies, natural clusters and heavy skewness of the data, such 
as 𝜇𝜇-Approx [] or VMDAV [], making MDAV the best choice. 

We follow the common practice of normalizing each column of the data set for zero mean and 
unit variance. We explored a reasonably wide range of target anonymity constraints, 𝑘𝑘 =
50, 100, 200, 500 for the synthetic, Gaussian datasets, and 𝑘𝑘 = 5, 10, 20, 50, 100 for the standardized 
datasets, broadly representative of the values in the microaggregation literature. Observe that since 
every column of the dataset underwent unit-variance normalization, the total variance of the dataset 
is its number of dimensions. Because our measure of distortion is normalized by the number of 
dimensions, as we mentioned in §III.A, the distortions 𝒟𝒟𝑋𝑋 and 𝒟𝒟𝑌𝑌  for quasi-identifiers and confi-
dential attributes reported here are equivalent to the popular SDC measure of sum of squared errors 
(SSE) divided by sum of squared total (SST), always in the range [0,1]. 

In all cases, the Lagrangian multiplier 𝜆𝜆 regulating the trade-off between 𝒟𝒟𝑋𝑋 and 𝒟𝒟𝑌𝑌  takes on 
values from  to  in steps of ., thus 𝜆𝜆 = 0, 0.1, 0.2,… , 0.9, 1. As explained in §IV.A, for any 𝜆𝜆 ∈
(0,1) MDAV is fed data pairs of the form (𝑥𝑥,𝛽𝛽𝛽𝛽), where 𝑥𝑥 represents quasi-identifiers and 𝑦𝑦 confi-
dential attributes, and 𝛽𝛽 is the normalized form of 𝜆𝜆 defined in that section. The extreme cases 
𝜆𝜆 = 0, 1 are more simply handled with inputs 𝑥𝑥 and 𝑦𝑦, respectively, as detailed in the aforementioned 
section. Bear in mind that because MDAV is a heuristic algorithm, it cannot guarantee that the 𝑘𝑘-
anonymous partition minimize the Lagrangian distortion 𝒟𝒟. Consequently, in principle, the 𝒟𝒟𝑋𝑋-
𝒟𝒟𝑌𝑌  trade-off curves may be neither convex nor decreasing. 

B. Experimental Findings 
The first set of plots, in Fig. , shows the quasi-identifier distortion 𝒟𝒟𝑋𝑋 and the confidential-attrib-
ute distortion 𝒟𝒟𝑌𝑌  as a function of the anonymity parameter 𝑘𝑘, for the extreme values of the La-
grangian multiplier 𝜆𝜆 = 0, 1. Recall that 𝜆𝜆 = 0 corresponds to traditional microaggregation, whereas 
𝜆𝜆 = 1 represents the case in which the preservation of statistical dependence is completely favored 
over quasi-identifier distortion. The plots confirm the intuition that 𝒟𝒟𝑋𝑋 ⩽ 𝒟𝒟𝑌𝑌  for 𝜆𝜆 = 0, and con-
versely for 𝜆𝜆 = 1. Naturally, either distortion increases with 𝑘𝑘, although not to the same extent. 
Indeed, the objective distortion, that is, 𝒟𝒟𝑋𝑋 for 𝜆𝜆 = 0 and 𝒟𝒟𝑌𝑌  for 𝜆𝜆 = 1 ,drastically improves with 
lower 𝑘𝑘. However, the changes in the secondary distortion, that is, 𝒟𝒟𝑌𝑌  for 𝜆𝜆 = 0 and 𝒟𝒟𝑋𝑋 for 𝜆𝜆 = 1, 
should be more pronounced and closer in value to the distortion objective in the case of greater 
statistical dependence, as the plots with synthetic data illustrate. 

Figs. – plot an approximation with MDAV to the trade-off between quasi-identifier distortion 
𝒟𝒟𝑋𝑋.and confidential-attribute distortion 𝒟𝒟𝑌𝑌  for various values of the 𝑘𝑘-anonymity parameter and 
the Lagrangian multiplier 𝜆𝜆. As expected, for a given 𝑘𝑘, 𝒟𝒟𝑌𝑌  as a function of 𝒟𝒟𝑋𝑋 is roughly decreas-
ing and convex, as one might expect from the considerations made in §III.B, although not exactly 
so because MDAV is merely a heuristic algorithm which cannot guarantee the optimization of the 
Lagrangian, combined distortion 𝒟𝒟. For greater values of the minimum cell size 𝑘𝑘, both distortions 
consistently increase. This distortion scaling causes the trade-off to become sharper for lower values 
of 𝑘𝑘, and weaker for higher values. Because distortions are normalized in the range [0,1], higher 
values of the anonymity parameter 𝑘𝑘 will tend to produce distortions closer to the upper bound . 
For extremely large cells, the trade-off would collapse to the point (1,1) on the 𝒟𝒟𝑋𝑋-𝒟𝒟𝑌𝑌  plane. A 
sharper trade-off, as that found for low 𝑘𝑘, means that a significant gain in in 𝒟𝒟𝑌𝑌  may be attained 
at the expense of a small cost in 𝒟𝒟𝑋𝑋. In all four datasets, the trade-off corresponding to the lowest 
value of 𝑘𝑘 starts as a steeply descending curve for 𝜆𝜆 = 0. This practical implication of this observa-
tion is that for microaggregation with low anonymity parameter 𝑘𝑘 may be well worth considering 
the multiobjective criterion proposed in this work in order to preserve statistical dependence, even 
if 𝜆𝜆 ≃ 0, for a small price in quasi-identifier distortion. 
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The cost analysis argument just made becomes more apparent in the normalized version of the 
trade-off plots displayed in Figs. –, in which in lieu of the absolute distortions 𝒟𝒟𝑋𝑋 and 𝒟𝒟𝑌𝑌  we 
compute the relative increments 

𝒟𝒟𝑋𝑋(𝜆𝜆)−𝒟𝒟𝑋𝑋(0)
𝒟𝒟𝑋𝑋(0) 

   and   𝒟𝒟𝑌𝑌 (𝜆𝜆)−𝒟𝒟𝑌𝑌 (0)
𝒟𝒟𝑌𝑌 (0) 

, 

with respect to the traditional case 𝜆𝜆 = 0, and where distortions are now denoted as functions of 
the Lagrangian parameter. The dotted line is the line for which the relative improvement (negative 
increment) in statistical dependence equals the relative degradation (positive increment) in quasi-
identifier distortion. As we can see in both of the real-world datasets tested, in terms of the trade-
off between quasi-identifier distortion and statistical dependence, the formulation proposed in this 
work represents quite an advantage with respect to traditional microaggregation, especially for low 
𝜆𝜆, which would hardly alter the partition obtained, and low anonymity parameter 𝑘𝑘. 

Finally, we remarked in §III.B that preserving statistical dependence might in principle nega-
tively contribute the diversity of confidential attributes within a microcell. That is, improving the 
predictability of the confidential attributes within the microcells might have a negative impact on 
the similarity and skewness vulnerabilities already present in traditional microaggregation. In order 
to investigate this potential effect, we define a measure of average diversity ℓavg as follows. For both 
“Census” and “Tarragona”, our real-world, standardized datasets, after the customary unit-variance 
normalization and once microaggregation has been carried out, the -dimensional confidential at-
tributes are finely quantized with an interval width of . for each dimension. For “Census”, this 
fine quantization produces  distinct categories for the least diverse dimension, and  along the  
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Fig. . Quasi-identifier distortion 𝒟𝒟𝑋𝑋 and confidential-attribute distortion 𝒟𝒟𝑌𝑌  versus anonymity 𝑘𝑘, for extreme 
values of the Lagrangian multiplier 𝜆𝜆 = 0, 1, and for synthetic, Gaussian data, with 𝜌𝜌 = 0.5, 0.9. 
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Fig. . Trade-off between quasi-identifier distortion 𝒟𝒟𝑋𝑋.and confidential-attribute distortion 𝒟𝒟𝑌𝑌 , for Gaussian 
data with 𝜌𝜌 = 0.5, for (a) various values of the 𝑘𝑘-anonymity parameter and the Lagrangian multiplier 𝜆𝜆, and 
(b) viewed as relative distortion increments with respect to the extreme cases of 𝜆𝜆 = 0, 1. 
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Fig. . Trade-off between quasi-identifier distortion 𝒟𝒟𝑋𝑋.and confidential-attribute distortion 𝒟𝒟𝑌𝑌 , for Gaussian 
data with 𝜌𝜌 = 0.9, for (a) various values of the 𝑘𝑘-anonymity parameter and the Lagrangian multiplier 𝜆𝜆, and 
(b) viewed as relative distortion increments with respect to the extreme cases of 𝜆𝜆 = 0, 1. 
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Fig. . Trade-off between quasi-identifier distortion 𝒟𝒟𝑋𝑋.and confidential-attribute distortion 𝒟𝒟𝑌𝑌 , for the “Cen-
sus” dataset, for (a) various values of the 𝑘𝑘-anonymity parameter and the Lagrangian multiplier 𝜆𝜆, and (b) 
viewed as relative distortion increments with respect to the extreme cases of 𝜆𝜆 = 0, 1. 
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Fig. . Trade-off between quasi-identifier distortion 𝒟𝒟𝑋𝑋.and confidential-attribute distortion 𝒟𝒟𝑌𝑌 , for the “Tar-
ragona” dataset, for (a) various values of the 𝑘𝑘-anonymity parameter and the Lagrangian multiplier 𝜆𝜆, and (b) 
viewed as relative distortion increments with respect to the extreme cases of 𝜆𝜆 = 0, 1. 
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most diverse. For “Tarragona”, the number of categories ranges from  to . Next, for each of 
the microcells obtained and each of the  dimensions, the diversity, that is, the number of different 
values of the corresponding confidential attribute is computed. The minimum diversity across the 
dimensions is then found for each cell, and these minima are finally averaged across cells. Thus, ℓavg 
is really a between-group average of within-dimension minima; mathematically, 

ℓavg = 1
|Q|

�min
𝑖𝑖
 ���𝑦𝑦𝑖𝑖𝑖𝑖 Δ⁄ ��𝑞𝑞(𝑗𝑗) = 𝑞𝑞��

|Q|

𝑞𝑞=1
, 

with Δ = 0.2. The minimum across dimensions characterizes which confidential attribute is most 
exposed to a similarity attack. The average across groups measures the typical privacy risk incurred. 
Clearly, 1 ⩽ ℓavg ⩽ 𝑘𝑘max, with 𝑘𝑘max ⩾ 𝑘𝑘 representing the size of the largest microcell. 

As Fig.  shows, quite conveniently and somewhat contrary to intuition, there is hardly any 
negative impact on the diversity measure ℓavg due to preservation of statistical dependence with 
𝜆𝜆 > 0, although as one might expect, this impact starts to become marginal towards higher values 
of the Lagrangian multiplier 𝜆𝜆 ≃ 1, for which statistical dependence is favored over quasi-identifier 
distortion. This behavior is particularly convenient for the case of low 𝑘𝑘, precisely the case for which 
the advantage of our formulation over traditional microaggregation is more noticeable. A likely 
explanation is that while diversity and statistical dependence are conceptually opposing objectives, 
and any reformulation of the problem of microaggregation should inherit this fundamental challenge, 
the metrics used for each of these contrasting aspects differ considerably. On the one hand, diversity 
relates to distinct values, in a more qualitative manner once the quantization interval Δ is fixed, 
whereas predictability is measured here as a quadratic error, for which the specific quantities in-
volved matter. 

C. Quick Glance at Microaggregation beyond 𝑘𝑘-Anonymity 
We have stressed that the focus of this work is on 𝑘𝑘-anonymous microaggregation, in the sense that 
the risk of disclosure of private information is measured by means of 𝑘𝑘-anonymity, and the formu-
lation developed in this paper concordantly assumes an underlying 𝑘𝑘-anonymous microaggregation 
algorithm, such as MDAV. The necessarily limited scope of our contribution must leave any ex-
haustive analysis of other metrics and mechanisms that do not conform with the 𝑘𝑘-anonymity 
approach, irrespective of their potential interest, for future investigation. Having stressed that, 
inspired by [], we preliminarily venture an experimental assessment of the application of the ideas 
put forth here, to other microaggregation metrics and mechanisms beyond 𝑘𝑘-anonymity(a). Said 
experiments are by no means exhaustive, but merely a quick glance at the question. 

(a) We gratefully acknowledge the insightful remarks of an anonymous reviewer encouraging us to pursue this 
avenue. 
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Fig. . Small degradation of the diversity measure ℓavg as 𝜆𝜆 increases towards favoring statistical dependence 
over quasi-identifier distortion, for the standardized datasets “Census” and “Tarragona”. 
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Specifically, we draw upon the algorithmic variation of MDAV in [], enforcing the prepartition 
of quasi-identifiers into contiguous blocks. MDAV is then carried out on each block of quasi-identi-
fiers separately, and the final, protected quasi-identifiers are the direct juxtaposition of those per-
turbed blocks, preserving the original arrangement. We shall see that prepartitioning along the 
attribute domain enables us to reduce the distortion introduced in the perturbation of quasi-iden-
tifiers. Unfortunately, that gain in utility is not without a considerable impact on anonymity. 

We must notice that in the extreme case in which those blocks are narrowed down to scalar 
attributes, optimal microaggregation techniques may be used, with the caveat that the overall pro-
cedure will in general be suboptimal. Because the computational cost of MDAV is affine with the 
number of attributes aggregated, prepartitioning in the attribute domain, rather than the record 
domain, offers no better running time. 

Most importantly, in microaggregation with prepartition in the attribute domain, 𝑘𝑘-anonymity 
is enforced along each block, but not guaranteed on the joint collection of quasi-identifiers. Further, 
a measure of disclosure risk alternative to 𝑘𝑘-anonymity may be employed, by means of a well-known 
potential attack against any SDC methods relying on perturbation of the quasi-identifiers. 

The attack, called distance-based record linkage [], attempts to reidentify the original quasi-
identifier 𝑥𝑥, for each perturbed quasi-identifier 𝑥𝑥,̂ simply by selecting the nearest value in Euclidean 
distance among all other quasi-identifiers. To better handle shifting and scaling discrepancies, but 
also to counter the normalization often carried out as part of the microaggregation process, prior 
to measuring said distances, the attack carries out a zero-mean, columnwise unit-variance normali-
zation of the collections of unperturbed and perturbed values. Mathematically, for any perturbed 
record 𝑥𝑥,̂ the attacker guesses 

arg min
𝑥𝑥
� 𝑥𝑥 − 𝜇𝜇
𝜎𝜎

− 𝑥𝑥̂ − 𝜇𝜇̂
𝜎̂𝜎
 �
2
 

as a potential match, where 𝜇𝜇 and 𝜎𝜎 denote the mean and standard deviation of the set of original 
records, and 𝜇𝜇 ̂and 𝜎̂𝜎 those of the set of perturbed records. Unless the perturbation introduced is 
significant, the latter normalization is hardly noticeable. The distance-based linkage disclosure 
(DLD) metric is simply the fraction of perturbed records that may be correctly linked in this 
manner. 

For the standardized dataset “Census”, introduced in §V.A, once again we use the first 𝑚𝑚𝑋𝑋 = 6 
attributes as quasi-identifiers, and the remainder 𝑚𝑚𝑌𝑌 = 7 as confidential. We implement a modifi-
cation of the MDAV algorithm with prepartitioning in the quasi-identifiers in contiguous blocks of 
sizes 𝑏𝑏 = 2, 4, 6, where the case 𝑏𝑏 = 𝑚𝑚𝑋𝑋 formally represents microaggregation without prepartition-
ing at all, as carried out in §V.B. Each block of quasi-identifiers is individually microaggregated, 
with a common anonymity parameter 𝑘𝑘 = 10, along with the entire set of confidential attributes, 
with a common value of the Lagrangian multiplier 𝜆𝜆 weighing the relevance placed on the preser-
vation of statistical dependence. The resulting method is the natural combination of the attribute 
prepartitioning strategy employed in [], and the novel formalism introduced in this work. 

We measure the quasi-identifier distortion 𝒟𝒟𝑋𝑋 as a function of the weight 𝜆𝜆, for the various 
block sizes 𝑏𝑏 aforementioned, in Fig. . As expected, reducing the block size also reduces the dis-
tortion incurred, and as more weight is given to the preservation of statistical dependence, the 
distortion is increased. The curve for 𝑏𝑏 = 6 is perfectly consistent with that for 𝑘𝑘 = 10 in Fig. , 
where we observed that a slight increase of 𝜆𝜆 with respect to traditional microaggregation would 
hardly make a dent on quasi-identifier distortion, while providing a valuable improvement in preser-
vation of statistical dependence, but extreme values of 𝜆𝜆 might not be desirable. 

For traditional microaggregation without preservation of statistical dependence, that is, 𝜆𝜆 = 0, 
the reduction in distortion achieved by prepartitioning in the attribute domain is significant, as it 
halves for 𝑏𝑏 = 3, and once again for 𝑏𝑏 = 2 with respect to 𝑏𝑏 = 3. As 𝜆𝜆 increases, the microcells 
selected by the modified MDAV algorithm favors the confidential attributes, making this selection 
identical in the extreme case when 𝜆𝜆 = 1. 

Unfortunately, the distortion reduction due to prepartitioning, in addition to violating 𝑘𝑘-ano-
nymity in the strict sense, jointly on all quasi-identifiers, still has a significant price in disclosure 
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risk, measured as DLD. As Fig.  reports, the ambitious partitioning into blocks of size 𝑏𝑏 = 2 leads 
to a probability of record linkage nearing full disclosure. 

The following intuitive argument helps shed some light on the distortion reduction due to at-
tribute prepartitioning, at the expense of disclosure risk. For 𝑛𝑛 records with 𝑚𝑚𝑋𝑋 quasi-identifiers 
partitioned into blocks of length 𝑏𝑏, after each block is individually microaggregated with an ano-
nymity parameter 𝑘𝑘, ⌊𝑛𝑛/𝑘𝑘⌋ cells are obtained for each of the ⌊𝑚𝑚𝑋𝑋/𝑏𝑏⌋ blocks, which partition the 
joint space of quasi-identifiers into 

�𝑛𝑛 𝑘𝑘⁄ �
�𝑚𝑚𝑋𝑋

𝑏𝑏� � 

potential cells, each with its corresponding reconstruction centroid. For the experiment in question, 
𝑛𝑛 = 1080, 𝑘𝑘 = 10, 𝑚𝑚𝑋𝑋 = 6, and 𝑏𝑏 = 2, so that the number of potential cells is 1083 = 1 259 712, 
orders of magnitude larger than the number or records, 1080. Although many of those cells will be 
empty, the discriminatory potential of the large combination of centroids produced by microaggre-
gation with prepartitioning in the attribute domain suffers from the so-called curse of dimension-
ality, and while reducing distortion, it may also lead to a severe risk of disclosure, with many cells 
containing very few or even single records. Hence, caution must be exerted when using such algo-
rithms, especially in the traditional case 𝜆𝜆 = 0. As the multiplier 𝜆𝜆 increases and the microaggre-
gation process relies more on the confidential attributes than on the partitioned quasi-identifiers, 
the end result will resemble that without prepartitioning, that is, that for 𝑏𝑏 = 6 = 𝑚𝑚𝑋𝑋, dampening 
the utility gain along with the privacy loss, thereby easing the trade-off in between. 

As expected for microaggregation without quasi-identifier prepartitioning, that is, 𝑏𝑏 = 6, DLD 
is approximately 1/𝑘𝑘 for 𝜆𝜆 = 0, diminishing as 𝜆𝜆 increases and the quasi-identifier microcells con-
structed depend less on the quasi-identifiers. If the confidential attributes were statistically inde-
pendent, which is clearly not the case, DLD would vanish towards 1/𝑛𝑛 and 𝒟𝒟𝑋𝑋 would grow to  as 
𝜆𝜆 increases. Also in 𝑘𝑘-anonymous microaggregation without prepartitioning and distinct quasi-iden-
tifiers, irrespective of 𝜆𝜆, because microcells are not Voronoi cells, and the closest point to a centroid 
may actually be outside the cell, the number of linked records is at most the number |Q| of (non-
empty) cells. Consequently, for any form of unpartitioned microaggregation, that is, 𝑏𝑏 = 𝑚𝑚𝑋𝑋, 

DLD ⩽ |Q|
𝑛𝑛
⩽ 1
𝑘𝑘

, 

where 𝑛𝑛 |Q|⁄ ⩾ 𝑘𝑘 is the average number of points per cell, the average-case analog of 𝑘𝑘-anonymity, 
and where the latter inequality would hold with equality if 𝑛𝑛 were a multiple of 𝑘𝑘. For 𝜆𝜆 = 0, one 
may expect these bounds to constitute a close approximation. For 𝜆𝜆 = 0, 𝑚𝑚𝑋𝑋 = 1 and 𝑛𝑛 a multiple 
of 𝑘𝑘, optimal microaggregation would indeed tighten them. 
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Fig. . For the standardized dataset “Census”, taking the first 𝑚𝑚𝑋𝑋 = 6 attributes as quasi-identifiers and the 
rest 𝑚𝑚𝑌𝑌 = 7 as confidential, we analyze the effect on the quasi-identifier distortion 𝒟𝒟𝑋𝑋 of microaggregation 
with 𝑘𝑘 = 10 and prepartitioning in the quasi-identifier domain with various block sizes 𝑏𝑏 = 2, 4, 6, as 𝜆𝜆 increases 
towards favoring statistical dependence over quasi-identifier distortion. The significant disclosure risk incurred 
is similarly measured, in terms of DLD. 
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It was pointed out to us that, as a general principle, the degradation in disclosure risk may be 
significantly affected by the precise manner in which quasi-identifiers are partitioned, as demon-
strated in [] for traditional microaggregation. In the context of the problem proposed here, where 
microaggregation further strives to preserve statistical dependence, the study of partitioning strat-
egies acquires special relevance, and certainly constitutes an intriguing avenue for future investiga-
tion. 

VI. Conclusion 
As scientific and technological progress unfolds, our everyday lives are becoming inextricably en-
tangled with the digital world. Modern statistical data analysis technologies with proven success in 
virtually all fields, including data mining, machine learning and big-data analysis, are becoming 
gradually ubiquitous in applications as diverse as targeted advertising, recommendation systems 
and collaborative tagging, social networks, e- and m-health, demographic databases with various 
scientific purposes, and e-voting. While the technological development is unquestionable, the sus-
tainable availability of any form of potentially sensitive data hinges on the consent of the people 
involved, and that consent in turn depends on the privacy guarantees offered by such sophisticated 
information systems. 

Traditional 𝑘𝑘-anonymous microaggregation, arguably an essential building block in the control 
of the disclosure of statistical databases, has been formulated to characterize both the privacy 
attained and the inherent information loss incurred due to the necessary perturbation of the quasi-
identifiers. Because the ulterior purposes of such databases involves the analysis of the statistical 
dependence between demographic attributes and sensitive data, we must articulate mechanisms to 
enable the preservation of the statistical dependence between quasi-identifiers and confidential at-
tributes, beyond the mere degradation of the quasi-identifiers alone. 

This work addresses the problem of 𝑘𝑘-anonymous microaggregation with preservation of statis-
tical dependence in a formal, systematic manner, naturally modeling statistical dependence as pre-
dictability of the confidential attributes from the perturbed quasi-identifiers. We proceed by 
introducing a second MSE term in a combined Lagrangian cost that enables us to regulate the 
trade-off between quasi-identifier distortion and the confidential-attribute predictability. A Lagran-
gian multiplier enables us to gracefully control the importance of each of the two competing objec-
tives. 

From a broad perspective, we have acknowledged that the formulation of any privacy-utility 
problem relies on the appropriateness of the criteria optimized. These criteria depend, in turn, on 
the specific application, on the statistics of the data, on the degree of data utility we are willing to 
compromise, and on the adversarial model and the mechanisms against privacy contemplated. We 
have also mentioned that, thanks to its mathematical, algorithmic tractability, 𝑘𝑘-anonymity is al-
most universally accepted as a measure of privacy in SDC, at least as a starting point for the design 
and evaluation of microaggregation algorithms. An entirely analogous argument can be made for 
our multiobjective criterion for preservation of statistical dependence. Although we cannot claim 
for it to be appropriate for any and all applications, our criterion inherits the fundamental ad-
vantages of the widely accepted MSE for measuring the information loss due to the perturbation of 
quasi-identifiers. 

The formulation of the generalized form of microaggregation developed here enjoys the mathe-
matical, algorithmic appeal of being formally reducible to traditional microaggregation, where the 
distortion of numerical data is measured by means of a simple MSE term. This permits the ready 
application of results on necessary optimality of 𝑘𝑘-anonymous aggregation developed in our own 
previous work. More pragmatically, it also allows the implementation of this generalized variant 
without any modification to the underlying microaggregation algorithm, simply by modifying the 
input vector containing quasi-identifier values to append a weighted version of the confidential 
attributes. 

Experimental results on a number of synthetic and real-world, standardized datasets confirm 
the practical applicability of our formalism, even if as a candidate mechanism to contemplate for 
certain types of data. A conservative application of our approach would entail small values of the 
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Lagrangian multiplier, allowing placing greater emphasis on the objective optimized in traditional 
microaggregation, while not completely disregarding statistical dependence. Specially for moder-
ately small values of the Lagrangian multiplier and the anonymity parameter 𝑘𝑘, we attain important 
gains in the preservation of this dependence, at the expense of a hardly significant degradation of 
quasi-identifier distortion. 

Although the necessarily limited scope of our contribution contemplates only numerical data, 
MSE and a single yet widely used microaggregation algorithm, MDAV, many of the ideas put forth 
here might be further extended to additional microaggregation algorithms, such as PCL, and to 
categorical data, by means of general distortion measures to quantify quasi-identifier distortion and 
prediction error in confidential attributes. The scope of our work also leaves for future investigation 
any exhaustive analysis of other metrics and mechanisms that do not conform to the 𝑘𝑘-anonymity 
approach. Still, we preliminarily venture a brief experimental assessment of the application of the 
ideas put forth here to distance-based record linkage and microaggregation with prepartitioning 
along the attribute domain. 

All things considered, we believe that the method proposed here is a formally sound, readily 
applicable approach for the important yet often neglected problem of preserving statistical depend-
ence in 𝑘𝑘-anonymous microaggregation. Far from being a closed development, our formalism may 
very well open a prolific avenue for future investigation, both benefitting from and contributing to, 
much of the theoretical and algorithmic work on microaggregation carried out to date. 
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