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Abstract

Users want to know the reliability of the recommendations; they do
not accept high predictions if there is no reliability evidence. Recom-
mender systems should provide reliability values associated with the pre-
dictions. Research into reliability measures requires the existence of sim-
ple, plausible and universal reliability quality measures. Research into
recommender system quality measures has focused on accuracy. More-
over, novelty, serendipity and diversity have been studied; nevertheless
there is an important lack of research into reliability/confidence quality
measures.

This paper proposes a reliability quality prediction measure (RPI )
and a reliability quality recommendation measure (RRI ). Both quality
measures are based on the hypothesis that the more suitable a reliabil-
ity measure is, the better accuracy results it will provide when applied.
These reliability quality measures show accuracy improvements when ap-
propriated reliability values are associated with their predictions (i.e. high
reliability values associated with correct predictions or low reliability val-
ues associated with incorrect predictions).

The proposed reliability quality metrics will lead to the design of brand
new recommender system reliability measures. These measures could be
applied to different matrix factorization techniques and to content-based,
context-aware and social recommendation approaches. The recommender
system reliability measures designed could be tested, compared and im-
proved using the proposed reliability quality metrics.

1 Introduction

In the Recommender Systems (RS) field, confidence or reliability has been de-
fined as [7] “How sure the recommender system is that its recommendation is
accurate”. Quality metrics are a key factor for researchers in Collaborative
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Filtering (CF) RS. By combining quality measures (QM) and open datasets, re-
searchers can improve results from previous works. RS researchers have focused
on accuracy QM to test their methods and algorithms. Nevertheless, reliabil-
ity measures (RM) and reliability quality measures (RQM) did not have the
importance of accuracy or novelty research.

We claim RM are very important to RS users, since we know prediction
and recommendation values have only a relative meaning. Electronic commerce
clients usually look up the number of users that have rated products; we prefer
a 4-star rated product based on 50 opinions to a 4.5 -star rated product based
on 2 opinions. In this case, the client naive quality metric is just the number of
opinions. Sometimes we check the mass function of opinions: we prefer a 3-star
product based on twenty 3-star opinions to a 3-star product based on ten 1-star
and ten 5-star opinions.

Following the above examples, an electronic commerce website could design
a really simple RM combining both the number of ratings and the inverse of
the rating’s standard deviation. Additionally, it could add some other useful
information such as the KNN number of neighbors involved in the prediction,
content-based information, etc. This electronic commerce website could provide
each client recommendation with the pair: 〈number of stars, reliability value).
Clients would understand this information as a set of their friends recommending
some films: “we believe you will really love film A, but we are pretty sure you
will like film B”; Film A ⟨0.95, 0.60⟩, Film B ⟨0.70, 0.92⟩.

It is necessary to know the difference between a RM and a RQM. The first one
assigns reliability values to each 〈user,item〉 prediction; the second one applies a
testing strategy (such as cross-validation) to obtain the quality of the reliability
values, that is the quality of the RM. Fig. 1 shows these concepts.

As can be seen in Fig. 1, RM or reliability methods provide reliability val-
ues (Lu, i). These values can be obtained in the same RS stage that returns
predictions, or they can be obtained using separate algorithms or methods. Us-
ing machine learning techniques (such as matrix factorization), reliability values
could be obtained: a) directly from a modified machine learning algorithm, b)
from the generated model (factorized matrices in the MF example). As far as
we know there are no RS methods to get 〈prediction, reliability¿ pairs from
machine-learning models only based on rating datasets; this is an important
open research field that requires reliability quality metrics (such as the ones
proposed) to be explored.

From Fig. 1 we can determine that testing reliability quality (vertical ar-
row) is different to obtaining reliability values (horizontal arrow). Whereas this
paper focuses on testing RS reliability quality, obtaining reliability values from
machine learning techniques or models will require specific research and will
generate new publications.

Researchers can design a variety of RS-RM: a) based on the RS’ nature and
its data: content-based, collaborative, demographic, social, location-aware, etc.
b) based on their filtering approaches: KNN, matrix factorization, bio-inspired
methods, etc. It is necessary to test each proposed RM result, comparing each
new approach with the existing ones. This process will lead us, as researchers,
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Figure 1: Reliability measures and reliability quality measures.

to improve the reliability values we provide to users, via their online service
companies.

Testing RM requires some general, simple and suitable reliability quality
metrics, e.g. for testing prediction and recommendation measures we generally
use simple accuracy quality metrics: MAE, precision, recall, etc. The reliability
quality metrics designed should be general enough to test reliability values com-
ing from social filtering, KNN, matrix factorization methods, etc. They should
be simple enough to be universally adopted and they should be based on an
acceptable RS concept.

As far as we know, there is a lack of general purpose reliability CF-QM,
such as the ones used to test accuracy or novelty: [13] “while it appears to
be acknowledged in the literature that an accurate estimation of prediction
confidence would be of great use, little systematic research has been published
toward this goal”. Early papers use the term “confidence” to define users’ trust
in the system recommendations [7, 5, 18]. Later, some RM were established to
assign confidence values associated to KNN [4, 14] parameters, [9, 15] such as
the neighborhood similarities to the active user.

Currently, the term “reliability” is often used. There are a variety of pa-
pers that incorporate social network trust relation RM to improve RS accuracy
results [16, 12]. CF reliability values have also been used to provide RS vi-
sual representations [8, 10]. Finally, there are a few papers [13, 9] that provide
general purpose CF-RM and a tailored method to test their quality.
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In order to focus our proposal, we will briefly review existing solutions,
and how they have been refined over the years. Fig. 2 shows the evolution
experienced by the way of measuring RS reliability quality. Graphs a) to e)
represent the state of the art, while graph f) outlines the proposal presented in
this paper.

Figure 2: Historical evolution on the reliability quality field (from a to e) and
our proposal (f)

When suitable RQM methods did not exist, SR in operation provided users
with explicit values that clients could use as reliability information. The most
significant examples are the number of clients rating a product or the number
of comments received by an item: Fig. 2a.

From the year 2000, publications appeared that focused on the way of mea-
suring RS quality [7, 17, 18]. These publications focused on how to numerically
achieve the accuracy of predictions and recommendations. They incorporate sec-
tions containing general concepts to measure other quality objectives “beyond
accuracy”, such as novelty, diversity, serendipity and confidence. Indications
in these papers for RQM focus mainly on exposing a concept: values of confi-
dence (reliability) and values of accuracy must be related, “Probability that the
predicted value is true” [17]; Fig. 2b.

Currently, two papers have appeared providing the quality of reliability ap-
proaches. One of these papers [9] proposes a method to create CF-RM. To test
RM qualities it establishes several reliability thresholds and, using graphs, it
proves that “the more reliable a prediction, the less liable it is to be wrong” [9]:
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Fig. 2c. Some other experiments in paper [9] present the concept of the “confi-
dence curve”: prediction reliability values are compared with prediction errors
values. The expected behavior is an inverse relationship between reliability and
error: Fig. 2d. Mazurowski [13] shows a method to find the quality of the RM;
this method is based on the confidence curve analysis: Fig. 2e.

Our proposal (Fig. 2f) is to provide a RQM. Unlike graphs, curves and
methods, QM allows us to obtain quality values in a direct, simple and universal
way, free of ambiguities and variations in implementation. We will use the
method described in [13] as baseline that we will compare with our proposed
RQM.

The next section, “Related work”, selects the most significant references.
Section 3, “Proposal”, explains the design considerations of the proposed RQM.
Section 4, “Fundamentals”, formalizes the details of the RQM designed. Sec-
tion 5, “Experiments”: a) introduces the scope and design of the paper’s experi-
ments, b) defines each RM tested, c) explains the baseline method, d) shows the
quality results of both reliability predictions and reliability recommendations,
and e) provides a discussion on the most significant results. Finally, Section 6
provides the main conclusions of the paper and future works.

2 Related work

In order to design a suitable reliability quality metric we need to understand
the different approaches used to establish RM. Several reliability/confidence
measures have been proposed, some of them focusing on specific areas: trust,
social information, context-aware, etc. KNN based RM are often proposed.

The classic paper [7] differentiates the terms strength (prediction value) and
confidence (reliability value) in a recommendation. They explain confidence
as “how sure the recommender system is that its recommendation is accurate”.
This paper does not provide any specific confidence QM. The contribution made
by our paper is to take the principles of the classic papers [3, 7, 5, 17, 19] and
translate them into two formalized, unambiguous and easy to implement RS-
RQM.

In [6] the authors claim that suitable RS explanations of recommendations
lead to increased user confidence. They show a simple confidence interval of
1-5 stars as an explanation for movie recommendations; they argue users can
benefit from observing these confidence scores. From the user’s point of view,
“RS preference ratings are malleable and can be significantly influenced by the
recommendation received. The effect is sensitive to the perceived reliability
of a RS and, thus, not a purely numerical or priming-based effect” [1]. This
approach is original, and has recently been expanded in [8]. It shows processed
information to the user, as reliability evidence. These papers [1, 6, 8] cover the
model in Fig. 2a. Our approach covers the alternative option: to calculate each
reliability value from the rating matrix [13, 9, 15, 12]. Reliability values can be
used in different phases of RS; e.g. recommendation explanations, improving
accuracy, etc.
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McLaughlin and Herlocker [14] create a “belief difference distribution” indi-
cating the belief in the prediction values. The intuition is that the less similar
a neighbor is to the active user, the less belief we have that the neighbor’s ob-
served rating is the correct rating for the active user. This approach allows us
to define a simple RM based on the KNN method. We provide an alternative,
in which KNN-RM is taken as the variability of the neighborhood votes of each
active user.

Shani and Gunawardana [17] define confidence in the recommendation as the
system’s trust in its recommendations or predictions. It shows the most common
measurement of confidence to be the “probability that the predicted value is
true, or the interval around the predicted value where a predefined portion of the
true values lie”. Our paper takes this same reasoning as a hypothesis. Finally,
[17] found that users liked receiving some recommendations of items that they
were already familiar with. They determined that to increase user confidence
in the system, it is very important to find credible (known) recommendations.

Koren and Sill [11] predict a full probability distribution of the expected
item ratings, rather than only a single score for an item. One of the advan-
tages this approach brings is a novel method to estimate the confidence level in
each individual prediction. Mazurowski [13] proposes several confidence (relia-
bility) measures for individual rating predictions. They use the dataset ratings
to extract confidence values associated to rating values. Mazurowski [13] also
provides a method to obtain the quality of the RM. As far as we know, this
method is the best RQM approach published, so we have adopted it as baseline
for the RQM we propose in our paper. The reliability term is also used in the
RS context as a QM to weight some other parameter, such as in [2], where they
introduce weights for neighbor selection. From the CF-KNN method, papers
[2, 11, 14] implement probabilistic functions and weights to infer reliability val-
ues. Although their strategy is adequate and it obtains reasonable results, it
suffers from generality because their approaches are KNN centered.

The reliability concept was used to weight the confidence of users and infor-
mation. This concept has been currently used, in the RS field, to establish a
RM to improve accuracy of trust-aware recommender systems [15, 16, 12]. They
assign reliability to users to improve the trust network. Trust and reliability
have been combined in several papers. Often, this approach can only be applied
to datasets incorporating additional information, such as content-based data or
folksonomies. What we propose in this paper can be applied to any dataset.
Hernando et al. [9] provide a structured related work section focusing on trust,
reputation, credibility and reliability/confidence terms in the CF area.

RM can be applied in the item to item or user to user CF process in order
to get visual representations of RS databases [8, 10]. User or item relations
can be shown as edges of tree graphs; reliability of relations can be represented
using different edge colors or transparencies. The RQM we propose can serve
to determine which is the best RM for the visual representations proposed in
[8, 10].

Hernando et al. [9] define a general RM suitable for any arbitrary CF-RS.
It also shows a method for obtaining specific RM specially suited to the needs
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of different specific RS. This approach effectively comprises the design of new
CF-RM. Additionally, to test RM quality, they process the mean absolute error
of the set of predictions having a reliability value higher than a threshold. This
paper covers the graphs in Fig. 2c and d.

3 Proposal

As shown in Fig. 2f and explained in Section 1, we propose the design of
RQM equations, which will improve the existing approaches: explicit informa-
tion, graphs, confidence curves and methods. We work on the hypothesis that
the more suitable a RM is the better accuracy results it provides when ap-
plied: predictions with higher reliabilities should provide more accurate (lower
error) results, whereas we expect higher prediction errors on low reliability rec-
ommended items. This hypothesis follows the guidelines of the most relevant
papers published in the area; by way of example, Shani and Gunawardana [17]
state: a) “perhaps the most common measurement of confidence is the prob-
ability that the predicted value is indeed true”, b) “we can design for each
specific confidence type a score that measures how close the method confidence
estimate is to the true error in prediction”, and c) “another application of con-
fidence bounds is in filtering recommended items where the confidence in the
predicted value is below some threshold”.

In paper [13], the RQM is tested by analyzing the way in which reliability
values are related to prediction errors. In particular, the “confidence curve” is
evaluated. The confidence curve is represented by the reliability values on the
x-axis and the prediction errors on the y-axis. [9] is based on the same princi-
ple; it indicates: “this RM is based on the usual notion that the more reliable
a prediction the less liable it is to be wrong”. Finally, [7] states: “evaluations
of recommenders for this task must evaluate the success of high-confidence rec-
ommendations, and perhaps consider the opportunity costs of excessively low
confidence”.

Along the lines of the papers reviewed, the design of the proposed RQM
will follow the guidelines in Table 1 . We expect accurate RM to combine high
reliability values with low prediction errors; this good behavior will be rewarded.
On the contrary, high reliability values combined with high prediction errors
will be penalized situations. High prediction errors are less serious if they are
associated with low reliability values.

Prediction error Reliability value Result Reliability quality
High High Big mistake Big penalty
High Low Hit Reward
Low High Big hit Big reward
Low Low Mistake Penalty

Table 1: Reliability quality measure: penalty and reward situations.
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Below are several principles and considerations that we have taken into ac-
count in the design of the RQM proposed in this paper:

• To avoid non-formal mechanisms and also methods or algorithms: the
results should be mathematical equations, which are easy to interpret
and use, unambiguous and similar to the existing RS accuracy, novelty or
diversity quality measures.

• To return quality improvement results, not absolute values. Results should
show improvement or worsening of accuracy (error): improvement of re-
sults using reliability information, compared to results obtained without
using that information. Thus, a “0.15” quality result indicates that we can
improve the error by 15% using the values of the RM. A “-0.07” quality
result indicates that the error worsens by 7%, and therefore the tested RM
does not work at all.

• To provide two quality measures: 1) a measure of the reliability prediction
quality, and 2) a measure of the reliability recommendation quality. The
first one will be called RPI: “Reliability Prediction Improvement”. The
second one will be called RRI: “Reliability Recommendation Improve-
ment”.

• To avoid arbitrary parameters: using only ratings, predictions and reli-
ability values. The only parameter that we can use is the threshold at
which it is decided when a recommendation is relevant (as in the accuracy
QM: precision and recall).

• To use only the ratings matrix, without relying on additional information
that is not available in all RS datasets: social information, demographic
data, context-aware raw data, etc.

• To encourage the stability of the results: processing the data in a uniform
way, making use of all the data, avoiding saturation functions, discarding
step functions, etc.

• To facilitate the integration of the QM into the current RS, providing sim-
ple, unambiguous, easy-to-interpret equations to implement and offering
results that can be compared between different RM, collaborative filtering
methods, and diverse datasets.

The current commercial RS can benefit from the proposed RQM in several
ways:

• Providing users with explicit and accurate reliability values: it is necessary
to select the most appropriate RM to the RS dataset. Additionally, the
chosen RM must fit with the nature and volume of the RS data. The
proposed RQM perform the task of discovering the appropriate RM at
each stage of the RS evolution. Explicit and accurate reliability values
contribute to increase users’ confidence.
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• Providing users with implicit and accurate reliability values: in this case,
the provided reliability information is non-explicit, e.g. ordering recom-
mendations according to their reliability degree. As in the previous case,
the proposed RQM is necessary to choose the correct RM.

• Improving prediction and recommendation accuracies: RQM allow to re-
fine RM results, which make it possible to obtain accurate reliability val-
ues. One way to improve RS accuracy is to provide users with only the best
predictions and recommendations that also have high reliability values.

• Providing to the RS administrators with an extra monitoring tool: RS
administrators analyze, improve and fine tune their systems based on nu-
merical parameters such as accuracy, reliability, coverage, etc. They need
accurate quality measures, such as the MAE or the precision one. Cur-
rently there is no published RQM; this circumstance makes relevant the
proposed RQM.

• Detecting particularly complex predictions and recommendations: e.g.
cold start situations, non-standard users or items, shilling attacks, etc.

To incorporate this technology into a commercial RS, it must be taken into
account that its execution is not carried out online, but rather a batch processing
is done. Cross-validation methods, explained into Section 5, consume a large
amount of execution time when applied to huge datasets. Reliability quality
methods such as Mazurovsky’s [13] fast resample consume too large amounts
of execution time, while our proposed RQM is a lightweight process, based on
only the execution of a metric. In summary, the incorporation of our RQM is
completely feasible in commercial RS, due to its lightweight measure nature and
to that it can be processed in parallel to the operation of the RS itself. Into
Section 5, Fig. 4, we show and explain the implementation main steps of the
cross-validation process tailored to our RQM.

The two equations proposed are formalized in the next section: Reliability
Prediction Improvement (RPI) and Reliability Recommendation Improvement
(RRI). Both RQM follow the principles and considerations described in the
previous paragraphs.

4 Fundamentals

The RQM design strategy will penalize predictions simultaneously showing high
accuracy errors and high reliability values. Predictions showing high accuracy
errors and low reliability values are not penalized. The underlying principle is:
“the higher the prediction reliability value, the higher its accuracy error penal-
ization; the lower the prediction error, the bigger its reliability value reward”.

Penalizations must be relative to the set of reliability values associated with
the set of predictions or recommendations. In this way, if all the predictions
reliability values were the same (i.e. 0.9 in [0..1]) we should not consider high
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and low values, and we should not apply an absolute penalization factor based
on these values. This is the case for RS that do not provide reliability values:
they can be considered as RS where their reliability parameters always have
their maximum value (i.e. 1.0 in [0..1]). The accuracy of this type of RS will
not be changed according to their implicit and identical reliability values.

The RQM design strategy must reward RM providing well balanced reli-
ability density distributions, i.e. setting all the [0..1] reliability values within
the subinterval [0.04..0.1] does not provide reliability variety to the users. A
normal distribution (or similar) of the reliability values will provide a balanced
and diverse set of reliabilities, where values higher than the mean distribution
produce greater prediction error penalizations than values lower than the mean.

We define the following parameters (Table 2).

ru,i Rating of the user u to the item i
pu,i Prediction of the rating ru,i
lu,i Reliability associated with pu,i
l̄ Mean of the reliability values
eu,i Error of pu,i, eu,i = |pu,i − ru,i|
ē Mean of the error values

Table 2: Parameters.

To implement Table 1, we will consider “high” reliability values to be the set
of values greater than the mean reliabilities (and “low”, to be the set of reliability
values lower than the mean). Similarly, we will consider “high” prediction errors
to be the set of values greater than the mean error predictions (“low” to be the
set of values lower than the mean). Table 1 can be redefined as:

Prediction error (eu,i − ē) Reliability value
(
l̄ − lu,i

)
Result Reliability quality

Positive Negative Negative Big penalty
Positive Positive Positive Reward
Negative Negative Positive Big reward
Negative Positive Negative Penalty

Table 3: Reliability quality measure: Penalty and reward situations.

High prediction errors in Table 3 (first column) correspond to errors of pre-
diction greater than the mean absolute error (MAE): eu,i > ē, and therefore, the
expression (eu,i − ē) is positive; (eu,i − ē) is negative when prediction errors are
lower than the MAE. Similarly, high reliability values in Table 3 (second column)
correspond to reliability values greater than the mean reliability l̄ : lu,i > l̄, and
therefore, the expression l̄ − lu,i is negative; l̄ − lu,i is positive when reliability
values are lower than the reliability mean.

In order to achieve the results in Table 3 (third column) we combine predic-
tion errors and reliability differences:
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• (eu,i − ē)
(
l̄ − lu,i

)
. We define RPIu,i = eu,i (eu,i − ē)

(
l̄ − lu,i

)
, as the

“Reliability Prediction Improvement” related to the prediction of item i
to user u. A suitable reliability value lu,i associated with a prediction
⟨pu,i, lu,i⟩ will produce a positive value in RPIu,i wrong reliability values
will produce negative values in RPIu,i.

• RPI,“Reliability Prediction Improvement” is the proposed RQM based
on the MAE improvement. Eq. 1 shows its expression; it returns the
average prediction improvement. RPI positive values reveal accurate RM,
whereas RPI negative values reveal inappropriate ones. The higher the
RPI result, the better the applied RM. The RPI equation denominator
contains the traditional accuracy MAE, and therefore, RPI returns the
MAE improvement value. The 1/ (σeσl|T |) term in Eq. (1) has the unique
function of standardizing the RPI result. T is the set of ratings, U the set
of users, and I the set of items.

RPI =

1
σeσl#T

∑
u∈U,i∈I|ru,i ̸=.

[
eu,i (eu,i − ē)

(
l̄ − lu,i

)]
ē

where :

T = {ru,i ̸= · | u ∈ U ∧ i ∈ I}
eu,i = |pu,i − ru,i|

ē = MAE =
1

#T

∑
u∈U,i∈I|ru,i ̸=·

eu,i

σe =
1

#T

∑
u∈U,i∈I|ru,i ̸=·

|(eu,i − ē)|

σl =
1

#T

∑
u∈U,i∈I|ru,i ̸=.

∣∣(l̄ − lu,i
)∣∣

(1)

Whereas RPI shows reliability prediction improvements, a second QM is
proposed with the aim of dealing with “Reliability Recommendation Improve-
ments”: RRI. RPI has been based on the hypothesis that the more suitable a
RM is, the better accuracy results it will provide when applied. RRI will be
based on a similar hypothesis: the more suitable a RM is, the better recom-
mendation results it will provide when applied. We expect to find that relevant
recommendations are related to high reliability predictions.

We define:

• Zu as the set of N recommendations to user u.

• θ as the threshold to consider that a recommendation is relevant.

Both traditional precision and recall recommendation QM are based on the
set of relevant recommendations (recommendations where ru,i > θ ). Precision
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returns the proportion of relevant recommendations to the number of recom-
mendations (N); recall returns the proportion of relevant recommendations to
the number of relevant items. The proposed RRI measure takes the precision
and recall essential information (relevant recommendations) and tests the reli-
ability values associated to each relevant recommendation.

Eq. 2 tests the reliability quality in all the relevant recommendations (i ∈ Zu | ru,i > θ)
to all users (u ∈ U). Relevant recommendations associated with high reliability
values

(
lu,i > l̄

)
produce positive results, whereas low reliability values

(
lu,i < l̄

)
produce negative results. The higher the positive results the better the RM.
Negative results show bad RM performance.∑

u∈U

∑
i∈Zu|ru,i≥θ

(
lu,i − l̄

)
(2)

Eq. 3 shows the RRI RQM for recommendations: it returns the gain factor
between the quality of the relevant recommendations [2] and the total number of
relevant recommendations. The higher the positive results the better the RM.
The 1/σl term in Eq. (3) has the function of standardizing the RRI result.

RRI =

1
σl

∑
u∈U

∑
i∈Zu|ru,i≥θ

(
lu,i − l̄

)∑
u∈U # {i ∈ Zu | ru.i ≥ θ}

(3)

The proposed RPI and RRI RQM can be applied to any type of RS (con-
tent -based, collaborative, location-aware, social, etc.) and to any RS method
(KNN, matrix factorization, Bayesian, etc.), since they only need a set of pairs
< pu,i, lu,i > to operate. The lu,i values can be obtained using social network
graphs, GPS coordinates, probabilistic values, etc.

5 Experiments

5.1 Introduction

In this section, the proposed prediction RQM (RPI) is tested as follows:

1. Applying RPI to the results obtained by four RM: knn variability, support
for user, support for item and fast resample. These RM are explained in
the following subsection.

2. Making use of two classic RS datasets: MovieLens 1M and the Netflix
prize dataset.

3. Comparing the RPI characteristics and results with the RQM published
by Mazurovsky [13] (our baseline).

As explained in the introduction section, Mazurovsky’s method is the only
one published that provides prediction RQM results testing several RM. Her-
nando et al. [9] use a reliability threshold value to verify that above this value
the accuracy results improve; this verification cannot be considered as a method
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or as a RQM. Consequently, the method devised by Mazurovsky is taken as base-
line in this paper for the proposed prediction RQM. As far as we know there is
no published recommendation RQM, therefore we cannot use a recommendation
RQM baseline. We will test the recommendation RQM proposed in this paper
(RRI) by applying it to the four selected RM.

Fig. 3 shows a schematic of the experimentation process: 1) starting from
two representative datasets in the RS field, 2) obtaining the prediction reliabil-
ity values in each of the RM tested, 3) evaluating the RQM of each RM, and 4)
comparing the quality of each RM and discussing the advantages and disadvan-
tages of the proposed RQM (RPI) with regard to the baseline (Mazurovsky’s
method).

Figure 3: Experimentation process stages.

Experiments were performed using 80% training items and 20% testing
items, and the same proportions (80% training, 20% testing) with users. Test
users and test items were taken at random from all users and items of each
dataset. Fig. 4 shows the cross validation main steps to obtain reliability
quality prediction values. We start from the disjoint RS training and testing
sets. Testing set provides real ratings Ru,i (correct values), whereas training
set provides predicted values Pu,i (applying some CF method). From correct
ratings values and predicted ratings values, we obtain prediction error values
Eu,i (MAE). From the training set, the predicted reliability values Lu,i are also
obtained. Reliability quality prediction methods, measures and algorithms com-
bine Ru,i, Pu,i, Eu,i and Lu,i to obtain the required reliability quality prediction
values.

KNN prediction experiments were performed using a number of neighbors
(K) from 20 to 400 , step 20 . KNN recommendation experiments were per-
formed using K = 200, a relevancy threshold θ = 4 and a number of recommen-
dations (N) from 2 to 20, step 2. The MovieLens 1M dataset was taken from
https://grouplens.org/datasets/movielens/. The Netflix prize dataset was col-
lected between October 1998 and December 2005. The MovieLens 1M facts are:
number of users: 4382, numbers of items: 3952 , number of ratings: 10, 000, 209,
min and max rating values: 1 − 5. The Netflix facts are: number of users:
480,189 , numbers of items: 17,770 , number of ratings: 100, 480, 507, min and
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Figure 4: Cross validation process to obtain reliability quality prediction values.

max rating values: 1− 5. No preprocessing was carried out on the datasets.
The experiments section is structured as follows: 1) description of the tested

RM, 2) explanation of the published method that we take as baseline in RQM
prediction, 3) presentation of quality results in prediction reliability and com-
paring the proposed method with the baseline, 4) presentation of the quality
results in recommendation reliability, and 5) discussion of the most relevant
results.

5.2 Tested reliability measures

This section describes the operation of each RM that we are going to test.
We chose the most significant RM from the Mazurovsky’s paper [13], and we
added a RM not included in [13]. Mazurovsky tests the following RM: support
for user, support for item, variability for item, resample, resample fast and
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inject noise. Resample and inject noise are non-scalable RM: the computational
resources they require are too large, so in [13] resample fast is presented as the
most suitable alternative to these two non-scalable RM. Variability for item is
a simple RM, which we have replaced with an equivalent specialized RM: knn
variability.

Table 4 describes and formalizes each of the RM tested in the experiments.
Note that RM have been ordered in Table 4 from lowest to highest computational
complexity.

Reliability Measure Description Formulation
Support for user Number of ratings made by the

user
lu,i = #{ru,i|ru,i ̸= •, j ∈ I},
• means not voted

Support for item Number of ratings received by
the item

lu,i = #{rs,i|su,i ̸= •, s ∈ U}

KNN variability Inverse of the variance of the
ratings made on the item by the
user’s K-neighbors.

lu,i =
#Vu,i∑

s∈Vu,i
|rs,i−v̄u,i

,

Vu,i = {s ∈ Ku|rs,i ̸= •},

v̄u,i =

∑
s∈Vu,irs,i

#vu,i
,

where Ku is the set of neighbors
of u

Fast resample RM Resample repeats the entire
prediction process of the CF al-
gorithm using different subsets
of the R entire RS set of ratings.
Fast resample uses a fraction of
the original set to be resampled,
making the process faster. For
each of the N resampled matri-
ces we obtain their set of pre-
dictions. Reliability is defined
as the inverse of the predictions
standard deviation.

R = rating matrix,
Rn = random select(R):
|Rn| = αR,α ∈ [0..1], n ∈
[1..N ],
pn = Rn predictions,
lu,i = 1/stdev{pnu,i : n ∈
[1..N ]}

Table 4: Tested reliability measures.

5.3 Mazurovsky’s method

This section summarizes the method proposed in [13] to measure the quality of
each RM tested. This method will act as baseline of the prediction RQM we
present (RPI). Mazurovsky’s method determines the relationship between the
reliability values and their associated prediction errors. The steps of the method
are:

1. To determine a discrete set of K reliability intervals (e.g. k ∈ {1..10}).

2. To create groups of predictions. Each group k contains the predictions
with reliability k.

3. To calculate the accuracy (MAE) of each prediction, obtaining K groups
of errors.
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4. To eliminate bigger errors (5% of total errors).

5. To measure the amplitude of the error interval (confidence interval) of
each of the K groups.

6. To obtain the measure of quality from the variation of the interval sizes
(confidence intervals) with respect to the variation of the values of k (of re-
liability). This variation is expressed by a “confidence curve”. Mazurowski
[13] generically explains how this stage could be implemented. The spe-
cific solution they provide is to subtract the confidence curve values in
k = 1 and k = K.

Fig. 5 graphically shows the elements involved in the baseline method.

Figure 5: Baseline method scheme.

16



5.4 Prediction reliability quality results

In this section we show the results of reliability quality on predictions: Fig. 6.
The two top graphs show the results making use of the Netflix dataset, while
the two lower graphs show the results making use of the MovieLens 1M dataset.
The graphs on the left show the results of the proposed method and the graphs
on the right show the results obtained using the baseline [13].

Figure 6: Reliability quality results (referring to predictions) obtained when us-
ing several RM, reliability quality methods and recommender systems datasets.
Axis x : K (number of neighbors), axis y : error (a and c: error improvement;
b and d : absolute error). Experiments parameters: cross validation: 20% test
users, 20% test items.

Graphs a) and c) from Fig. 6 show the superiority of RM fast resample and
knn variability, followed by support for item in the case of the Netflix dataset.
The results are consistent with the degree of complexity of RM: support for
user and support for item are very simple and fast RM, but their results are not
competitive, especially when applied to high values of K (neighborhood).

Graphs a) and c) from Fig. 6 show that the results of the proposed RPI
method are more stable and better explainable than their baseline [13] counter-
parts in Fig. 6 b) and d). The baseline method reports a quality hard to justify
for the support for item RM. This situation can be produced due to the poor
approximation assumed by the evolution of the confidence curve only according
to its first and last values (step 6 in the “Mazurovsky’s method” subsection).
The discontinuities shown in graphs b) and d) are also, probably, due to the
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limitation indicated.
It is important to realize the difference in the scale of results of the proposed

QM (RPI) and the baseline method: RPI reports the improvement (gain factor)
that is reached when the correct predictions correspond to high reliabilities. The
baseline method does not provide improvements: it returns the difference in the
absolute value of the error between the maximum and the minimum reliability
values. As an example: when using a value of K = 200 in MovieLens 1M and
knn variability, RPI indicates a 21% improvement, while the baseline method
gives us an absolute half-point error gain.

By analyzing the scale of the y-axis on the graphs, we can verify that the
improvements obtained are greater when using the MovieLens 1M dataset than
when using Netflix: Increasing the size of the dataset, in general, also increases
the reliability of its predictions, which reduces the margin of improvement of the
RM: [17] “the confidence in the predicted property also grows with the amount
of data”.

Results obtained using the proposed method better explain the behavior of
the RM than the results obtained using the baseline method: 1 ) the improve-
ment of knn variability when the K values increase is logical because the greater
the number of neighbors the greater the margin to feed the variability tested
by the RM, 2) the improvement of fast resample when the values of K increase
is also logical, because selecting a greater number of neighbors increases the
impact of each resampling in the predictions obtained, and, therefore, increases
the variation in the predictions of the different resamplings, and 3) the improve-
ment of support for user and support for item, when increasing K, should not
be as marked as the improvements obtained by knn variability, because in these
cases the RM does not depend directly on the K value.

In summary: 1) RPI produces results that adequately explain the logic be-
hind RM, while the baseline method produces some results that do not fit the
expected behavior, 2) RPI provides more balanced, continuous and homoge-
neous results than the baseline method, and 3) RPI offers relative values (of
quality improvement), whereas the baseline method provides absolute values
that cannot be easily compared and depend on the error scales of each dataset,
on each collaborative filtering algorithm and on each RM tested.

5.5 Recommendation reliability quality results

In this section we show the results of reliability quality in recommendations: Fig.
3. Because there is no published measure or method that serves as baseline, only
the recommendation RQM that we propose (RRI) is provided.

Fig. 3 shows the RRI improvements obtained on the tested RM: knn variabil-
ity, fast resample, support for user and support for item. Both graphs (Netflix
and MovieLens) present similar trends; in particular the trend to worsen quality
is observed when the number of recommendations N increases. This trend is
logical, since the most promising recommendations “disappear” as we increase
the number of items to recommend; e.g. if we have only 6 reliable and relevant
items, then N = 6 is adequate, but N = 14 might not be, as the last eight
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Figure 7: Reliability quality results (referring to recommendations) obtained
when using several reliability measures and recommender system datasets. Axis
x : N (number of recommendations), axis y : error improvement (gain factor).
Experiment parameters: K = 200, relevant threshold: 4 , cross validation: 20%
test users, 20% test items.

recommendation reliability values will be lower and the risk of recommendation
will be greater.

The results in Fig. 3 present knn variability as the best-performing RM,
while fast resample reduces the performance compared to their prediction qual-
ity results. The most plausible explanation is that fast resample is a RM based
on stability. It is not based on CF parameters, as is the case of knn variabil-
ity. In this way, the variation in the range of reliability values it provides is
small, and it is not as effective to choose predictions with the highest values of
reliability (recommendations).

By analyzing the y-axis scales in Figs. 1 and 3, it can be determined that
recommendation improvements are much higher than prediction improvements,
particularly when the number of recommendations is small. This difference is
explained from a quantitative point of view: while prediction improvements
are obtained by averaging a huge amount of predictions, the recommendation
improvements refer to small amounts of recommendations. Thus, in the case of
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recommendations, only the relevant predictions that have very high values of
reliability are chosen, and, therefore, improvements are higher.

General concepts:

• Each RM provides different quality improvements, where knn variability
shows the best performance, especially in the quality of recommendations.

• Fast resample and knn variability are RM suitable for measuring the qual-
ity of predictions.

• In general, the larger a RS dataset, the lower the improvement errors that
will reach the QM.

• The recommendation error improvements are greater than the prediction
improvements.

• The lower the number of recommendations, the greater the improvement
errors given.

Comparison between the RQM proposed and the baseline method:

• QM-RPI provides results that fit much better with those expected than
the baseline method.

• RPI offers balanced and homogeneous results, while the baseline method
generates variable and unstable results.

• RPI returns relative improvement results, whereas the baseline method
returns absolute errors: RPI is more suitable to make comparisons and to
establish analogies between QM, RM, datasets, and collaborative filtering
methods.

• RPI is a QM defined by a single equation, whereas the baseline method is
an algorithm: RPI is simpler, easier to understand, intuitive and universal.

• RPI lacks arbitrary parameters, whereas the baseline method requires
some parameterized heuristics to interpret the confidence curve.

• As far as we know, no recommendation RQM approach has been published.
We provide the recommendation QM-RRI.

6 Conclusions

Users want to know the reliability of the recommendations; they look for the
number of votes or comments on the films, hotels, products, etc. and they do
not accept high predictions (usually 4 or 5 stars in e-commerce) if there is no
reliability evidence.

Research into recommender system QM has focused on accuracy. Moreover,
novelty, serendipity and diversity have been studied; nevertheless there is an
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important lack of research into reliability/confidence QM. It is important to
promote RM associated with the predictions; the foundation for this research is
to establish a set of appropriate RQM.

This paper proposes a reliability quality prediction measure (RPI) and a
reliability quality recommendation measure (RRI). Both QMs are based on the
hypothesis that the more suitable a RM, the better accuracy results it will pro-
vide when applied. These RQM show accuracy improvements when appropriate
reliability values are associated with their predictions (i.e. high reliability val-
ues associated with correct predictions and low reliability values associated with
incorrect predictions).

The results of the experiments performed indicate the superiority of the RM
knn variability and fast resampling. They also show us that larger datasets
have fewer opportunities for reliability improvements. In addition, the lower
the number of recommendations we make, the better recommendation quality
results we obtain.

The prediction RQM (RPI) proposed offers better characteristics than the
existing baseline methods: 1 ) its results are in line with those expected, and
they are also stable and progressive, 2) RPI results indicate improvements (gain
factors), suitable for making comparisons between different RM and various
datasets, 3) it is defined by an equation: it is simpler than a method or algorithm
and does not contain arbitrary parameters.

This paper also provides a recommendation RQM: RRI. No recommendation
RQM has been published in the RS field. Its experimental results show that
the improvements are much higher in recommendations than in predictions,
especially when the number of recommendations is low. This circumstance
indicates the importance of: 1) making use of reliability values to calculate RS
recommendations, and 2) more closely examining the development of new RM
to be applied to recommendation tasks.

More promising future works will lead to the design of brand new recom-
mender system RM. These measures could be applied to different matrix fac-
torization techniques and to content-based, context-aware and social recom-
mendation approaches. The recommender system RM designed can be tested,
compared and improved using the proposed RQM.
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