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roposing a unique federated aggregation strategy -FedTransferLoss that incorporates transfer learning to
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A B S T R A C T
The advancement in person re-identification using attribute recognition is constrained by the
increasingly strict data privacy standards since it necessitates the centralization of vast amounts
of data containing sensitive personal data in the cloud. Cloud-based person re-identification re-
quires the transfer of original video information to the servers, causing increased communication
costs because of the need for significant bandwidth, resulting in unpredictable timing. This work
presents an all-in-edge architecture for attribute-based person re-identification, which deploys
training data in edge nodes that support distributed inference. Edge nodes independently learn but
collaborate with specific neighboring nodes by sharing information to minimize communication
and computational costs through the utilization of federated learning and transfer learning
methods. Furthermore, this paper proposes a federated aggregation strategy-FedTransferLoss
to obtain optimal global accuracy by using transfer learning to re-train the low-quality local
models. Extensive experiments on two prominent pedestrian datasets- PETA and RAP show
that FedTransferLoss achieves higher accuracy, recall and precision values compared to the
traditional FedAvg algorithm.

roduction
on re-identification (Re-Id) identifies the same individual who appears in multiple cameras. Applications
technology include company operations, crowd behavior analysis, intelligent monitoring, missing person or
l tracking, and public safety [1]. With the use of contemporary computer-vision algorithms, attributes may be
ed quite accurately, which opens up the possibility of obtaining information about common image aspects from
different sources. A sequence of attributes in an image (such as the dress type, age, gender, and hair color) can be
ed using attribute recognition [2]. To differentiate pedestrian photos with identical versus distinct identities,

st employ discriminative features that can be learned to identify the images. For this, deep learning (DL)
es have emerged as a viable option, and they are easily adaptable to Re-Id in systems of extensive monitoring
ever, the task of learning discriminative features for pedestrian identification becomes challenging in real-
enarios where individuals may be captured by multiple cameras in different locations, due to factors such as

ns in view, pose, illumination, surveillance angle, and the influence of weather, lighting conditions, pose, and
n differences across cameras. Due to the computational complexity of most DL models, generating output

ence on resource-constrained devices is challenging. As a result, DL services are typically implemented in
ta centers to handle requests. The transmission of raw video data to the servers is necessary for cloud-based
hich raises communication costs due to the high bandwidth demands and introduces time uncertainty [4].

nally, the centralized structure of these DL techniques presents privacy issues because pedestrian data from
d devices are shared with a central cloud server in order to train a global model [5].
development of edge intelligence or intelligent edges is facilitated by the gradual integration of edge computing
ficial intelligence (AI). Edge intelligence is expected to shift as many DL computations as possible from
d to the edge, enabling the deployment of various low-latency, dependable, and decentralized intelligent
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Person Re-identification using Federated Learning

ions [6]. Since edge servers are abundant and located close to the source of data generation, edge intelligence is
ncentrated on decentralized and distributed architectures. As a result, even though a single central server may
enough computational capacity to support DL training and inference, a network of edge servers can be used

ently train and infer from DL approaches at the edge. Some well-known examples of these DL methods are
rning [7], Federated learning (FL) [5], and distributed machine learning-based technologies [8]. To optimize
ormance of a Deep Neural Network (DNN) during both training and inference, edge intelligence should be
d as it optimally utilizes the data and resources across end devices, edge nodes, and cloud data centers [9].
depicts six levels of rating of edge intelligence based on the volume and duration of the data offloading

ud intelligence involves complete cloud-based training and inference of the DNN model. The most advanced
Re-Id systems [10] [11] [12] are cloud-based and operate offline over stored videos, delaying the answer to
iry. However, the enormous bandwidth leads to communication costs and introduces time uncertainty.
el 1: Cloud-Edge Co-inference and Cloud Training in which DNN model is trained on the cloud, but the
odel is inferred by edge-cloud cooperation. Cloud-edge co-inference based Re-Id [13] [14] [15] receives
ta from edge devices for processing, then sends back the results to the edge devices for co-inference. The
destrian photos will be sent from far-end devices to the cloud, increasing communication costs, and wide area
fluctuations may increase delay costs.

el 2: In-Edge Co-inference and Cloud Training involves training of DNN in cloud and complete inference is
edge. In-Edge co-inference based Re-Id systems [16] [17] can distribute data to various edge servers to enable
ted inference. But a cloud-centric approach like this has significant drawbacks, including huge data transfer
sing energy costs, and privacy issues.
el 3: On-Device Inference and Cloud Training involves training the DNN model on the cloud while inference
ly locally on the device. On-device inference systems [18] [19] can perform a real-time end-to-end Re-Id that
s unprocessed security footage in a real open-world environment. However, the input pedestrian photographs
elivered from far-end devices to the cloud, increasing network overhead.

el 4: Cloud-Edge Co-training and Inference involves the DNN model to be trained and inferred through edge-
operation. Cloud-Edge co-training and inference systems [20] [21] involve distributed cloud-edge learning
for detecting salient objects. The majority of them explicitly integrate DL methods into edge networks, making

ity and efficacy of their generalization highly reliant on balanced and adequate training data.

Figure 1: Six levels of ratings for Edge Intelligence[9]
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Person Re-identification using Federated Learning

is work, we present a DL-based all-in-edge architecture for attribute-based person re-identification. The DL
hould be trained and inferred upon in the edge. Tasks are moved closer to the edge, which reduce bandwidth and
source costs while increasing data privacy and reducing transmission delay of offloading data. The proposed
ilizes collaborative learning to reduce the communication and computational cost on edge nodes. The edge
arn on their own, but they can collaborate with their neighboring nodes by sharing knowledge as needed.
model on the target edge encounters difficulties, such as a sharp rise in error rates, knowledge transfer takes
his study uses two collaborative learning approaches: FL and transfer learning. With FL, edge nodes can
te local models using FedAvg, a common aggregation technique, to jointly train a shared global model [5].
nsufficient or poisoned data, it offers low-quality models or misclassification in edge nodes. In order to address
es with the standard FedAvg strategy caused by insufficient data, FedTransferLoss is incorporated in transfer
. This solution assures improved accuracy and prevents misclassification. Six simulated experiments are used
ze a variety of aspects related to carrying out Re-Id in the edge environment.
primary contributions of this study are as follows:
innovative DL-based all-in-edge architecture is proposed for attribute-based Re-Id. This all-in-edge architec-
es use of advanced edge computing, FL and transfer learning to decrease processing and transmission latencies

aximize accuracy, and achieve the fastest response times [22] possible in attribute-based Re-Id applications
d to traditional centralized machine learning models. This is accomplished by using a decentralized strategy,

h the processing is split across the edge devices, hence minimizing the requirement for data transmission
the edge devices and the central server [23]. As a result, the transmission latency is decreased, and the system’s

e time is enhanced. Additionally, the proposed system makes use of edge computing strategies, which entail
ng data and performing computations closer to the source, hence minimizing the quantity of data that must
ported to the central server [24]. As a result, there is less network traffic and communication overhead, which
ransmission latency to be lower and response time to be quicker.
novel FL framework for efficient collaboration among edge nodes is developed that enables the distributed edge
o constantly learn through collaboration. With fewer communication rounds, it guarantees a communication
FL framework in terms of accuracy and robustness to new data. In FL, communication rounds refer to

ber of times that the local model updates are sent to the central server for aggregation [25]. Hence, fewer
ication rounds increase convergence speed, which will then enable the model to make a more accurate

on on new, unknown data. Moreover, fewer communication rounds result in models that require fewer
ng resources to train or use, which lowers computational costs. The model becomes more resistant to changes
e in the incoming data by decreasing its reliance on the training data and allowing it to grasp the underlying
and relationships [26].
overcome the shortcomings of the conventional FedAvg approach caused by inadequate data in some edge

n innovative federated aggregation algorithm FedTransferLoss that incorporates transfer learning is designed.
ntees greater accuracy when updating global models based on their performance in detection and learning.
tensive experiments have been conducted to demonstrate that the proposed FedTransferLoss system provides
curate results for Re-Id applications with the least amount of training time when compared to centralized
(where just one edge node is available) and the FedAvg aggregation method.
rest of the paper is structured as follows : The related works are introduced in Section 2, the system model is
d in Section 3, the proposed federated aggregation algorithm is presented in Section 4, performance evaluation

on 5, results and discussion is presented in Section 6, and conclusion and future work in Section 7.

ated Works
is section, the authors explore existing works on edge-based person re-identification, FL, and transfer learning
nting contributions, features, and their limitations.
ge-based Person Re-identification

on Re-identification attempts to locate a person from non-overlapped surveillance footage. The performance of
many vision-based applications has been greatly enhanced by the advancements of DL techniques such as CNN

N [1] [27] [18] as well as the large-scale Re-Id datasets like PETA and RAP [28]. Since DL models are intricate
urce-intensive, making it challenging to compute the inference results on user devices that have restricted
s. Because of the abundance of GPU resources in the cloud, these DL services are typically implemented

thor et al.: Preprint submitted to Elsevier Page 3 of 20
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Person Re-identification using Federated Learning

arge-scale data processing is made possible at cheaper costs by the cloud server’s vast storage and strong
tion [2]. The majority of the recently evaluated papers [29] [30] [4] [2] are cloud-based, doing offline Re-Id
ed photos and videos. However, due to the significant bandwidth needs, cloud-based DNN model training
rence increases communication costs and introduces time uncertainty. The heavy traffic and slow data transfer
the cloud make it difficult to fulfill the immediate response needs of real-time Re-Id applications.

e AI is becoming increasingly popular and holds great potential for hosting computing tasks as close to data
and users as possible [4]. Edge AI is anticipated to move as many DL calculations as feasible from the cloud
dge, enabling a range of distributed, low bandwidth, and dependable intelligent applications. By performing
DL computations at the edge as possible, edge intelligence aims to reduce the load on the cloud and provide
low-bandwidth intelligent applications. These characteristics of edge make it the best platform for applications
g Re-Id. Transmission delay can be greatly reduced by offloading the inference tasks of Re-Id and attribute
ion to their adjacent computing edge nodes. Recent research has concentrated on edge-based Re-Id for realistic
s [31] [4] [20]. Xu et al. [16] intoduced a distinctive inference framework consisting of multiple distributed
ents that address both attribute recognition and person re-identification. They developed a learning algorithm
siders the distributions of these components in a dynamic mobile edge cloud-enabled camera network with
nties. However, the cloud’s existence brings with it hefty computing expenditures. Jeong et al. [32] developed a
to split DNN into multiple parts delivered them to the edge servers. Following these heuristics, Teerapittayanon
] deployed the multiple DNN partitions to edge nodes and nearby end devices to reduce latency in transmission
eve high accuracy. Though, the design, the deployment of the fragmented parts among different servers, and the
instabilities are not considered. Lightweight DL models were used at the edge to create a real-time end-to-end

ased re-identification [31]. To determine the similarity between person-image pairs, a deep squared similarity
-based method was suggested in [30]. Their research suggested an online learning system for an environment
ge computing.
ever, none of these studies address the problems with edge node collaboration, such as the privacy of sensitive

ven that training data for Re-Id contain sensitive personal data that could reveal people’s identities and
outs. This paper introduces a novel attribute-based person re-identification architecture based on an all-in-edge
itecture. This all-in-edge architecture uses FL, transfer learning, and sophisticated edge computing to reduce
ng and transmission latencies, increase accuracy, protect privacy, and provide the quickest reaction times for
-based Re-Id applications.
ederated Learning
rated Learning (FL) is a new distributed training method [34] that protects data privacy by allowing multiple

o train models simultaneously, without sharing their data. As a result, numerous applications, including those
umer products [35] [36] and healthcare apps [37] [38] [39], are implementing FL-based privacy-preserving
s. These distributed clients only send training updates to a central server; they do not send raw data. As the
is stored locally, the possibility of privacy leaking is decreased. Despite the benefits of FL, optimizing its

ance and applying it to Re-Id are mostly ignored. In [17], the authors discussed this implementation possibility;
r, neither a dataset nor evaluation results are provided in that study.
majority of FL investigations [40] [41] [42] are supervised learning-based. Unsupervised FL has been the
of several recent investigations [43] [44]. However, because they primarily concentrate on learning generic
tations, these techniques are not suitable for individual re-identification.
most popular FL algorithm for optimization is Federated Averaging (FedAvg) due to its straightforward

entation, statelessness, privacy preservation, and secure aggregation [45]. Clients transmit their locally learnt
to a server, which aggregates them, and then delivers the final global model back to the clients in an iterative
process. However, this aggregation process may lead to low accuracy when some edge nodes send low quality
models due to limited data.
study presents a novel Re-Id system that utilizes FL, allowing multiple edge clients to collaborate and

lly learn. FedTransferLoss is a novel federated aggregation technique that combines transfer learning, and
posed as a solution to the problems with the usual FedAvg approach brought on by insufficient data in some
des. It ensures higher accuracy when updating global models based on how well they perform in detection and
.
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Person Re-identification using Federated Learning

ansfer Learning
sfer learning is a technique used by researchers in the fields of DL, pattern recognition, Re-Id, and computer
resolve issues with incomplete or incorrectly labeled data [46]. Most Re-Id applications require significant

datasets, and gathering such data is challenging [47]. The largest person Re-Id dataset is simply big enough.
learning, which involves training the model on a bigger dataset and testing it on the Re-Id datasets, is used to

this drawback of the limited training set. In order to fill the gap left by the lack of a substantial body of data for
e model is trained on a substantially bigger dataset, after which it is adjusted and tested. ImageNet [48], one of

bly huge datasets, is widely utilized and effective in transfer learning. Ahmed et al. [49] applied transfer learning
ss a crucial issue in Re-Id that has not gotten much attention up to this point: how to swiftly integrate new
into an established camera network. By implementing transfer learning, they developed an effective model

on approach that leverages information from source models and a limited amount of labeled data, without
on any source camera data from the current network. In order to overcome the challenge of collecting strong
ors from low-contrast images with conventional manual features, Cheng et al. [50] adopted a CNN-based
ge transfer architecture to extract powerful discriminative features from low-quality photos. However, person-
ation applications have not explored the use of transfer learning in FL much. In circumstances with constrained
ilability, transfer learning can be used to improve the accuracy of global models.
contributions, features, and gaps of the examined state-of-the-art research are summarized in Table 1. The

akes it abundantly evident that very few publications concentrate on the key difficulties that arise during the
entation of person re-identification in edge platforms, such as privacy, poor local models, and the manner

edge nodes collaborate. The remaining study focuses on edge node heterogeneity of data and cloud-based
ion. The examined literature generally takes into account compute costs, real-time operations, and data
neity, however, this research aims for a high quality global model with the best accuracy for Re-Id in edge
s. Hence transfer learning is leveraged in the proposed algorithm to handle inadequate data situations and
the prediction accuracy of the trained global model.

Table 1: Summary of the common reviewed state-of-the-art research
Authors Contribution Features Research gap
Lin et al. [2] Attribute-person recognition

system for pedestrian identi-
fication taking into account
the relationships and corre-
lations between a person’s
attribute

cloud-based not suited for real time appli-
cations

Zhong et al.
[29]

Utilized distributed cloud
computing to complete the
process of Re-Id

cloud- based Recognition accuracy is less

Zheng et al.
[30]

pedestrian alignment
network that concurrently
learns pedestrian
descriptions and aligns
pedestrians within images

cloud-based excessive transmission la-
tency in the cloud.

Xu et al. [16] models for pedestrian at-
tribute recognition with re-
identification in a mobile
edge cloud-enabled camera
surveillance system

Mobile edge cloud-
enabled

hefty computing expendi-
tures not suitable in real
time.

Teerapittayanon
et al. [33]

split training across the edge
nodes for Re-Id

all-in-edge privacy problems and uncer-
tainty in edge nodes collabo-
ration.

thor et al.: Preprint submitted to Elsevier Page 5 of 20
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Bipin et al.
[18]

complete multi-person,
multi-camera tracking
surveillance system that was
put into use on an edge in
real time

all-in-edge Uncertainty in edge nodes
collaboration

Zhuang et al.
[40]

proposed FedPav strategy to
research the statistical het-
erogeneity issue when using
FL to Re-Id

all-in-edge did not consider system het-
erogeneity in real time.

Zhuang et al.
[41]

introduced FedUReID, a
federated unsupervised
Re-Id method that learns
models without labels while
maintaining privacy.

Edge-cloud based did not consider system het-
erogeneity in real time.

tem Model

Figure 2: Proposed architecture of edge-based Re-Id system
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Person Re-identification using Federated Learning

section outlines the design of the proposed edge-based Re-Id system, depicted in Figure 2. We incorporated
ibuted architecture [3] into our application for DL training at the edge server. One of the edge servers performs
of an orchestrator in a distributed architecture. The other collaborating edge servers help in training the
odel. The edge clients receive the DNN model from the orchestrator, and they use the local data to train
the DNN model has finished local training, the edge clients communicate the finished model back to the

ator. The orchestrator then integrates every DNN model that comes in to create a global model. The orchestrator
tributes the generated global DNN model to the remaining edge clients for additional training cycles. In the
d architecture, collaborative learning based on training data contributions from numerous edge devices is
Edge nodes acquire information on their own but collaborate with logical neighbors only when necessary.
de communication and processing overhead are decreased through collaborative learning. There are many
ative learning methods that may be utilized for training, including split learning [7], gradient compression [51],
[41] and [40]. The two collaborative learning ideas used in the proposed study are FL and transfer learning.
oposed architecture of edge-based person re-identification system
re 2 illustrates the utilization of a four-layer, edge-based architecture that facilitates the analysis of distribution
nd collaboration in model training through FL.
e server layer: This layer consists of an orchestrator edge server and a selector. One of the edge servers
tributed architecture serves as the orchestrator. The DNN model is trained with assistance from the other
ating edge servers. The orchestration node manages resources and decides whether to carry out tasks using
e’s resources or those of a neighboring node. The selector modules determine the selection of edge clients
n GPS coordinates of edge nodes and the missing person’s location.
e client layer: This layer is made up of computing nodes acting as edge clients like base stations. Training and
e of the pedestrian data is conducted in this layer and results of missing person is sent to user application.
r application layer: The application in which missing person’s query can be registered by providing images,

location and pedestrian attributes.
device layer: The end device layer is made up of different kinds of end devices, including GPS, accelerometers,
, mobile phones, CCTV, and sensors.

Figure 3: Proposed federated learning framework

thor et al.: Preprint submitted to Elsevier Page 7 of 20
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Person Re-identification using Federated Learning

oposed federated learning framework for collaboration among edge nodes
e devices may be enabled by FL [34] [38] to train DL models using their own gathered data, and then only
he refined model. Figure 3 depicts the FL process in the proposed architecture. The following are the primary
the FL process:-
ocal edges are coordinated by the orchestrator edge server so that models can be trained using locally captured

ownload the global DL model from an orchestrator edge node and deliver it to every edge node nearby the
person’s last known position.
sing the downloaded global model and their own locally acquired images, train their local models.
or model averaging, only upload the updated local model to the orchestrator.
architecture significantly reduces the risk of privacy breaches because the data remains at the edges. Local
datasets are created by combining photos taken from multiple camera perspectives, similar to how benchmark
are collected. Meanwhile, edge servers collaborate with their local datasets to perform FL under the oversight

chestrator edge.
ffers a crucial method for enabling the DL model training and inference at the all-in-edge architecture. The

ment of the DL model at the edge can be aided by the integration of numerous low resource edge servers using
ed on the resources accessible at the edge and the design’s communication cost, a distributed or decentralized
h can be adopted.
mmunication protocols of edge based person re-identification system
proposed system makes use of a collection of protocols and algorithms created to streamline communication
the system’s various components.
ser sends missing person request to orchestrator edge node by providing image, pedestrian attributes and last

ation.
e assume that orchestrator edge node has knowledge of the location of edge nodes registered in the application.

rator forwards the request to the nearest edge nodes along with received person details and global information
g optimal edge node locations.
dge node broadcasts the request to selected end devices (CCTV camera, mobile phones etc.). Selection of end
is based on missing person last seen location and global route status from orchestrator node.
nd devices send person images matching with attributes and current location to edge node.
dge generates a set of optimal matching person images from received images using an inference module. The
are fed to inference module and an optimal matching set of images are generated with accuracy acc. If the
accuracy acc is less than threshold accuracy, the request is sent to logical edge neighbors and repeat the steps
ain.
he user examines the resultant images and informs orchestrator edge node that the missing person is tracked.

proposed federated aggregation algorithm
section illustrates the limitations of centralized training, and traditional federated aggregation algorithm and
the proposed algorithm -FedTransferLoss.

mitations of Centralized training
itionally, Machine Learning (ML) has been performed by training a general model, which is then sent to
ected devices by uploading all data from each device to a central server. Therefore, this training has several
ns. First of all, users are growing more concerned about the privacy of the data that is made available for
ed learning. These records could be extremely private such as personal sensitive information, medical records,

ment card details. It is quite possible that users’ privacy will be violated by eavesdropping attacks when this
hared with the central server [52]. Furthermore, bandwidth is frequently extremely constrained, and the sheer
of data may be too much to send to the central server. Finally, latency caused by the round trip to the central
frequently a problem for real-time applications such as Re-Id [53].

thor et al.: Preprint submitted to Elsevier Page 8 of 20
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Person Re-identification using Federated Learning

mitation of FedAvg algorithm
edge devices in FL train a DNN locally on their data. As a result, the edge clients communicate the parameters
ent changes of their particular client model with an orchestrator edge server rather than sharing the raw data.
llecting the parameters from the participating clients, the orchestrator shares the averaged global model with
ts. The desired number of client and server communication rounds are completed by repeating this cycle. The

mmon algorithm used for the aggregation of local models to a global model is Federated Averaging (FedAvg)
m [45] [54] [36] [55]. The FedAvg algorithm is explained in detail in the following.
goal of FedAvg is to minimize the global model’s objective, 𝑤, which is just the weighted average of the local
oss added together for each round.

𝑖𝑛𝑤𝑓 (𝑤) =
𝑁∑
𝑘=1

𝑝𝑘𝐹𝑘(𝑤) (1)

re 𝐹𝑘(𝑤) represents loss on edge k
random sample is taken from a subset of clients.

ach client receives a broadcast from the server’s global model.
he client performs Stochastic Gradient Descent (SGD) on their own loss function in parallel and sends the
model to the server for aggregation.
fter that, the server changes its global model based on the average of these local models.
he procedure is carried out for n communication rounds.

result, the FedAvg aggregation approach aggregates the weight averages across all neural network models.
r, low accuracy could result if some nodes send the server low-quality training models due of insufficient data,
d models, or even malicious settings[17]. By using the proposed model, this limitation can be rectified which
high accuracy compared to FedAvg.
hm 1 FedTransferLoss learning process- Server side execution
Total data size n, K edges are indexed by k, client k’s data volume 𝑛𝑘, E is number of local epochs, B is
l minibatch size, 𝜃 is the threshold loss value, T is number of rounds, C is number of clients that perform
tions in each round and 𝜂 is the learning rate.

: Aggregated global model 𝑤𝑇 , optimal client k’s local model 𝑤𝑘
𝑇 .

ver executes:
initialize 𝑤0;
for each round 𝑡=0 to 𝑇 − 1 do

𝑚 ← 𝑚𝑎𝑥(𝐶.𝐾, 1);
𝑆𝑡← (random set of k edges selected from K edges);

for each client 𝑘𝜖𝑆𝑡 in parallel do
𝑤𝑘

𝑡+1 ← 𝐶𝑙𝑖𝑒𝑛𝑡𝑈𝑝𝑑𝑎𝑡𝑖𝑜𝑛(𝑘,𝑤𝑡)
If 𝑤𝑘

𝑡+1 ≥ 𝜃𝑡ℎ𝑒𝑛
𝑆𝑒𝑟𝑣𝑒𝑟 𝑟𝑒𝑡𝑟𝑎𝑖𝑛 𝑐𝑙𝑖𝑒𝑛𝑡 𝑘 𝑤𝑖𝑡ℎ 𝑙𝑜𝑐𝑎𝑙 𝑚𝑜𝑑𝑒𝑙 (𝑤𝑘

𝑡 ≤ 𝜃)
repeat ClientUpdation (k,w)

𝑤𝑇 ←
∑𝑘

𝑛=1
𝑛𝑘
𝑛 𝑤

𝑘
𝑡+1

rn aggregated global model 𝑤𝑇 , optimal client k’s local model 𝑤𝑘
𝑇

dTransferLoss
work incorporates the transfer learning (TL) concept in FedAvg algorithm to overcome the limitations of

lity training models. TL is a machine learning technique that transfers knowledge from a source domain (or
into a target domain. The ideas of TL are built on the idea that a model’s attributes can be applied to other
t are similar. When there is insufficient data to properly train models, especially in the case of FL where data
thor et al.: Preprint submitted to Elsevier Page 9 of 20
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Person Re-identification using Federated Learning

hm 2 Client Updation
otal data size n, K edges are indexed by k, client k’s data volume 𝑛𝑘, E is a number of local epochs, B is the

nibatch size, 𝜃 is the threshold loss value, P is a number of client k’s data points and 𝜂 is the learning rate.
: Weight parameters of local client model of each edge 𝑤𝑘

𝑇 .

ntUpdation (k,w):
𝐵← (𝑑𝑖𝑣𝑖𝑑𝑒P𝑘 into batches of size 𝐵)
for each local epoch i from 1 to 𝐸 do

for batch 𝑏𝜖𝐵𝑑𝑜
𝑤 ← 𝑤 − 𝜂∇(𝑤; 𝑏)

rn 𝑤 to Server

s constrained, TL becomes essential. The proposed algorithm is FedTransferLoss in which if the minimum
ction of a local edge node is greater than a threshold value, we can apply an optimal available local model to
t edge node again to achieve better accuracy. When an edge device implementing a model encounters an issue,
an unanticipated increase in error rates, knowledge transfer takes place.
term "minimal loss function threshold" refers to a predetermined threshold for the loss value that causes some
r decision to be made, such as stopping the training process, changing the learning rate, or retraining the
ith a different set of hyperparameters. The pre-determined threshold value at the beginning of each epoch t is
d [56]as following

hreshold loss value, 𝜃𝑡 = 𝜇 + k ∗ 𝜎 (2)
re 𝜇 is the mean of the loss values over all participating customers, and is the standard deviation of the loss

The threshold value’s distance from the mean is determined by the scaling parameter k. A higher k number
s a more cautious threshold value, whereas a lower k value indicates an aggressive threshold value. This
for obtaining a predetermined threshold value is based on the notion that a threshold value can be generated
iting statistical features of the loss function to regulate the convergence of the global model in FL. The typical

al features of mean and standard deviation can give a good approximation of the model’s present performance
s the distribution of loss values among the participating clients. Using the aforementioned formula, a threshold
0.302 based on the average loss values among the clients is calculated for this FL system with 8 participating
nd k=2.
edTransferLoss, the server may decide to retrain the local client edge node with an optimal local model received
other node in order to increase the accuracy of the global model if a local edge node’s weighted average loss,
the average of the losses over all samples weighted by their respective importance, exceeds a predetermined
shold value. The model that produces the smallest loss on the local dataset is referred to as the optimal local

If the loss for all local models is larger than the threshold, the threshold value may need to be recomputed to
the model’s performance during training. A moving average of the loss values can be used for recalculating

shold value [57]. The loss function can be smoothed out with the moving average, which also offers a more
estimate of the model’s present performance. The moving average is calculated using the following formula:

ew threshold value= 𝛼 ∗loss value +(1 − 𝛼) ∗Previous threshold value (3)
smoothing factor 𝛼 regulates how much weight is given to the most recent loss value in relation to the previous
d value. A smaller number gives the prior threshold value more weight, whereas a greater value gives the most
ss value more weight. Using the aforementioned formula, a new threshold value based on the moving average
ss values across the clients is computed as 0.282. This new threshold value is based on the existing loss value
d a smoothing factor of 0.2.
detailed FedTransferLoss learning process in which server side execution is given in Algorithm 1 and client
is given in Algorithm 2. Table 2 presents the list of notations used in this paper and its definition.

thor et al.: Preprint submitted to Elsevier Page 10 of 20
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Table 2: Notations and Definitions
Notations Definitions
𝑛 Data size
𝐾 Number of edges
𝑛𝑘 Data volume of client edge k
𝐸 Number of local epochs
𝐵 Local minibatch size
𝜃 Threshold loss
𝑇 Number of rounds
𝐶 Number of clients that perform

computations in each round
𝜂 Learning rate
𝑤 Weighted average of the local de-

vice loss added together for each
round

𝑤𝑇 Aggregated global model
𝑤𝑘

𝑇 Local client model
𝑃𝑘 Number of client k’s data points
𝑇𝑃 True Positive
𝑇𝑁 True Negative
𝐹𝑃 False Positive
𝐹𝑁 False Negative
𝑤𝑡 local model’s gradient weight on

round 𝑡
𝑓 (𝑤) Loss with model parameter 𝑤
𝑔𝑘 Average gradient on the global

model

client gradient weights are initially set to 𝑤0 in FedTransferLoss. A random subset of clients participating in
ing is selected. Each selected client will locally train the model using its own local data and then modify the

indicated by 𝑤 ← 𝑤 − 𝜂∇(𝑤; 𝑏). 𝑤𝑡 provides the local model’s gradients on round t. These local models are
ted to the server for global aggregation. Calculating the gradient descent of the loss function yields a value
inimum loss function threshold. If a local edge node’s weighted average loss exceeds a certain threshold, the
trains the local client edge node with an optimal local model received. The server combines and averages the
dels to form the global model, which is then distributed to all clients for further training on a global scale.

formance evaluation
ally, this section provides a thorough introduction to the datasets, evaluation criteria, and implementation
s used in the simulation experiments. Then, experimental results on these datasets are provided to facilitate
aluation of our proposed algorithm and novel techniques. Finally, several ablation experiments are conducted
roposed approach to demonstrate the effect of various factors such as dataset proportion, quantity of edge
nd training duration. Table 3 presents the simulation parameters used in the experiments.

Table 3: Simulation Parameters
Parameters Value
Epochs Centralized-20, Federated-20
Server rounds Centralized-0, Federated-40
Learning rate 0.001
Batch size 128

thor et al.: Preprint submitted to Elsevier Page 11 of 20
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Person Re-identification using Federated Learning

Sequence length 20
Training data Centralized -80 percent of the selected

dataset, Federated: 80 percent of dataset
split among n number of clients.

Testing data Centralized-20 percent of a selected
dataset, Federated: 20 percent of dataset
split among n number of clients.

Number of clients in FL 8

taset Description
strian datasets used in this study are PETA and RAP. The PEdesTrian Attribute dataset (PETA) [58] is a

for identifying pedestrian traits, like gender and dress style, at a distance. It is relevant in situations involving
rveillance where it is difficult to get close-ups of the body and face. 19,000 pedestrian photos with 65 attributes
the collection (61 binary and 4 multi-class). 8705 people may be seen in those pictures [58].
dataset for identifying pedestrian attributes is the Richly Annotated Pedestrian (RAP) dataset [59]. It includes

images gathered from indoor security cameras. Each image has 72 annotations, however, only 51 binary
ons with a positive ratio greater than 1 percent are chosen for examination. There are 8,317 images for
nd 33,268 for the training set. The RAP dataset is the largest pedestrian attribute dataset and is anticipated to
ntly advance research into large-scale attribute recognition systems [59].

plementation
Pytorch [60] and Flower [61] platforms are used to implement all settings. The models from [62] are deployed
ntralized experiments, where all experiments are run for 20 epochs. We adhere to FL benchmarks in federated
zation [63]. One server and eight clients are used for our experimentation. The range of clients that need transfer
goes from 1 to 8. We choose at random 80 % of the datasets for PETA and RAP, divided among n clients,
as the training set, and 20 % of the datasets, divided among n clients, to serve as the testing set at the client
e Flower Python framework was used to create a FL command line interface platform. The platform consists

t server and multiple clients, and the clients will communicate with the server during the training process. The
ends model parameters to the clients. The clients manage the parameters and conduct the training. The server
the modified parameters and sends them back after averaging all of the updates. This explains one phase of
rocess; subsequent rounds are described in the same manner. The FedAvg algorithm selects a random subset
tal number of clients participating in the training. The selected clients train the data locally and send back local
to the server for aggregation. A global model for testing is created by the aggregate function FedAvg after each
f local training in Flower.

ransferLoss uses the PyTorch communication backend for model aggregation and model updating. In every
r every experiment, we assess both the local and global models. Then, we present the results of the best round
dataset. To maintain a constant dimension for the model, the pre-processing stage is first completed by resizing
age in the dataset to a single size of (224,224). The images are then transformed into tensors, which PyTorch
s before normalizing each image with a mean and standard deviation of 0.5. Then, establish the locations
rain, test, and validation sets that will be used as inputs for the "datasets" module. As a result, the data may
nto the GPU because the PyTorch model knows exactly where it is. The batch size is kept at 128. The best
ed local model that is currently available is chosen, and training of the model’s parameters is disabled because

trained parameters are used to extract features from the dataset. The CNN classifier is then used to replace
el’s top fully connected layers. Different attributes, such as gender, age, clothes colour, accessories, etc., are
d using the 3x3 CNN structure with a total of 12 layers. Five convolutional layers and three pooling layers are
process the input image. One global average pooling layer and three fully connected layers are then used to
a set of attribute predictions. A sigmoid activation function1 in the output layer is utilised to handle binary
and generates a probability value between 0 and 1. A softmax activation function 2 in the output layer is utilised
i-class attribute recognition and generates a probability distribution across all potential attribute values. The

s://towardsdatascience.com/activation-functions-neural-networks-1cbd9f8d91d6
s://machinelearningmastery.com/softmax-activation-function-with-python/

thor et al.: Preprint submitted to Elsevier Page 12 of 20
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Person Re-identification using Federated Learning

tch of data is normalized by batch norm into the number of neurons specified as a parameter. This lessens the
complexity and keeps it from overfitting. If a GPU is available, this model can also be transferred to it. For the
phase, CrossEntropyLoss() is chosen as the loss function, while the Adam classifier serves as the optimizer.
ning rate for the optimizer is set at 0.001 percent.
aluation metrics
most often used evaluation measures for the pedestrian attribute detection task are Accuracy, Precision, Recall,
function [8]. These measurements aid in determining which training algorithm produces better results and is
ective. We need more than one evaluation metric since it is impossible to assess an algorithm’s effectiveness

formance using only one metric.The standard indicators, including True Positive (TP), True Negative (TN),
sitive (FP), and False Negative (FN), are used to assess these metrics. For example, TP and TN measure the
of correctly identified tests, while FP and FN reveal the number of tests that the machine learning model
ified.

uracy indicates how frequently the trained model was overall correct [4]. For instance, in Re-Id applications,
ccuracy refers to the number of times the model made accurate predictions to locate the missing person.
n talks about how precise/accurate the training model is out of those predicted positives, and how many of
e true positive [64]. When the costs of false positives are large, precision is an effective measurement to use.
ance, a false positive in Re-Id applications denotes a model misclassification based on user-specified attributes.
ecision is not high for the Re-Id apps, the correct identification of the missing person may not happen. Recall
nes how many actual positives the training model actually captures by classifying it as Positive (true positive)
hen a false negative has a significant cost, recall is the model statistic used to choose the best model. For
, in Re-Id applications, if the missing person’s image (true positive ) is predicted to not be missing (false
e). If the missing individual comes into contact with dangers that could endanger their lives, the cost of a false
will be exceedingly significant.

𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(4)

𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(5)

𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(6)
work also makes use of loss function and stochastic gradient descent (SGD), which can be crudely applied to

rated optimization problem.
each client k, the average gradient on the global model of the current global model 𝑤𝑇 is defined as follows.
𝑘(𝑤) = 1∕𝑛𝑘

∑
𝑖𝜖𝑃𝑘

𝑓𝑖(𝑤) (7)

= ∇𝐹𝑘(𝑤𝑡) (8)
re 𝑃𝑘 - Set of data points on client k and 𝑓𝑖(𝑤)- Loss with model parameters 𝑤.
update is subsequently implemented by the central server after aggregating these gradients as defined below.

𝑡+1 ← 𝑤𝑡 − 𝜂
𝐾∑
𝑘=1

𝑛𝑘∕𝑛𝑔𝑘 (9)

re 𝑤𝑡 - provides the local model’s gradients in round t, 𝜂 - learning rate, and 𝑛𝑘- Number of data points on

thor et al.: Preprint submitted to Elsevier Page 13 of 20
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Person Re-identification using Federated Learning

ults and Discussion
rder to be fair, we should contrast our approach with one that is comparable to it and takes into account joint
of Re-Id and attribute recognition. As a result, we select a previous study by [13] that uses CNN for centralized
. The proposed model will be validated and its performance will be assessed on PETA and RAP datasets in
son to FedAvg and centralized learning. The outcomes are also contrasted with the variable dataset ratio/fixed

ratio and the fixed dataset ratio/variable number of clients stated in Section 6.3.

mparison of FedTransferLoss with Centralized training and FedAvg
omparison of the centralized training, FedAvg and proposed method, FedTransferLoss for PETA is shown

3. As expected, centralized training has higher performance with an accuracy 79.95 % compared to other
. The proposed method, FedTransferLoss achieved better accuracy of 75.38 % than FedAvg (72.94 % ). Despite

onger to train than FedAvg (983s), the proposed method (1638s) offers the highest accuracy and lowest loss,
e long training time is acceptable. Hence FedTransferLoss enhances the local model’s edge performance when

insufficient or erroneous data. By choosing the best local models for the edge server’s global model aggregation,
osed algorithm guarantees excellent detection accuracy in fewer communication rounds.

Table 4: Comparison of evaluation metrics based on PETA among
different training algorithms

ing type Accuracy (% ) Recall Precision Loss Training time (sec-
onds)

alized training 79.95 80.23 78.39 21.05 3240s
vg 72.94 62.38 78.34 28.38 983s
ansferLoss 75.38 76.39 73.89 25.24 1638s

e 4 compares the suggested approach, FedTransferLoss for RAP, with the centralized training, FedAvg. Similar
TA dataset, the results for the RAP dataset are overwhelmingly favorable. As anticipated, centralized training

s better than other approaches, with an accuracy rate of 91.12 %. The suggested method, FedTransferLoss, has
r accuracy rate of 89.78 % than FedAvg (83.27 %). A significant contributor to the improvement in accuracy
TA is the quantity of the RAP dataset. The proposed method (3648s) delivers the highest accuracy and lowest
ce the long training time is acceptable even though it takes longer to train than FedAvg (2289s).

Table 5: Comparison of evaluation metrics based on RAP among different
training algorithms

ing type Accuracy % Recall Precision Loss Training time (sec-
onds)

alized training 91.12 69.31 80.77 7.02 5939s
vg 83.27 64.67 81.38 16.23 2289s
ansferLoss 89.78 68.45 81.23 11.34 3648s

re 4 presents the comparison of the accuracy and loss function of centralized learning and FL platforms for
s discussed earlier, after 40 rounds of learning, the accuracy of the proposed method-FedTransferLoss shows
ence rate near to the centralized learning.

Table 6: Comparison of results of proposed method with other existing
works

Methods Type Accuracy for PETA
(% )

Accuracy for RAP
(% )

Sudowe et al. [66] DL based 73.66 62.61

thor et al.: Preprint submitted to Elsevier Page 14 of 20
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Person Re-identification using Federated Learning

Liu et al. [67] DL based 74.62 53.30
Raghavendra et al.
[68]

DL based 74.79 80.71
Zhuang et al. [41] Federated learning

based
65.2 82.2

Zhang et al. [17] Federated learning
based

70.6 79.1
Ours Federated learning

based
75.38 89.78

paring our proposed FL approach to earlier DL and FL approaches, the test set accuracy was greater than
works(see Table 6). In particular, our method attained an average accuracy of 75.38% on the PETA dataset
8% on the RAP dataset, which is high compared to earlier methods. Overall, especially for the RAP dataset,

ings considerably outperformed the state-of-the-art. The magnitude of the RAP dataset is a major contributing
this difference.
periment for reducing the number of false negatives in FedTransferLoss

eriment using re-weighting is conducted to reduce the number of false negatives by modifying the loss function
ring training. The concept behind this method is to give the positive class more weight in the loss function so
model will be penalized more severely if it predicts the negative class wrongly while the true label is positive
e loss function is changed to emphasise correctly predicting positive samples, or instances where the model
ully detected a person in a variety of camera perspectives. This can be accomplished by giving positive samples
ss function more weight while giving negative samples less weight. FedTransferLoss technique is used to train
ated model and distribute it among local edges. This procedure can be repeated with various weightings of
tive and negative samples to achieve the best tradeoff between lowering false negatives and preserving overall
y. This experiment ultimately enable to evaluate the efficacy of re-weighting as a method for enhancing the
ance of Re-ID applications.

Table 7: Re-weighting experiment with different weights for positive and
negative samples.

ht for positive
e

Weight for negative
sample

False Negative rate
(% )

Accuracy (% ) Loss

0.5 30 75.38 25.24
0.4 28 77.81 23.19
0.3 26 78.34 21.66
0.2 24 78.69 21.31

e 7 depicts the result of re-weighting experiment with different weights for PETA dataset. In order to reduce
gatives while preserving overall accuracy, we experimented with different weights for positive and negative
. We discovered that the greatest performance of 78.69% was obtained with a weight of 0.8 for positive
and 0.2 for negative ones. In particular, in situations where privacy and communication overhead are key

rations, this experiment shows the value of applying re-weighting in a FL setting for boosting the performance
models.
periment on fixed dataset ratio/variable number of clients in FedTransferLoss
, we are examining the effects of fixed data size and variable number of edge clients on learning outcomes

he FL process. The number of clients who require transfer learning changes from 1-8 as the overall amount of
d for FL remains constant.The RAP dataset has been split into two parts, with 33,268 images designated for
and 8,317 images designated for testing. Meanwhile, the PETA dataset has been divided into 9,500 training
, 1,900 validation samples, and 7,600 testing samples. Although the total time required for transfer learning
s as the number of clients increases, it still remains less compared to the time needed for centralized training.

thor et al.: Preprint submitted to Elsevier Page 15 of 20



Journal Pre-proof

Figure

Figure 5
for PET

The task
and coo
training

Figu
training
of edge
sense be
overall d
to FedA
6.4. Ex

The
require
fixed nu
268 trai
7,600 sa
improve

Figu
learning
same nu
First Au
Jo
ur

na
l P

re
-p

ro
of

Person Re-identification using Federated Learning

4: Comparison of accuracy and loss function of centralized and federated learning platforms for RAP dataset.

: Comparison of accuracy and training time with variable number of edge clients in FedtransferLoss and FedAvg
A dataset.

can be distributed more evenly as the number of clients rises, but there is a cost associated with communication
rdination with the server, as well as a longer time required to aggregate the model weights, which increases
time.
re 5 and Figure 6 illustrate the impact of variable edge clients and fixed dataset ratio in terms of accuracy and
time in FedTransferLoss and FedAvg for PETA and RAP dataset. The graphs clearly show that as the number
clients increases, convergence slows down, even when the same amount of data is used for FL. This makes
cause there will be less data samples available for each client as a result of more participants splitting the
ataset, which would lengthen training time but increases the overall accuracy of FedTransferLoss compared

vg..
periment on Variable dataset ratio/Fixed number of clients in FedTransferLoss
learning results during the FL process are being studied here in relation to a fixed number of clients who

transfer learning and a variable dataset ratio. In this experiment, there are a total of four edge clients and a
mber of two nodes that require transfer learning. The RAP dataset is divided into 8, 317 test photos and 33,
ning images. The PETA dataset is partitioned into 9,500 samples for training, 1,900 samples for validation, and
mples for testing. For a fixed number of edge clients, the learning performance in terms of testing accuracy
s as the dataset percentage utilized for FL increases. As the dataset quantity is reduced, training time gets lower.
re 7 and Figure 8 present the impact of variable dataset ratio and fixed number of edge clients that need transfer
in terms of accuracy and training time in FedTransferLoss and FedAvg for PETA and RAP datasets. With the
mber of transfer learning clients, it is evident from the graphs that the greater the dataset fraction utilized
thor et al.: Preprint submitted to Elsevier Page 16 of 20
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: Comparison of accuracy and training time with variable number of edge clients in FedtransferLoss and FedAvg
dataset.

: Comparison of accuracy and training time with variable dataset ratio in FedTransferLoss and FedAvg for PETA

the better the learning performance in terms of testing accuracy for FedTransferLoss compared to FedAvg.
y will be lower if there are not enough data samples.

clusion and Future work
study presents an all-in-edge architecture for attribute-based Re-Id that is based on deep learning. As tasks
ed closer to the edge, bandwidth and cloud resource costs are reduced, data privacy is increased, and the
sion time of offloading data is decreased. The biggest drawback of this strategy is the extra communication
between edge nodes and endpoints. The proposed study utilizes collaborative learning, in which edge

arn on their own but can collaborate with nearby nodes by sharing information as necessary, to minimize
ication and computational demands among edge nodes. The study employs two concepts of collaborative
, which are FL and transfer learning.
re is significant debate over the aggregation process within the FL framework. The server will use an
tion method to generate the system machine learning model once it has received all of the parameters from all
learning training models. If certain nodes delivered corrupted training models, malicious parameters, or low-

raining models to the server, the accuracy could suffer. FedTransferLoss, which incorporates transfer learning
l aggregation process, is presented as a solution to this constraint. It is evident from the simulation experiments
TransferLoss gives greater accuracy than the standard FedAvg approach. Additionally, the accuracy and
time relationships between the ratio of datasets and the number of edge clients are also examined.
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: Comparison of accuracy and training time with variable dataset ratio in FedTransferLoss and FedAvg for RAP

nhance the effectiveness of learning, the future work will incorporate more classifiers and deep learning models.
intend to investigate averaging methods for FL as well as heterogeneous features and distribution space for

learning. In-depth research to increase the viability and acceptance of the transfer learning principle for Re-Id
ions is another promising direction.
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