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Despite the popularity of high-order explicit Runge-Kutta (ERK) methods for
integrating semi-discrete systems of equations, ERK methods suffer from severe
stability-based time step restrictions for very stiff problems. We implement a dis-
continuous Galerkin finite element method (DGFEM) along with recently intro-
duced high-order implicit-explicit Runge-Kutta (IMEX-RK) schemes to overcome
geometry-induced stiffness in fluid-flow problems. The IMEX algorithms solve the
non-stiff portions of the domain using explicit methods, and isolate and solve the
more expensive stiff portions using an L-stable, stiffly-accurate explicit, singly diag-
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strate in a number of numerical test problems that IMEX methods in conjunction
with efficient preconditioning become more efficient than explicit methods for sys-
tems exhibiting high levels of grid-induced stiffness.
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1 Introduction

In this paper, we are interested in alleviating the severe stability-based time-
step restrictions that affect explicit time integration schemes when applied
to problems that exhibit high levels of geometry-induced stiffness. Geometry-
induced stiffness, or scale-separation stiffness, is a result of attempting to
simultaneously simulate a system that has geometric features of drastically
varying scales, and is defined in Section 3.2.

One example of this effect in the field of computational electromagnetics
(CEM) occurs when attempting to simulate EM scattering off of a jet fighter,
whose very thin stealth coating is much smaller than the other aircraft di-
mensions. Such a stealth coating can be discretized using proportionately few
high-order elements. However, introducing these relatively small elements will
result in a very high stiffness (on the order of 10%) and a very small time step,
since the stable time step for the scheme will be determined by the smallest-
sized element. As a result, current algorithms in CEM can only handle purely
harmonic (up to 10GHz plane wave) scattering by fighter aircraft, which are
assumed to be pure metallic shells, and cannot handle the inclusion of coatings,
penetration into and radiation out of the aircraft.

Another important example can be found in computational fluid dynamics
(CFD), where the elements used to discretize the boundary layer near an
airfoil can often result in a geometry-induced stiffness on the order of 103
to 10* or greater depending on the Reynolds number, and will thus severely
restrict the maximum stable time step. Mesh generation may also result in
high stiffness if a small percentage of “poor” elements are considerably more
skewed than the average element.

The basic form of time-dependent algorithms hasn’t changed in the last thirty
to forty years. Explicit methods are the most efficient methods for long-time
simulations of non-stiff systems, while implicit methods are more efficient for
solving stiff systems. One approach that has been used to increase the effi-
ciency of explicit methods for stiff equations is based on explicit local timestep-
ping schemes (often called multi-rate integration) , where equations on indi-
vidual cells or elements are integrated using different local time-steps. Osher
and Sanders introduced a local time stepping method for one-dimensional con-
servation laws in [32]. Other examples of such schemes include [5,15,12,39,34].

A disadvantage with multi-rate methods is that they are generally imple-
mented at 2nd-order (or lower) temporal accuracy. Methods higher than 2nd-
order exist, but suffer increasing implementation complexity. Even 2nd-order
multi-rate methods suffer difficulties contending with irregular unstructured
engineering meshes for which elements can range in size by many orders of



magnitude.

Implicit-Explicit or IMEX algorithms were originally developed to solve the
stiff term or operator of convection-diffusion-reaction (CDR) type equations
implicitly and the nonstiff term explicitly [4]. A number of IMEX Runge-
Kutta methods have been developed in recent times, such as [3,8,13,16,42,43],
which combine ERK schemes with diagonally implicit Runge-Kutta (DIRK)
schemes. However, these schemes have various drawbacks, such as lower-order
coupling errors, coupling stability problems, no error control, and poor ERK
or DIRK stability properties.

The recently-developed Additive Runge-Kutta (ARK) methods in [26] can
be used for the classical operator-based IMEX time-splitting or a geometric
region-based IMEX time-splitting. They allow for integration of stiff terms by
an L-stable, stiffly-accurate explicit, singly diagonally implicit Runge-Kutta
method (ESDIRK), and integration of nonstiff terms by an explicit Runge-
Kutta method (ERK). Furthermore, they provide extrapolation-based stage-
value predictors as well as embedded schemes (one order lower) which al-
low for the use of automatic error-based time-step controllers, such as inte-
gral (I), proportional-integral (PI) and proportional-integral-derivative (PID)
controllers, which are defined in Section 3.3.8. We implement the high-order
implicit-explicit Runge-Kutta (IMEX-RK) methods of Kennedy and Carpen-
ter [26] to overcome geometry-induced stiffness. IMEX algorithms solve the
non-stiff portions of the domain using explicit methods, and isolate and solve
the more expensive stiff portions (e.g. stealth coating or boundary layer) using
implicit methods.

We follow the method of lines approach, and discretize space using a nodal
discontinuous Galerkin spectral element method based on [21],[22]. The dis-
continuous Galerkin method is a class of finite element methods using a com-
pletely discontinuous piecewise polynomial space for the numerical solution
and the test functions. The first discontinuous Galerkin method was intro-
duced in 1973 by Reed and Hill [36], in the framework of neutron transport
(steady state linear hyperbolic equations).

Since then, the discontinuous Galerkin method has been applied in a number of
fields, such as aeroacoustics, electro-magnetism, gas dynamics, granular flows,
magneto-hydrodynamics, meteorology, modeling of shallow water, oceanogra-
phy, oil recovery simulation, semiconductor device simulation,turbulent flows,
viscoelastic flows and weather forecasting. For a detailed description of the
method as well as its implementation and applications, we refer readers to the
lecture notes [10] and the papers in Springer volume [11]. The discontinuous
Galerkin finite element (DGFEM) method builds upon the strengths of the
classical spectral element method introduced by Patera [33], and has a num-
ber of advantages over classical finite difference and finite volume methods.



DGFEM methods are especially well suited for IMEX algorithms, since they
allow for clean and easy decoupling of the stiff from the nonstiff regions of the
domain. Furthermore, they are highly parallelizable and accurate, provide for
simple treatment of boundary conditions, handle complicated geometries well,
and can easily handle adaptivity.

This paper is organized as follows. In Section 2, we discuss the details of the
spatial discretization scheme, which is based on a nodal discontinuous Galerkin
finite element method (DGFEM). We review the properties and characteris-
tics of implicit-explicit Runge-Kutta (IMEX-RK) time-integration methods
in Section 3. Numerical results comparing IMEX-RK and ERK schemes for
various test problems are presented in Section 4. Finally, we discuss all the
results and give concluding remarks in Section 5.

2 Spatial discretization

2.1 Two-dimensional scheme

The nodal discontinuous Galerkin (DG) finite element spatial discretization is
based on [21],[22], and [23]. We now review the details for a two-dimensional
spatial discretization, although a generalization to the three-dimensional case
is fairly straightforward. Assume that we have a multi-dimensional wellposed
conservation law

ou(x,t)

gtV Fux1) =0, x€Q 20 (1)

with initial and boundary conditions
u(x,0) = f(x), x €0
u(x, ) = g(x) , x €69, ¢ >0,
where u is the state vector of unknown/s, and F(u) is the flux. We assume that

our computational domain €2 is composed of K non-overlapping d-simplices
or elements

D* (2)

=

Q:

k=1

In two dimensions, we will assume that the elements are 2-simplexes or trian-
gles to allow for fully unstructured meshes. We also assume that the triangles
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Fig. 1. Linear mapping ¥ from reference element I to element D¥ in 2D.

have straight sides, which results in a constant transformation Jacobian for all
elements, and greatly simplifies the scheme. The reference or standard triangle
I C R? has the three vertices

\ , VI = , VIIT = ) (3)

while the physical simplex or subdomain D has the three corresponding ver-

tices v¥, vk, and v¥ as can be seen in Fig. 2.1. Also, element D* has physical

coordinates x = (z, y), while the reference element I has coordinates £ = (£, 7).
D* and I are related through the linear, invertible map ¥

v:I1-D = Vv ':D-L (4)

We construct the linear map ¥ given as

x=Y(¢n) =— <€¥> A <1T+€> vh + <1+Tn) vh, (5)

We assume that the solution in each subdomain D* is well approximated by
the local polynomial of degree p

Zu x¥ 1) LF(x Eou (6)



where x¥ are the N + 1 grid points in the kth element and L¥(x) is the two-
dimensional multivariate Lagrange polynomial based on these points

Li(x) € P = span{a'y’;i,j > 0;i+j < p}. (7)
Note that
1 2
N (Pt )2(p+ ) . (8)

and N + 1 is the total number of grid points necessary in 2D for polynomials
of degree p. The physical flux F is approximated as

Ff(u*) = ZO F(u* (x;, 1)) Ly (x). (9)

We express the local polynomials in a more general framework

u®(x,t) = ZO uj (t)Lf (x) = Z_% i () fn (x). (10)

where ¢, (x) are the basis functions defined on the kth element, while 0 (¢) are
the modal coefficients. A polynomial basis such as the multivariate monomials
¢ij(x) = x'y? will result in a nearly dependent basis, and therefore a poorly
conditioned Vandermonde matrix (grows exponentially with p). We choose an
orthonormal basis that has been rediscovered on several occasions by Dubiner
[14], Proriol [35] and Koornwinder [29]

ot =0 (B 0) (151) p), )
) (2 1
ooteon) = 0o (29) (559) (12)

where P(*#) is the Jacobi polynomial of order n, which are orthogonal on I,
and +;; is the orthonormalizing weight.

We choose the grid points xf, 7 =0,1,..., N computed as the steady state,
minimum energy solution to an electrostatics problem on an equilateral trian-
gle by Hesthaven in [20]. The distribution is illustrated in Fig. 2.2 for polyno-
mial degrees p ranging from 2 to 12 on the reference element I. Note that this
grid distribution becomes the Legendre-Gauss-Lobatto distribution along the
edges of the triangle.



Fig. 2. Electrostatic Node Distribution [20] on I.

We define the vectors of nodal and modal values on D as

uy = [ug, ... uk]", @y =[ag, . 6y]" (13)

and the vectors of local Lagrange polynomials and basis functions on D* as

Ly = [Lg, - LY]", ok = (65, ox]" (14)

Let us simplify our notation for ¢;; by defining a new index o € [0, N| that
represents a reordering of (7, j) and rewrite ¢, = ¢;;. The Vandermonde matrix
is defined to be

Via = (ba('ri)a (15)

This implies that
uk, = vk, ah = v, VLA = ok (16)
We implement a Galerkin projection methodology and integrate

8uN

5 TV F% =0 (17)



against a sequence of N + 1 test functions L;(x). After integrating by parts
twice, we get the final form of the scheme

/ <8uN LV F ) LE(x)dx = 7{ LF(x)h - [Fk — Fy]dx. (18)

ot
DF SDF

The numerical flux is the local Lax-Friedrichs flux [30],[31]

(') By N (e oy

(19)

where u~ refers to the local solution, u* refers to the neighboring solution/s,
and A is the maximum local eigenvalue of the flux Jacobian.

The mass and stiffness matrices on I are
My = (Li(©), i) = [ Li(©)Li(€)de (20)
Sij = (85, S\t = (L), VL ()1 = [ L&) VL), (21)

and are computed in two dimensions as

M = (V‘I)T(V‘l), (22)
Se= (VWY)W = [ae )28, (23)
S, =(V)TW(V™), / ¢i(§ (%] (24)

It is important to mention that for higher order equations (having spatial
derivatives of order greater than 1), such as the Navier-Stokes equations, we
follow the approach of Bassi and Rebay [6] by introducing an additional vari-
able (for formulation only) so that we may rewrite the higher order equation

%—‘:+v F=V-(vVu) (25)

as a system of first order equations

g—‘:+v (F—p)=0 (26)



vVu=p. (27)

We then use the same approach and seek an approximation as

[ (5 5= i i 29
jé Li(x)h - [Fy —Fy — (py — piv)] dx, (29)
Dk

/ (py —vVuy) Li(x) dx = j{ Li( [uy —uy] dx. (30)

Dk dDFk

A central flux is used for u}, and the local Lax-Friedrichs flux is used for Fy
and py.

To stabilize the scheme, we apply a modal filter to the numerical approxima-
tion at regular intervals

N

Faux(e.t) = 3o 7 (%) tn(tén (), (31)

where o () is the filter kernel. Two commonly used filters, which are imple-
mented in Section 4 are the exponential and the sharp-cutoff filters [24].

3 Time integration schemes
3.1 Ezxplicit Runge-Kutta (ERK) methods

We have a semi-discrete scheme, which we will integrate in time using a high-
order Runge-Kutta method. Let us write the system of ordinary differential
equations (ODEs) as the initial value problem (IVP)

dU
T = FEUW), Ult) = Uy,

Following Butcher [7], we write the RK scheme in a tabular format known as
the Butcher tableau




Fully-explicit Runge-Kutta schemes, commonly referred to as ERK schemes,
have zeros on the main diagonal and above the main diagonal of A, e.g.
Q5 = O, j > 1.

We implement an efficient and accurate 5-stage, 4th-order low-storage ERK
scheme [9] in order to minimize memory storage. Carpenter and Kennedy [9]
derive a 2N-storage scheme which is competitive with the classical 4th-order
high-storage method, where N is the dimension of the ODE system. Given the
coefficients A;, B;, and ¢; [9], the algorithm to compute U(t + At) requires
the storage and overwriting of only 2 vectors U; and dU;

dU; = A;dU,_, + AtF(U;), j=1,..s (2)
U(t+ At) =U; = U;_; + B;dU; (3)

Williamson [41] demonstrated that the connection between the 2N-scheme and
the general RK scheme

Bj = Gj41,5 JF#s

Bs - bs

Aj=(bj_1—Bj1)/bj j#1,b;#0
Aj=(aj15-1—¢)/B; j#1,b;=0.

Although fully-explicit time-integration schemes are simple to implement and
the most efficient methods for low levels of stiffness, they are at the mercy of
the stability-based time-step restriction (CFL condition), especially for prob-
lems that have high levels of geometry-induced or physics/operator-induced
stiffness. For this reason, we implement implicit-explicit RK methods, which
we discuss in Section 3.3.

3.2 Geometry-induced stiffness

We now define two measures of geometry-induced stiffness, S, which will be
referred to as “stiffness” throughout this paper, unless specified otherwise.
For the one-dimensional case, the definition of geometry-induced stiffness is
straightforward, since the system eigenvalues will scale just as the ratio of
element lengths. We define the grid-induced stiffness as the ratio of the mini-
mum element length in the explicit set, 2(ex), to that of the minimum element
length in the implicit set, 2y (i.e. ratio of minimum element length of all
elements integrated with ARK-ERK to that of minimum element length of all
elements integrated with ARK-ESDIRK)

10



minDkEQ[ex] (l)

minDkEQ[im] (l) ’

s = (4)

where [ represents the element length. The two-dimensional grid-induced stiff-
ness is defined to be the ratio of the minimum element (triangle) chord length
in the explicit set, ey}, to that of the minimum element (triangle) chord
length in the implicit set, Q) (i.e. ratio of minimum element chord length
of all elements integrated with ARK-ERK to that of minimum element chord
length of all elements integrated with ARK-ESDIRK)

1’ninDk €Qex] (C)

n,linDk Eﬂ[im] (C) ’

SZD —

()

where ¢ represents the element chord length. The two-dimensional stiffness
may also be based on other measures, such as the triangles’ inscribed radius.

3.8 Implicit-Explicit Runge-Kutta (IMEX-RK) methods

In order to alleviate geometry-induced stiffness, we implement the recently
introduced Additive Runge-Kutta schemes by Kennedy and Carpenter [26],
which are a class of implicit-explicit Runge-Kutta or IMEX-RK methods.
IMEX algorithms solve the nonstiff terms using explicit methods, and iso-
late and solve the more expensive stiff terms using implicit methods. The N-
Additive Runge-Kutta (ARK-N) schemes [9] are used to integrate equations
of the form

% — F(t,U(t) = ivj FM(¢,U(t)) , Ulty) = Uy, (6)

v=1

and are given by the s-stage RK scheme

N s
U = U™ 4 At S TPV 1 AL UD), 1<i<s (7)
v=1j=1
N s ]
U = U™ 4+ At ST STOMEM (60 4 AL UD), (8)
v=11i=1

where U™ = U (™), UCHD = Ut+)) and UY = U™ + ¢;At). We shall
order U in the following way:

11



| Ulea)
U= , (9)
Ui

where Uy, corresponds to the my,) ordinary differential equations resulting
from the spatial discretization of the partial differential equation on the ex-
plicit set of elements, §2(.,), and Uy, corresponds to the my;y, ordinary differ-
ential equations resulting from the spatial discretization of the partial differen-
tial equation on the explicit set of elements, €2(;,,). Note that m = My +mim).

We define F = Flerl 4 Fliml — U 4 FP where

U 0
FlI - R AT B . (10)
Ulim) 0 Ulim) F(Ufim)

and the coefficient matrices A and vectors b are
Al — A[ERK] A1) _ A [ESDIRK] a1
b = bl =, (12)

where AERK] ’ A[ESDIRK]

the scheme as

, and b are given in the Appendix. We now write

7 n 1 .
Ul =ul) + Atzla F(t + ;AL UY, 1<i<s, (13)
J
7 n [2 .
ul), =ul) + Atz aJF (1™ + ;AL U ), 1<i<s, (14)
Ut = U™ 4 At Z biF (™ + ¢, At, UD), (15)

i=1

since bz[l] = bEZ}. This set of RK schemes allows for great flexibility in the sense
that the implicit-explicit partition can be based on the operator or on the grid
point/geometric region. In this paper, we reduce the N-Additive RK scheme
to a 2-Additive scheme, which is given by an explicit-implicit partition. In
other words, we choose to perform the time-splitting by geometric region.

The ARK schemes can be expressed in the following Butcher tableau format,
which is similar to the basic tableau, but has one extra set of coefficients b;.

The coefficients b; provide a scheme of one order lower than the main scheme
based on the coefficient weights b;. Such schemes are referred to as embedded
schemes.

12



C; CLZ']'

Note that the two fourth-order schemes in Table A.1 are coupled through
the nodes ¢;, e.g. CEERK] = cgESDIRK] so that the corresponding RK times
t™ 4+ ¢; At will be the same for both schemes at each RK stage, and also
through the weights b;, e.g. bZ[ERK] = Z)EESDIRK]. Also, the embedded scheme
will be used to compute the temporal error after every time step, which will
be fed into a time-step controller to adaptively control the time-step (refer to

Sec. 3.3.8).

The coupling between the explicit and implicit regions is straightforward. At
each RK stage, the explicit grid points are integrated to find UEQ,C], and then
the implicit grid points are integrated to find ngn}, using the explicit regions
as boundary conditions.

3.3.1 Newton-Krylov methods: Newton methods (outer iteration)

Let us assume for generality that we are solving a nonlinear conservation law,
such as the Navier-Stokes equations. To integrate the semi-discrete system for-
ward in time with an implicit Runge-Kutta scheme, we must solve a nonlinear
system of equations at the ith RK stage if the ith row of A has at least one
entry a;; that is nonzero for j > i.

For example, for the second stage of the ARK4(3)-ESDIRK (i = 2) scheme,
we need to solve for U®

U(i) _ U(n) + At Z aijG(U(j)) (16)
j=1
6 .
U@ =u®™ £ At Z asz(U(J)) (17)
j=1
U =u®™ £ At (a271G(U(1)) + a2,2G(U(2)>) (18)
1 1
U® =u™ + At (ZG(U(D) + ZG(U(Q))> (19)

We choose to solve for U® using a modified Newton-Krylov method [25]. Let
us assume that U = U®?. Eqn. (3.19) becomes

13



U=U™ 1 At GG(U“)) + iG(U)) (20)

We rewrite the system as

F(U)=U-U" — At GG(U(”) + iG(U)) (21)
_ (U _ —G ) L HUM, UW) (22)
—0, (23)

where H(U™, UW) = —U™ — 2G(UW). A multivariate Taylor expansion
about the current iterate of the solution U* gives us

F(UM) = F(UY) + F (U*) (UM — U*) (24)
+F(UR)(UM —UR)? + (25)

Neglecting the higher order terms O(U**! — U*)2 we arrive at Newton’s
method

UMl = U4+ 6U% k=01, ... (26)
J(UMeU* = —F(U") (27)

where J = F' is the Jacobian matrix.

3.8.2 MFNK method

The above method is a strict Newton method and requires the formation
and storage of the Jacobian matrix for each nonlinear solve (each implicit RK
stage). This can be a very expensive and perhaps unfeasible task for large-scale
problems. For these reasons, we implement a modified Jacobian-free Newton-
Krylov method (JFNK) [27], which is referred to as the MENK method by
Knoll and McHugh in [28]. The MFNK method is not exactly JENK, due to
the fact that some Jacobians are computed and stored, and differs from the
modified Newton-Krylov method (MNK) in that MNK holds both the precon-
ditioner and the action of the Jacobian (Eqn (3.32)) constant over a number
of Newton iterations, while MFNK only holds the Jacobian-based Precondi-
tioner constant. For this reason, MFNK has stronger nonlinear convergence
properties than MNK. We also note that the very expensive formation and
storage of the Jacobian is performed infrequently.

14



3.3.83  Krylov methods: inner iteration

Each Newton iteration involves solving a sequence of linear systems

J5U = —F(U) (28)

for du. Due to the nature of the DGFEM spatial discretization discussed in
Section 2, the Jacobians are sparse and therefore lead to extremely sparse
linear systems, since elements communicate only with “adjacent” neighboring
elements that share a common point in one-dimension, edge in two-dimensions,
and face in three-dimensions. The Jacobian matrix J for the ARK schemes
may be found by differentiating Eqn. (3.22) with respect to U

dF(U) dG(U) .
J 0 I—a;At U 2<i<s (29)
where the Jacobian % may be computed analytically (note: this is not true

for all equations) and the factor a;; for the ARK-ESDIRK schemes is constant
for all RK stages (i > 1) since the schemes are SDIRK for ¢ > 1, or singly
diagonally implicit Runge-Kutta.

Iterative methods are particularly well-suited for solving extremely-sparse,
unsymmetric linear systems [37]. (Iterative methods are indirect, as opposed
to direct methods such as Gaussian elimination, and require a certain criteria
to end the iterations.) For these reasons, we solve these sparse linear systems
using two popular Krylov subspace methods [37]: the generalized minimum
residual method, commonly referred to as GMRES, and the Bi-Conjugate
Gradient STABilized method also known as BICGSTAB.

The success of an iterative linear solver largely depends on an effective precon-
ditioner [37], which efficiently clusters the eigenvalues of the iteration matrix,
and results in a speed-up of the Krylov method. We apply right precondition-
ing, which leaves the right-hand side of (3.28) unchanged

(JP~1)(PSU) = —F(U), (30)

where P represents the preconditioning matrix. Solving the preconditioned
system above involves two main steps.

(a) Firstly, we define z = PJU and solve
JP 'z = —F(U) (31)
for z using a Krylov solver and the Frechet derivative

15



JP 'rg = [F(u+eP'rg) — F(u)]/e, €< 1. (32)
(b) Secondly, we solve for U using a linear solver

PiU=z— 6U=P 'z (33)

The Newton-Krylov algorithm only requires the action of P~ on vector v
(matrix-vector product P~1v). Thus, only the matrix elements required for the
action of P~! are formed. This may be done at every single Newton iteration
or periodically when required (MFNK, MNK). We form the Jacobian once
every k time steps (k = 20,50, 100 , etc...) and reuse the “frozen” Jacobian as
the preconditioner for the next k steps. However, even though we reuse the old
Jacobian for preconditioning, we compute the current action of the Jacobian
(current matrix-vector multiply JP~'ry) using forward differencing (3.32).

It is also important to mention that GMRES involves only one matrix-vector
multiply per Krylov iteration versus BiCGSTAB’s two, which becomes an
increasingly important consideration for increasingly stiff systems when using
preconditioned Newton-Krylov algorithms.

Note that all of the Newton-Krylov algorithms applied in the numerical tests
in Section 4 are based on C.T. Kelley’s nsoli algorithm, which is a Newton-
Krylov solver using inexact Newton-Armijo iteration, an FEisenstat-Walker
forcing term and parabolic line search via 3-point interpolation [25]. The code
is available from SIAM at the URL: http://www.siam.org/books/fa01/.

3.83.4  Newton-Krylov termination criteria

Iterative methods will continue iterating until a prescribed stopping or ter-
mination criteria is met. We use the following termination conditions for the
Newton (outer) and Krylov (inner) iterations.

The outer Newton iteration will stop when

|F (UM, < atol + rtol |F(UY) ||, (34)

where atol and rtol are the user-specified absolute and relative tolerances

respectively. Typically, atol = rtol =1E-03 for most numerical tests in Section
4.

The inner Krylov iteration will stop when the relative linear residual
[t 2 < nmax [[F(UM1)]|2, (35)

16
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Fig. 1. 2D Preconditioner Tests for p = 4 (left) and p = 8 (right), T=1.

where nmax = .9.

3.3.5  Preconditioning

We conduct several numerical tests comparing the performance of the precon-
ditioners discussed in this section. We perform the tests on the nozzle flow with
shock test case from Section 4 for polynomials of degree p = 4 (At pean = 1/50)
and p = 8 (Atpean = 1/142). The tests are run until final time T=1, which
is much earlier than the time for which the shock begins to develop (roughly
T=20). The reason for this is because the times steps in this region are still
fairly large with respect to the ERK case, and the results for this case are
therefore more meaningful and important as far as IMEX-RK schemes are
concerned. Please refer to Section 4 for all other parameters and details on
the nozzle flow problem.

The results for the Jacobi, block (subdomain) Jacobi, ILU(0) and ILUT(7)
preconditioners are summarized in Tables 3.1 and 3.2, and are plotted in
Fig. 3.1. The tests were conducted on three different grids having geometry-
induced stiffnesses of 12.6, 96.4 and 928.6, in order to study how the various
preconditioners respond to geometry-induced stiffness. The preconditioners
were formed and stored once every physical unit of time (once every t=1 or
once every 50 time steps for p = 4, and once every 142 time steps for p = 8).
We used the GMRES Krylov scheme with no restarts as part of the MFNK
method, and used a Newton tolerance of 1E-03 to stop the iterations. We
tested the ILUT(7) preconditioner for three values of 7, namely for 7 = 1E-

02, v/10E-03 and 1E-03.

First, let us clarify that the term “failed” in Tables 3.1 and 3.2 signifies stag-
nating or repeating failures of the MFNK| which resulted from ill-conditioned
preconditioners. We can see from Table 3.1 that for polynomials of degree
p =4, the Jacobi, ILU(1E-02) and the ILU(0) preconditioners are not robust

17



Preconditioner | Stiffness (S) | Avg. GMRES | CPU Time
Iter. per At

None 12.6 99 1.67 E+02
Jacobi 946 1.19 E+03
Block Jacobi o6 1.30 E+02
ILU(1E-03) 7 2.06 E+02
ILU(+/10E-03) 10 2.60 E+02
ILU(1E-02) 24 2.99 E+02
ILU(0) singular singular
None 96.4 850 1.58 E403
Jacobi failed failed
Block Jacobi 158 3.35 E+402
ILU(1E-03) 12 6.31 E+02
ILU(v/10E-03) 41 1.35 E4+03
ILU(1E-02) failed failed
ILU(0) singular singular
None 928.6 1054 2.19 E+04
Jacobi failed failed
Block Jacobi 454 8.00 E+402
ILU(1E-03) 25 8.50 E-+02
ILU(+v/10E-03) 196 3.85 E+03
ILU(1E-02) failed failed
ILU(0) singular singular

2D Preconditioner Tests, p=4, T=1.
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and result in repeated failures, especially as the stiffness increases. The ILU(0)
factorization produced singular factors in all cases (and therefore repeating
failures) and was the least robust method.

However, the ILU(v/10E-03), ILU(1E-03) and the block Jacobi preconditioners
were consistently robust, even for high levels of stiffness, and are plotted in
Fig. 3.1(a) for this reason. As expected, the ILU(v/10E-03) forms the factors
faster than the ILU(1E-03). It is evident from Fig. 3.1 that preconditioning
helps increase the efficiency of the MENK and therefore the IMEX-RK scheme.




Table 2

Preconditioner | Stiffness (S) | Avg. GMRES | CPU Time
Iter. per At

None 12.6 121 7.25 E+02
Jacobi 410 2.41 E+03
Block Jacobi 43 2.01 E+03
ILU(1E-03) 7 3.81 E+03
ILU(+/10E-03) 12 4.02 E+03
ILU(1E-02) 68 8.48 E+03
ILU(0) singular singular
None 96.4 832 5.30 E+03
Jacobi failed failed
Block Jacobi 113 4.94 E+03
ILU(1E-03) 16 1.65 E+04
ILU(v/10E-03) 371 1.78 E+05
ILU(1E-02) failed failed
ILU(0) singular singular
None 928.6 6064 3.80 E+04
Jacobi failed failed
Block Jacobi 350 1.23 E+04
ILU(1E-03) 101 5.62 E+04
ILU(+v/10E-03) failed failed
ILU(1E-02) failed failed
ILU(0) singular singular

2D Preconditioner Tests, p=8, T=1.

The preconditioners help alleviate the CPU time versus stiffness slope. The
ILU(1E-03) resulted in the flattest curve (smallest CPU time versus stiffness
slope), but was slower than the block Jacobi preconditioner for all three test
cases. The ILU(1E-03) may become more efficient than the block Jacobi for
extremely high levels of stiffness (i.e. >1E+03). In terms of speed, storage,
formation time, practicality (if we want to form the preconditioner at more
frequent intervals) and implementation, the block Jacobi is the clear winner

of this group, especially for the levels of stiffness that were tested.

Similarly, Table 3.2 for polynomials of degree p = 8 shows that the Jacobi,
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ILU(1E-02), ILU(+/10E-03) and the ILU(0) fail repeatedly for increasing stiff-
ness. We plot the ILU(1E-03) and the block Jacobi results in Fig. 3.1(b).
Again, the block Jacobi preconditioner is more efficient than the ILU(1E-03).
It is interesting to note that the preconditioned MFNK only starts to pay off
for stiffness levels greater than roughly two orders of magnitude. This result
may seem counterintuitive since preconditioned Implicit-RK methods are typ-
ically implemented for very large levels of stiffness where the preconditioner
increases efficiency. However, if the stiffness level is low enough, the precondi-
tioner may not increase the efficiency of the method.

3.3.6  Stability: explicit Runge-Kutta methods

We now analyze the domain of absolute stability (linear stability envelope) for
a general ERK scheme. In order to determine the region of absolute stability,
we apply the RK scheme to the scalar test equation

dU
— =F(U) = U, (36)

where \ is a complex constant that generally represents an eigenvalue of a
matrix. Since Runge-Kutta schemes are one-step methods, we can write the
numerical solution U at time ¢+ as the product of an amplification
factor R(z) and the numerical solution U™ at time ¢(™

Ut = R(z) U™, (37)

where the complex number z = Ak and h = At is the time-step. The region
of absolute stability occurs when U™ | < [U™| or when |R(2)| < 1.

For an s-stage ERK of order p, the amplification factor R(z) is given as [2]

22

R(z) =142+ 5

P s, _
+...+Z—' + Y ZbTAI', (38)
P =t

where the vectors 1 = [1,...,1]7 and b = [by, ..., bs|”.

We plot the regions of absolute stability for ERK methods with s = p < 4,
which includes the classical fourth-order, 4-stage method, the 5-stage, fourth-
order low-storage 2N ((5,4)-2N ERK) scheme, and the 6-stage, fourth-order
ARK4(3)-ERK scheme in Fig. 3.2. We note that the s = 6 ARK4(3)-ERK
and the s = 5 low-storage (5,4)-2N ERK schemes have the largest stability
regions in the left-hand plane. The ARK4(3)-ERK scheme has the largest
extent along the imaginary axis, while the (5,4)-2N ERK scheme has the
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Fig. 2. The regions of absolute stability for various ERK schemes.

largest extent along the real axis. However, we can see that for all of the explicit
RK schemes, the values of z = Ah necessary for stability are confined by the
envelope regions. For stiff problems, the eigenvalues may become very large,
thus squeezing the maximum allowable time step h to very small values. For
this reason, we consider semi-implicit methods, such as the ARK4(3) scheme,
which couples an explicit RK scheme to an implicit RK scheme, and therefore
extends the stability region of purely explicit RK methods.

3.3.7 Stability: implicit Runge-Kutta methods

Let us discuss the stability of implicit RK methods. For explicit RK schemes,
the amplification function is a polynomial. However, for implicit RK schemes,
the amplification function R(z) is not a polynomial, but a rational function
that may be expressed as the quotient of two polynomials (by definition)

R(z)=1+2zb"(1-2A)""1 (39)
_N(z)
~ D(z) (40)
_det(I+z(1b" — A))
=T det(I— ZA) (41)

Let us review a couple of important definitions regarding stability. A numerical
method is A-stable if its region of absolute stability includes the entire left
half-plane of z = hA\, ie. |R(z)| < 1,for all zs.t.Re(z) < 0. A numerical
method is L-stable if it is A-stable and R(z = oo) = 0. Also, a scheme that
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has a nonsingular coefficient matrix A for which ay; = b;, j = 1,...,s, is
stiffly-accurate. Note that stiffly accurate methods have stiff decay. Methods
with stiff decay have the property that as the real part of z goes to negative
infinity (Re(z) — —o0), the amplification factor tends to 0 (R(z) — 0).

We note that the ARK-ESDIRK [26] family of schemes are implicit RK meth-
ods ranging from third to fifth-order accurate. The three schemes are designed
for the integration of stiff terms |z| — oo, and have many desirable properties
with respect to stability. They are L-stable and stiffly-accurate with vanishing
stability functions for very large eigenvalues z — —oo.

3.3.8 Time-step control

In order to control both accuracy and stability, it is important to choose a
time-step controller which is a function of both criteria. The basic idea behind
embedded time-integration schemes is to provide an additional scheme that is
one order lower than the main scheme in order to allow for the computation of
the temporal error. For example, the ARK5(4), ARK4(3) and ARK3(2) [26]
schemes are of design orders 5, 4, and 3 respectively with embedded schemes
of orders 4, 3, and 2 respectively. The computed temporal error may be fed
into a controller such as an I, PI, or a PID controller, in order to automatically
and adaptively control the time step At.

Let us the derive the I-based controller in order to gain a deeper understanding
of time-step controller design in general. In order to compute the temporal
error 0, we subtract the solution based on the embedded scheme of order p
from the solution based on the main scheme of order p + 1

5=U-U (42)
= (Ue:cact + O((At)p+1)) - (Ue:cact + O((At)p)) ( )
=O((At)") (44)
=C(AL), (45)

where C is a constant. Therefore, our computed temporal error is of order
p. We now compare the time errors 69 and 6 for 2 different time steps,

(At)"+D) and (At)™

5(n+1) C((At>(n+1)>p
st C((At)m)p

(46)

n+1)

where (At)™+1 is the time-step we want to determine and §¢ is the tem-
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poral error that will occur for this step. Let us specify the time error we want
to commit for this step and call it € = 6"+, Substituting e for 6"+ gives us

€ (A) DN
50 _< ao® ) (48)
and solving for (At)"+1
) N\
(A — (A7) (W) . (49)

Finally, we add a factor of safety x

(AT = (A (m) (50)

Two common controllers are given below (refer to [17,18,38])

(n+1) _ (n) € v
L e oy
a (n—1) B ¥
(n+1) _ (n) € |6 oo €
R e e, ) o )
(53)

where k /&~ .9 is a factor of safety, € is a specified tolerance for the controlled
parameter (e.g. temporal error,etc...), and p is the order of accuracy of the
embedded scheme. ¢ is a measure of temporal error and is defined as

5(n+1) _ U(n-‘rl) . ﬂ(n+l) (54)
= ALY BF(UD) — ALY b F(UD) (55)
=1 =1
=AY (b — b)F(UD) (56)
=1

We follow [26] and select the PID controller with the following fixed controller
gains

k; =025, kp=0.14, kp=0.10, w,=1, (57)

where
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2wy,
po = {k; + kp + (1 +w”) k[)] , pB= [k’P + 2wnkD] ) (58)
2w?
Py = <1 +wn> kp. (59)
and
B (At)(")
Therefore,
49 .34 .10
a=—, f=—, y=—. (61)
p p p

We demonstrate the responsiveness and time-step control of the PID-controller
for the one-dimensional Burgers equation

ou  10(w?)  *u
E_I_ﬁ ox  © 0a? (62)

with a perturbation at the inflow x = —.5 given as

u(—.5,t)= (—atanh (a$ ECt) + c) : (1 + A(sin(ft))4) (63)
=1+ .1(sin (100¢))*, (64)

since a = 1, wave speed ¢ = 0, ¢ = 1E-03, f = 100 and amplitude A = .1.
The perturbation is designed to test the time-controller’s responsiveness (refer
to Section 4 for details for this test case). The time-step history is illustrated
in Fig. 3.3. The red curve is the inflow sin? perturbation function scaled so
that both the time-step history curve (black) and the inflow function (red)
can easily be visually compared. We can see that the PID controller responds
well to the oscillations of the inflow perturbation function, thereby having a
frequency that appears to match the frequency of (3.64), which is 100/, quite
well. Also, note that the time-step history is a smooth function, indicating the
proper behavior for the PID controller (since the problem is smooth and is
spatially resolved).

Finally, the time step At is chosen as the minimum of the stability-based
time-step and the time-accurate controller-based time step

At = min(AtStablev AtC’omﬁroller)- (65>
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Fig. 3. PID-control for 1-D Burgers equation with perturbation at inflow.

4 Numerical tests

In this section, we carry out numerical experiments in 1D and 2D. We imple-
ment both ERK and IMEX-RK schemes to solve several test problems, such
as nozzle flows modeled by the Euler equations, and compare the efficiency
of the methods. Note that the ERK method used for all 1D test cases is the
classical fourth-order ERK4 scheme, while the ERK method used for the 2D
test cases is the low-storage (5,4)-2N ERK scheme. The IMEX method used is
always the ARK4(3) IMEX-RK scheme, unless specified otherwise, and selects
time steps using a PID time step controller (refer to Section 3.3.8).

4.1  Viscous Burgers equation

The one-dimensional viscous Burgers equation is the classical one-dimensional
analog of the multidimensional viscous Navier-Stokes equations

du N 10(w?) = &P
ot 2 or o2

—1<z<1,t>0. (1)

We set the initial condition to be a hyperbolic tangent wave so that the exact
solution to Eqn. (4.1) is a rightward traveling hyperbolic tangent wave with
velocity equal to ¢, and initial condition u(z,0):

r —ct

u(z,t) = —atanh <a > +ec¢, u(x,0) = —atanh(a;) +c. (2)

2¢ €
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Fig. 1. The traveling wave solutions to Burgers equation (left), and the mesh used

(right)
€ Stiffness (S) | Avg. At | Avg. At | Avg. GMRES | CPUggrk/CPUpyex
(ERK) (IMEX) Iter. per At
.01 ]90.0 5.03 E-06 | 1.98 E-03 4 36.96
45.0 1.78 E-05 | 1.98 E-03 3 14.72
22.5 5.76 E-05 | 1.98 E-03 3 4.00
9.0 2.30 E-04 | 1.98 E-03 3 1.50
4.5 5.26 E-04 | 1.98 E-03 2 .75
1.8 1.69 E-03 | 1.98 E-03 3 .25
.001 | 90.0 5.71 E-07 | 6.38 E-04 3 128.88
45.0 2.25 E-06 | 3.19 E-03 6 116.39
22.5 8.74 E-06 | 3.19 E-03 6 31.18
9.0 5.03 E-05 | 3.19 E-03 ) 5.57
4.5 1.78 E-04 | 3.19 E-03 ) 1.50
1.8 8.23 E-04 | 3.19 E-03 4 .25
Table 1
ERK and IMEX-RK Results for 1D Burgers Equation.
The wave-speed ¢, and the constant a are:
C:u_oo;—um’ a:u_OOQ_uoo (3)

The numerical solutions to Eqn. (4.1) are shown in Fig. 4.1(a). The grid used
is displayed in Fig. 4.1(b), where the elements in the blue region are solved
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Fig. 2. Comparison of IMEX-RK and ERK results for 1D traveling wave solution
to Burgers equation for € = .01 (left) and ¢ = .001 (right).

using an IMEX-RK method, while the elements in the black region are solved
using the ERK scheme. The results for both € = .01 and € = .001 are shown in
Fig. 4.2 and are summarized in Table 4.1. We can see the same type of pattern
appear as for the previous two cases. At a certain critical stiffness level, S,
the IMEX scheme starts to beat the ERK scheme. S, =~ 6 for ¢ = .01, and
S, = 3 for e = .001.

4.2 Compressible Navier-Stokes equations

We review the compressible, nondimensional Navier-Stokes equations in con-
servation form, which will be used to test the RK schemes described in this
paper. Consider the three-dimensional Navier-Stokes equations given in Carte-
sian coordinates

oq 1
e +V - -F(q) = Rerss (V-F,), t>0. (4)

The state vector q and the flux vector F(q) are given as

p pu pu pw
pu pu? +p puv puw
a=|pv |, F(q) = UV P+ pv? +p ]+ pUw )
pw puw pow pw? +p
E _(E—l—p)u_ _(E+p)v_ _(E+p)w_



where p is density, u, v and w are the Cartesian velocity components, E is the
total energy, and p is the pressure. The total energy

E:p<T+%(u2+vz+w2)). (6)

The pressure and temperature are related through the ideal gas law

p=(y—1)T. (7)

where T is the temperature and v = ¢,/c, is the ratio between the constant
pressure (c¢,) and constant volume (c,) heat capacities. v = 1.4 for air. The
viscous vector is

_ . ; _ . i
Tex Txy
F, = Tyz i+ Tyy 83)
Tz Tzy
| Teall + TyzU + ToW + ])—]jg—f | | Tay + TyyV + Toyw + }—]ig—:g |
_ . ;
TZ‘Z
+ Ty k. (9)
TZZ
| Tz + TyU + Toow + %’j% |

Note that the Cartesian coordinates (z,y,2) = (21, %2, x3). We assume that
the fluid is Newtonian, for which the stress tensor is defined as

ou;  Ou; 2. Ouy
Tow: = + L) 5N 10

v M(@xj aZL',') J kz::lﬁm (10)
where p is the dynamic viscosity, A is the coefficient of Bulk viscosity for the
fluid, and k is the coefficient of thermal conductivity. We use Sutherland’s law
to relate the dynamic viscosity to the temperature

u(T) (T)%Ts“—s )

28



where i, = 1.716 x 107° kg/m sec, Ty = 273°K, S = 111°K and the Prandtl
number Pr = .72 for atmospheric air. Stokes hypothesis gives us A = —% L.

We normalize Eqn (4.4) using reference values w,.f = o, pPref = po, Pref =
poug, Trey = u%/cv and L as the reference length. Therefore, the reference

Reynolds number Re,.; = p‘);j—(;)L and the Prandtl number Pr = %22

4.8  FEuler equations: two-dimensional nozzle flows

Consider the two-dimensional Euler equations given in conservation form

0

% v.F(q) =0 (12)

ot
The state vector q and the flux vector F(q) are given in Section 4.2 for the
three-dimensional Euler equations. For the two-dimensional Euler equations,
the state vector is

q = [p, pu, pv, £ . (13)

We consider the flow in a two-dimensional duct (rectangular cross-section)

or nozzle, modeled using the Euler equations. We solve the two-dimensional
compressible Euler equations using both ERK and IMEX-RK time-stepping
schemes and compare the accuracy and efficiency of both schemes. The converging-
diverging nozzle (Fig. 4.3) has an area A(x) given by

1.75 — .75 cos ((.2¢ — 1.0)m), 0 <z <5
Az) = : (14)
1.25 — .25cos ((.22 — 1.0)7w), 5 < x < 10

This is a classic one-dimensional steady (steady-state), inviscid compressible
flow problem that has an analytic solution [1] on the centerline at y = 0. The
initial condition is a linear profile that connects the exact (analytic) boundary
conditions at = 0 and = = 10.

4.8.1 (i) Nozzle flow with normal shock

A ratio between the stagnation pressure and the back pressure of .75 (back
pressure/stagnation pressure) results in a choked flow with a stationary nor-
mal shock in the divergent part of the nozzle at x = 7.5623. The Mach num-
ber M = 1.0 and the stagnation temperature T" = 300°K as the flow is
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Fig. 3. The set of 5 grids used for the nozzle flow tests. Nozzle, (top-left) has a
stiffness ~ 12.6, Nozzle, (top-middle) has a stiffness ~ 21.6, Nozzle. (top-right)
has a stiffness ~ 53.2, Nozzley (bottom-left) has a stiffness ~ 96.4, and Nozzle,
(bottom-right) has a stiffness ~ 928.6. The blue regions are solved implicitly when
using the IMEX-RK scheme, and explicitly when using the ERK scheme.

choked. The inflow Mach number M = .240 and the outflow Mach number
M = 501. The inflow values of the conserved variables are (p;, pu;, pv;, E;) =
(1.5331E + 00,4.0000FE — 01,0, 3.3001F + 00), while the outflow values are
(Poy Plio, pUo, E,) = (1.2427F 4 00,6.6668F — 01,0,2.7141E + 00). A sample
numerical solution for the Mach number and pressure contours at time T=40
is shown in Fig. 4.4 (for p = 4). We compare ERK and IMEX results at final
time T=1, since the flow is still smooth in this regime. The shock begins to
develop roughly at T=20, after which the PID controller (based on L., norm)
drives the time steps to very small values ( about the same as for ERK), and
the computational advantage of the IMEX scheme disappears. We perform
the nozzle tests on a set of 5 different grids illustrated in Fig. 4.3: Nozzle,
has a stiffness S &~ 12.6, Nozzle, has a stiffness S =~ 21.6, Nozzle. has a stiff-
ness S =~ 53.2, Nozzley has a stiffness S &~ 96.4, and Nozzle, has a stiffness
S ~ 928.6. All of the grids have roughly the same number of elements (56-72)
in the implicit set, £2(;m], so that we can measure the effects of changing stiff-
ness with roughly the same system sizes (for constant order p). Furthermore,
the grids are clustered near the location of the shock (z = 7.56) on the center-
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Fig. 5. Supersonic nozzle flow: left plot is Mach contour, right is Pressure

line (y = 0), which is the axis along which we compare the numerical solution
to the one-dimensional analytic solution (away from the walls).

The ERK and IMEX-RK results are summarized in Table 4.2, and are plotted
in Fig. 4.6(a) for polynomials of degree p = 4,6, 8. The IMEX method becomes
more efficient than the ERK method at roughly a stiffness level of S = 10 for
the p = 4 case, while it does so at roughly a stiffness of S = 20 for p = 8.

Fig. 4.7 compares the time-step histories (a), the Ly norm residuals of p (b)
defined as

residual(t + Af) = 1L+ 2D — pOIF (15)

lp(8)]1?

and the CPU time versus the physical time (c) for the ERK and the IMEX-RK
schemes for Nozzle. which has a stiffness level of approximately 22. We can
see that before the shock develops (¢ < 10), the ratio of the IMEX time-steps
to that of the ERK time-steps is roughly equal to the stiffness level. From the
point when the shock begins to develop, the PID-controller takes charge and
reduces the magnitude of the IMEX time-steps. This translates into a loss of
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Fig. 6. 2D nozzle flow with shock (left) and supersonic (right) CPU time vs. stiffness
(8), T=L1.

computational efficiency as far as the IMEX results are concerned, since the
original time-step ratio &= 22 shrinks to levels of O(1). The effect of this can
be seen in Fig. 4.7(c), where we plot CPU time versus physical time. Initially,
the slope of CPU to physical time is lower for the IMEX scheme, but starts to
catch up after the shock develops. We can see that both methods result in a
decrease of the residual with time, although the ERK residual decreases more
smoothly due to the smaller time-steps.

Finally, we plot the number of Newton and Krylov iterations versus time
in Fig. 4.8(a), and the temporal error (based on p) vs. time based on the
embedded scheme in Fig. 4.8(b).

4.8.2 (i) Supersonic nozzle flow

A ratio between the stagnation pressure and the back pressure of .16 (back
pressure/stagnation pressure) results in supersonic nozzle flow (no normal
shock).

The inflow values of the conserved variables are (p;, pu;, pv;, E;) = (1.5331F +
00, 4.0000E£—-01, 0, 3.3001 £4-00), while the outflow values are (p,, pto, pvo, E,) =
(4.2639F — 01,6.6667E — 01,0,1.0626E + 00). A sample numerical solution
for the Mach number and pressure contours at time T=40 is shown in Fig. 4.5
(for p =4).

The ERK and IMEX-RK results are summarized in Table 4.3, respectively,
and are plotted in Fig. 4.6(b) for polynomials of degree p = 4, 6, 8. The results
are quite similar to those of the normal shock case and will not be discussed
further.
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Stiffness (S) | p | Avg. At | Avg. At | Avg. GMRES | CPUggk/CPUpyex
(ERK) (IMEX) Iter. per At
12.6 4| 1.66 E-03 | 2.00 E-02 56 97
6 | 8.87 E-04 | 1.06 E-02 46 .78
8| 4.99 E-04 | 7.04 E-03 43 .62
96.4 4| 2.16 E-04 | 2.00 E-02 158 2.99
6| 1.16 E-04 | 1.06 E-02 126 2.21
8 | 6.50 E-05 | 7.04 E-03 113 1.99
928.6 41 2.25 E-05 | 2.00 E-02 454 11.96
6 | 1.20 E-05 | 1.06 E-02 391 8.51
8 | 6.75 E-06 | 7.04 E-03 350 7.67
Table 2
ERK and IMEX-RK Results, Nozzle flow with shock, T = 1.
Stiffness (S) | p | Avg. At | Avg. At | Avg. GMRES | CPUggk/CPUpex
(ERK) (IMEX) Iter. per At
12.6 41 1.19 E-03 | 1.33 E-02 59 1.00
6 | 6.33 E-04 | 7.14 E-03 49 .62
8 | 3.56 E-04 | 4.69 E-03 45 .60
96.4 4| 1.55 E-04 | 1.33 E-02 177 2.70
6 | 8.25 E-05 | 7.14 E-03 147 1.68
8 | 4.64 E-05 | 4.69 E-03 137 1.61
928.6 4 |1.61 E-05 | 1.33 E-02 510 10.52
6 | 8.56 E-06 | 7.14 E-03 447 7.12
8 | 4.82 E-06 | 4.69 E-03 415 6.40
Table 3

ERK and IMEX-RK Results, Supersonic nozzle flow, 7' = 1.

4.3.8 Nawvier Stokes equations: cylinder flow

Consider the two-dimensional Navier-Stokes equations given in conservation

form

Jq
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Fig. 7. Comparison of time-step histories (top-left), density residuals (Lq, top-right)
and CPU time versus physical time (bottom).

s p=4, IMEX-RK . p=4, IMEX-RK
10 ! ! ! ! ! ! 10 ! ! ! ! ! ! !
— Krylov
— Newton
10°F 4
S
z g
2 g
£ [
g =T 1
5 g
2 g
g
g
&
10'F 4
i W‘W-WMWWWWWWWMWWWWW
10“ L L L L L L L 10" L L L L L L L
5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
Time Time

Fig. 8. Plot of Newton and Krylov iterations vs. time (left) and temporal errors vs.
time (right) generated by the embedded IMEX-RK scheme.

The state vector q and the flux vector F(q) are given in Section 4.2 for the
three-dimensional Navier-Stokes equations. For the two-dimensional Navier-
Stokes equations, the state vector is

q=[p,pu, pv, E]. (17)
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Cylinder

Fig. 9. The mesh used for the cylinder flow tests. The blue region is solved implicitly
when using the IMEX-RK scheme, and explicitly when using the ERK scheme.

Two-dimensional flow around a cylinder predicted by the 2D NS equations has
good agreement with experimental results up to Reynolds numbers of roughly
Re = 180. For Re > 180, three-dimensional effects take place, and numerical
results can no longer be validated against experimental results. We perform
calculations at Re = 75, 100 and 125, and compare the Strouhal numbers
for these flows versus experimental data by Williamson [40] and numerical re-
sults by Hesthaven [19]. The Strouhal number is the nondimensional shedding
frequency and is defined as St = wL/uy.

We run the tests with polynomials of degree p = 4 until time 7" = 100—150, by
which periodic vortex shedding is well established. The computational domain
is a disk with radius equal to approximately 20 cylinder diameters. The mesh
used is shown in Fig. 4.9. The black elements are solved explicitly in time,
while the two rows of elements in the blue region are solved implicitly. The

ratio of number of elements in the implicit region to those in the explicit region
is 128/1408.

We plot contours of density, pressure, vorticity and Mach number for Re = 100
in Fig. 4.10(a-d), and the velocity streamlines in Fig. 4.10(e). Table 4.4 com-
pares the Strouhal numbers computed numerically using the IMEX scheme
to those from Williamson’s experimental results and Hesthaven’s computa-
tions, and the comparison is very good. It is important to note that we use
the sharp-cutoff filter with N, = N — 1 for this test, the Newton tolerance
is 1E-03, and the Krylov solver is BICGSTAB without preconditioning. Also,
the stiffness S ~ 3, and the CPU time for the IMEX is roughly the same as
that for an ERK scheme.
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Density Pressure

Vorticity Mach

Streamlines

Fig. 10. The density, pressure, vorticity, and Mach number contour plots for the
IMEX-RK simulation of cylinder vortex shedding at Re = 100 and time 7" = 100
(p = 4). The bottom plot shows the velocity streamlines for this flow.

Re | St St St
Computed | Computed [19] | Experiment [40]

75 | .151 149 .149
100 | .166 165 .164
125 | 177 77 175

Table 4
Strouhal numbers from experiment and computations at Re = 100.
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5 Conclusions

In this paper, we introduced, discussed, tested and compared explicit (ERK)
and implicit-explicit (IMEX-RK) Runge-Kutta time integration schemes. The
main motivation for considering implicit RK methods is geometry-induced
stiffness, which is a result of computing on grids that are composed of elements
having drastically varying length scales. Geometry-induced stiffness leads to
severe time-step restrictions in the context of ERK schemes, which have been
the most popular vehicles for time-integration up to the present day.

Figure 3.2 shows the regions of absolute stability for various explicit methods.
The complex product z = Ah = AAt must lie within this region for each
respective ERK scheme to guarantee stability (amplification factor is bounded
by 1). However, for problems for which the eigenvalues are driven towards
infinity due to the presence of geometry-induced or physics/operator-induced
stiffness, the maximum stable time-step Atgr is driven towards zero. This
stability-based time step restriction is the Achilles heel of ERK methods in
general. Explicit Runge-Kutta methods are at the mercy of the “smallest”
element in the mesh. Explicit methods that allow integrating elements with
variable local time-steps (depending on the size of each element), such as
local timestepping or multi-rate methods [32], have been developoed, but are
typically second-order accurate and suffer difficulties contending with irregular
unstructured meshes.

Our approach for overcoming geometry-induced stiffness is to apply IMEX-RK
schemes based on [26]. We divide a given mesh into two main sets or regions:
the first containing the “explicit” elements which we integrate in time using
an ERK scheme, and the second containing the “implicit” elements which are
integrated in time with an implicit SDIRK scheme. The sets are divided in such
a way so that the explicit set contains the ”largest” elements (based on length
in 1D, chord of triangle or other measure of length in 2D), while the implicit
set contains the “smallest” elements which are responsible for constraining
the maximum stable time step in purely ERK schemes. Thus, we alleviate
the time-step restriction (to a degree) by integrating the small elements using
an implicit scheme. With IMEX methods the problem of contending with
irregular unstructured meshes that may have a combination of very small and
highly distorted anisotropic elements is transferred over to that of building an
adequate preconditioner for these strange cells.

All of the numerical test case results lead to a similar conclusion with re-
gard to IMEX schemes. IMEX-RK schemes become more efficient than ERK
schemes at a certain level of stiffness, even without the use of precondition-
ing. However, the application of efficient preconditioners in conjunction with
IMEX MFNK schemes is critical to increasing the robustness and efficiency
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of IMEX methods, leading to even greater gains in computational efficiency
for IMEX versus ERK methods. As the stiffness level S increases, efficient
preconditioning becomes more important to speed-up the MENK method. Ef-
fective preconditioning will decrease the CPU time versus stiffness slope. Also,
out tests indicate that as stiffness levels increase, the preconditioned GMRES
method becomes the Krylov method of choice (as compared to preconditioned
BiCGSTAB), since it involves only one matrix-vector product per Krylov it-
eration versus BiICGSTAB’s two. Adaptive controller-based time-stepping is
very important in conjunction with IMEX schemes to control temporal errors.
However, we found that L.-based time-step controllers are not suitable for
problems with shocks.
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A Appendix

The fourth-order ARK4(3) scheme:
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0 0 0 0 0 0 0
3 1 0 0 0 0 0
83 13861 6889
250 62500 62500 0 0 0 0
31 _ 116923316275 _ 2731218467317 9408046702089 0 0 0
50 2393684061468 15368042101831 11113171139209
17 _ 451086348788 __ 2682348792572 12662868775082 3355817975965 0 0
20 2902428689909 7519795681897 11960479115383 11060851509271
1 647845179188 73281519250 552539513391 3354512671639 4040 0

3216320057751 8382639484533 3454668386233 8306763924573 17871
b, 82889 0 15625 69875 _ 2260 1
4 524892 83664 102672 8211 4
B, 4586570599 0 178811875 814220225 __ 3700637 61727
4 29645900160 945068544 1159782912 11593932 225920
0 0 0 0 0 0 0
1 1
i 3 3 0 0 0 0
83 8611 _ 1743 1
250 62500 31250 4 0 0 0
31 5012029 _ 654441 174375 1 0 0
50 34652500 2922500 388108 4
17 15267082809 _ 71443401 730878875 2285395 1 0
20 155376265600 120774400 902184768 8070912 4
1 82889 0 15625 69875 __ 2260 1
524892 83664 102672 8211 4
b, 82889 0 15625 69875 __ 2260 1
v 524892 83664 102672 8211 4
B_ 4586570599 0 178811875 814220225 __ 3700637 61727
v 29645900160 945068544 1159782912 11593932 225920
Table A.1

The fourth-order ARK4(3) scheme consists of two coupled RK schemes: a six-
stage, fourth-order ERK scheme (top) and a six-stage fourth-order explicit singly
diagonally implicit Runge-Kutta (ESDIRK) scheme (bottom).
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