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! Eidgenössische
Technische Hochschule
Zürich

Ecole polytechnique fédérale de Zurich
Politecnico federale di Zurigo
Swiss Federal Institute of Technology Zurich

Sparse tensor spherical harmonics
approximation in radiative transfer∗

K. Grella and Ch. Schwab

Research Report No. 2010-33
October 2010

Seminar für Angewandte Mathematik
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The stationary monochromatic radiative transfer equation is a partial
differential transport equation stated on a five-dimensional phase space.
To obtain a well-posed problem, inflow boundary conditions have to be
prescribed.
The sparse tensor product discretization has been successfully applied to

finite element methods in radiative transfer with wavelet discretization of
the angular domain (Widmer 2009). In this report we show that the sparse
tensor product discretization can be combined with a spectral discretization
of the angular domain using spherical harmonics.
Neglecting boundary conditions, we prove that the convergence rate of

our method in terms of number of degrees of freedom is essentially the same
as the convergence of the full tensor product method up to a logarithmic
factor. For the case with boundary conditions, we propose a splitting of
the physical function space and a conforming tensorization. Numerical
experiments in two physical and one angular dimension show evidence for
the theoretical convergence rates to hold in the latter case as well.

∗Partial support by the Swiss National Science Foundation (SNF) under project no. 121892 and by
ERC AdG no. 247277 STAHDPDE is acknowledged.
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1 Introduction

1.1 Radiative transfer

In this work we are going to address the numerical solution of the stationary monochro-
matic radiative transfer problem (see e. g. Modest 2003) without scattering defined
on a bounded Lipschitz domain D ⊂ Rd, where d = 2, 3.

We would like to find the radiative intensity u(x, s), u : D × SdS → R, SdS being
the sphere with dS = 1, 2, that satisfies

s ·∇xu(x, s) + κ(x)u(x, s) = κ(x)Ib(x), (x, s) ∈ D × SdS (1a)

u(x, s) = g(x, s), x ∈ ∂D, s · n(x) < 0 . (1b)

κ ≥ 0 is the absorption coefficient, Ib ≥ 0 the blackbody intensity, g ≥ 0 the wall
emission, and n(x) the outer unit normal on the boundary. In general, the problem
formulation could include scattering terms (Modest 2003). However, in this paper
we neglect scattering since the focus of the investigation lies on the discretization of
Eq. (1). Furthermore, we assume “cold walls” so that g = 0.

An introduction to the topic radiative heat transfer is given by Modest (2003). Apart
from Monte Carlo methods, standard solution approaches to the radiative transfer
problem are the discrete ordinates method and the method of spherical harmonics.
Frank (2007) gives an overview of these numerical methods for radiative transfer.
State-of-the-art methods and applications are compiled by Kanschat et al. (2008).

In the discrete ordinate method or SN -approximation, Eq. 1 is solved for N fixed
directions spanning the full range in solid angle. The method is simple to implement
and thus popular, but in order to capture very localized features of the solution in
the s-dependence a fine angular resolution is necessary. Also, the method suffers from
so-called ray effects, in which the mesh structure of the discretization is reflected in
the solution.

The method of spherical harmonics or PN -approximation works by expanding the
intensity into a truncated series of spherical harmonics in the solid angle, which leads
to a coupled (or decoupled if scattering is ignored) system of PDEs in space. Often
used are the P1-approximation, in which (1) is reduced to a diffusion equation, and
higher order approximations up to N = 7. Even higher orders are usually avoided
because the mathematical complexity for general problems increases rapidly while the
accuracy for non-smooth functions in the solid angle improves only slowly with the
number of spherical harmonics. For smooth solutions, the spherical harmonics method
exhibit spectral convergence, which makes them a popular and promising approach for
radiative transfer problems where smoothness in the solution is expected.

The system of partial differential equations arising from the SN - or PN -approxima-
tion is eventually solved with finite differences or a finite element method. Manteuffel
et al. (2000), for instance, discretize a least squares formulation with spherical harmon-
ics in the solid angle and finite elements in space. Kanschat (1996) uses the discrete
ordinate method with FE discretization and streamline diffusion stabilization in the
physical domain D.
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All these methods suffer from the “curse of dimension”, the low rate of convergence
in terms of number of degrees of freedom due to the high dimensionality of the radiative
transfer problem which is stated in five dimensions for (d, dS) = (3, 2). The accuracy
of the solution doesn’t scale in the same way as the computational complexity so that
accurate discretizations quickly become prohibitively expensive.

For the spherical harmonics method, there exists a simplified PN -approximation
(e. g. Larsen et al. 2002) to reduce the workload while maintaining accuracy. Modest
and Yang (2008) suggest a successive elimination of spherical harmonic tensors to
reduce the number of simultaneous differential equations from (N+1)2 to N(N+1)/2
in 3D.

Widmer et al. (2007) have developed a method to overcome the curse of dimen-
sion in the context of a wavelet discretization of the angular domain. In their sparse
tensor product method, they discretize physical and angular domain with hierarchi-
cal and wavelet finite elements, respectively, and then select only the most relevant
finite element product combinations to construct the search space for the solution.
Provided that the absorption coefficient κ(x) and blackbody intensity Ib(x) are suffi-
ciently smooth, their method achieves a log-linear complexity in the number of degrees
of freedom while convergence rates deteriorate only by a logarithmic factor. Unlike
some other methods for radiative transfer, their method does not require κ to be large.
In this paper we combine the sparse tensor product method with a spectral dis-

cretization involving spherical harmonics, as already suggested by Widmer et al.
(2008), and show that the advantages of sparse tensorization carry over to a com-
bination of hierarchical finite elements in physical space and spectral discretization
in solid angle. This sparse tensor spherical harmonics method for radiative transfer
makes it possible to include spherical harmonics of high order without incurring an
excessive computational burden.

1.2 Structure of paper

The paper is organized as follows: In Section 2 we reformulate the radiative transfer
problem (1) into a variational problem with a least-squares approach.

In Section 3 we describe our discretization of the variational problem. We apply a
Galerkin ansatz to the variational problem and define our product combination basis
functions of hierarchical linear functions in physical space and spherical harmonics as
well as Legendre polynomials in angular space. We define the full and sparse tensor
product search space without and with boundary conditions and derive and prove
approximation properties for the case neglecting boundary conditions.

Section 4 underlines the analytical derivations with results from numerical experi-
ments in which we compare the usual full tensor product method to the sparse tensor
product method.

1.3 Acknowledgments

The authors wish to express their thanks to Prof. Ralf Hiptmair for many fruitful
discussions and valuable comments and suggestions.
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2 Variational problem

To transform the radiative transfer problem (1) into a variational problem, we follow
Widmer et al. (2007) closely.

For the remainder of the paper, we consider the simplified, stationary radiation
transfer problem with homogeneous Dirichlet boundary data:
Find the intensity u(x, s) : D × SdS → R such that

(s ·∇x + κ(x))u(x, s) = κ(x)Ib(x) (2a)

u(x, s) = 0, x ∈ Γ−(s), s ∈ SdS , (2b)

where Γ−(s) denotes the inflow boundary defined by

Γ−(s) := {x ∈ ∂D : s · n(x) < 0} ⊂ ∂D, s ∈ SdS . (3)

For our experiments later on, we consider the problem in two spatial dimensions, i. e.
the case (d, dS) = (2, 1). The analysis in this paper is conducted more generally with
the case (d, dS) = (3, 2) also in mind, which is more relevant for applications.
When regarding s as a mere parameter, the radiative transfer equation (2a) reduces

to a linear convection equation for the directed intensity u(·, s). It is well known that
its standard, continuous Galerkin discretization is unstable (e. g. Johnson 1987). We
use the stabilized variational formulation of (2a) proposed by Manteuffel et al. (2000).
We seek u : D×SdS '→ R as the minimizer of the quadratic least squares functional

J(u) :=
1

2
(ε(s ·∇xu+ κu− κIb), s ·∇xu+ κu− κIb)L2 , (4)

where

ε(x) =

{
1, κ(x) < κ0,

1
κ(x) , κ(x) ≥ κ0

(5)

with κ0 ≈ 0.134 (for details, see Widmer et al. 2007). In (4), we adopted the notation

(u, v)L2 := (u, v)L2(D×SdS ) =

∫

D

∫

SdS
u v ds dx (6)

and the associated L2-norm will be denoted by ‖ · ‖L2(D×SdS ) = ‖ · ‖L2 .
For the proper statement of this minimization problem as well as of the FEM below,

we define the Hilbert spaces

V := {u ∈ L2(D × SdS ) : s ·∇xu ∈ L2(D × SdS )} (7)

and
V0 :=

{
u ∈ V; u = 0 on Γ−(s), s ∈ SdS

}
. (8)

We equip V in (7) with the norm ‖ · ‖S , defined by

‖u‖2S := ‖s ·∇xu‖2L2 + ‖u‖2L2 . (9)
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We now introduce the bilinear form

a(u, v) := (εs ·∇xu, s ·∇xv)L2 + (εs ·∇xu,κv)L2 + (εκu, s ·∇xv)L2 + (εκu,κv)L2

(10)

and define the source functional

l(v) := (εκ2Ib, v)L2 + (εκIb, s ·∇xv)L2 . (11)

Then the resulting linear variational problem reads: Find ũ ∈ V0 such that

a(ũ, v) = l(v) ∀v ∈ V0. (12)

For d = 2 we further require that there is a constant 0 < C < ∞ such that

‖u‖L2 ≤ C‖s ·∇xu‖L2 ∀u ∈ V, (13)

for d = 3 the Poincaré-Friedrichs inequality ensures the same relation. Then the
following theorem holds (Widmer 2009, Thm. 2.2).

Theorem 2.1. For every non-negative and bounded κ, the bilinear form a(u, v) is
continuous on V × V and coercive on V0 × V0 equipped with the norm ‖ · ‖S. In
particular, for every Ib ∈ L2(D), there exists a unique weak solution ũ ∈ V0 of the
stabilized variational form (12) of the radiative transfer problem (2).

Although the proofs by Manteuffel et al. (2000) are restricted to piecewise constant
absorption coefficients, the extension to non-constant coefficients is straightforward
(see Widmer 2009).
As the bilinear form a(·, ·) is symmetric and positive definite on V0, the expression

‖u‖A :=
√

a(u, u) (14)

defines a norm on V0, to which we will refer as “energy”, or A(D × SdS ) norm below.
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3 Galerkin discretization

For the discretization, we follow Widmer et al. (2007). We are going to search for
solutions to the variational problem (12) in the space

V0 := H1,0(D × SdS ) ∩ V0, H1,0(D × SdS ) = H1(D)⊗ L2(SdS ). (15)

According to Thm. 2.1 the variational problem (12) is well-posed on V0, therefore we
also obtain well-posedness on the proper, closed subspace V0 of V0. We furthermore
assume that the weak solutions ũ ∈ V0 and ū ∈ V0, of (12) with homogeneous Dirichlet
data g = 0, coincide and denote this solution by u. This regularity assumption states
that the weak solution u ∈ V of (2) with g = 0 belongs, in fact, to H1(D)⊗ L2(SdS ).
Note that this assumption excludes line discontinuities of u in D which may arise due
to transport along rays of discontinuous boundary data.

The variational problem (12) with homogeneous Dirichlet data is then discretized
by restricting u = ũ and v in the weak formulation (12) to a parameterized family
of finite dimensional subspaces {V L,N

0 }L,N of V0, where the superscript L will denote
level of physical “refinement” and N level of angular “refinement” defined below. This
yields

uL,N ∈ V L,N
0 : a(uL,N , v) = l(v) ∀v ∈ V L,N

0 . (16)

As a(·, ·) is coercive and continuous on V0 × V0, Eq. (16) has a unique solution which
satisfies the Galerkin orthogonality

∀v ∈ V L,N
0 : a(u− uL,N , v) = 0. (17)

The error eL,N = u− uL,N is therefore quasioptimal in the ‖ ·‖ S-norm, i. e. for every

subspace V L,N
0 in the sequence, we obtain

‖u− uL,N‖S ≤ C(κ, D) inf
vL,N∈V L,N

0

‖u− vL,N‖S . (18)

Since the domain D × SdS is a cartesian product domain, the subspace sequences
V L,N
0 will be built of tensor products of hierarchic finite dimensional subspaces of D

and of SdS , respectively. Due to the s dependence of the Dirichlet boundary Γ−(s) ⊂
∂D, however, the subspaces V L,N

0 will generally not be of tensor product type once
the boundary condition (2b) is imposed. To deal with this problem and to retain a
tensor-product-like structure for the case with boundary conditions we will split up the
physical function space in Section 3.3 and tensorize subspaces so that only conforming
product combinations are created.
Here we will start with the construction of the component spaces without boundary

conditions. To this end, we equip the physical domain D with a triangular or rectan-
gular (d = 2) or tetrahedral or cubic (d = 3) mesh T 0

D. Nested mesh sequences T l
D,

l = 1, ..., L, are then obtained by dyadic refinement of the coarse mesh T 0
D.

We then specify the finite element space on D on the nested mesh sequences as

V l
D := Sp,1(D, T l

D) ⊂ H1(D). (19)
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It consists of piecewise polynomial functions of degree p ≥ 1 on the mesh T l
D which are

continuous in D. For l = 1, . . . , L, we obtain a sequence of hierarchic finite dimensional
subspaces

V 0
D ⊂ V 1

D ⊂ . . . ⊂ V L
D ⊂ H1(D),

with the dimension MD := dimV L
D .

In the angular domain SdS , we use a spectral discretization, in contrast to wavelets

which were employed by Widmer et al. (2007). Harmonic functions S(dS)
n,m ∈ L2(SdS )

up to order N as defined in Section 3.1.1 span the function space

V N
S := PdS

N = span{S(dS)
n,m : n = 0, . . . , N ; m = 1, . . . ,mn,dS}. (20)

As the harmonics have global support, we do not require an underlying mesh to be
defined on SdS . The definition of the angular function space also gives rise to a
sequence of hierarchic subspaces on the angular domain

V 0
S ⊂ V 1

S ⊂ . . . ⊂ V N
S ⊂ L2(SdS ),

with the dimension MS := dimV N
S .

Based on the function spaces V L
D and V N

S in the component domains D and SdS ,

we define the tensor product space V L,N
0 ⊂ V0 by

V L,N
0 := (V L

D ⊗ V N
S ) ∩ V0 = (Sp,1(D, T L

D )⊗ PdS
N ) ∩ V0. (21)

The Galerkin discretized problem then reads: find uL,N (x, s) ∈ V L,N
0 such that

a(uL,N , vL,N ) = l(vL,N ) ∀vL,N ∈ V L,N
0 . (22)

Let {αi(x)}MD
i=1 be a basis of V L

D and {βj(s)}MS
j=1 a basis of V

L
S . Then the approximate

intensity uL,N ∈ V L,N := V L
D ⊗ V N

S can be expressed in the tensor product form

uL,N (x, s) =
MD∑

i=1

MS∑

j=1

uijαi(x)βj(s). (23)

The discretized problem (22) then leads to a linear system of equations for the MD ·MS
unknowns uij .

A natural choice of bases in the simplest case p = 1 (continuous, piecewise linear
elements in D) are locally supported piecewise linear “hat functions” for V L

D , that
is αi(xj) = δij , where {x1, ..., xMD} is the set of vertices of T L

D . The angular basis

functions βj are chosen to be harmonics S(1)
n,m on the circle S1 (trigonometric functions)

or spherical harmonics S(2)
n,m on the sphere S2 as defined in Section 3.1.1. In the

following, we are going to use the term harmonics to refer to both the harmonics on
the circle and the spherical harmonics.

As the total number of degrees of freedom is MD · MS , where MD and MS are
the number of basis functions in physical space and angular space, respectively, this
approach turns out to be very expensive.
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One way to reduce the total number of degrees of freedom is the use of adapted
bases that offer a good representation of the solution with only a few degrees of free-
dom. However, adaptivity usually requires an iterative procedure to identify the most
relevant degrees of freedom.

Here, we propose an a-priori-selection of degrees of freedom that are likely to be rele-
vant for smooth solutions. Often only a few of the product basis functions αi(x)βj(s),
i = 1, . . . ,MD, j = 1, . . . ,MS , as in (23), really make a significant contribution to
the representation of the final solution. Hence, a promising approach to obtaining
efficient trial spaces is to select a few important combined basis functions of the form
αi(x)βj(s) and let them span V L,N . The component basis functions αi and βj can be
chosen from large, even infinite sets, which will not translate into prohibitively large
discrete problems. This idea underlies the present approach to the Galerkin discretiza-
tion of the radiative transfer problem which is based on sparse tensor products of the
hierarchic component finite element spaces V L

D and V N
S .

3.1 Angular basis functions

3.1.1 Definition of harmonics

In the case dS = 1, we choose the real Fourier basis of sine and cosine functions to

expand functions on the circle. These basis functions S(1)
n,m : [0, 2π] → R are defined as

S(1)
n,m(ϕ) :=






1√
2π

if n = 0,
1√
π
sin(nϕ) if n > 0 and m = 1,

1√
π
cos(nϕ) if n > 0 and m = 2,

(24)

with n ∈ N0 and m ∈ {1, 2} for n > 0. This simplifies the combined treatment of the
one- and two-dimensional case later on.

For basis functions for dS = 2 in the angular domain S2, we select real-valued
spherical harmonics as e. g. Blanco et al. (1997) to avoid complex arithmetics. These

real-valued spherical harmonics S(2)
n,m : [0,π] × [0, 2π] → R are obtained from a linear

combination of the complex-valued spherical harmonics Yn,m̃ of the same order n:

S(2)
n,m :=






(−1)m̃√
2

(Yn,m̃ + (−1)m̃Yn,−m̃) if m̃ > 0,

Yn,0 if m̃ = 0,
(−1)m̃√

2i
(Yn,−m̃ − (−1)m̃Yn,m̃) if m̃ < 0,

(25)

in which −n ≤ m̃ ≤ n and m̃ = m− n− 1 so that m = 1, . . . , 2n+ 1.
The index m for basis functions of the same order n has the maximum value mn,dS ,

which is
mn,1 = 2 for dS = 1,
mn,2 = 2n+ 1 for dS = 2.

(26)
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3.1.2 Properties of harmonics

Any function f ∈ L2(SdS ) can be represented in the basis of harmonics as

f(s) =
∞∑

n=0

mn,dS∑

m=1

an,mS(dS)
n,m (s), (27)

with Fourier coefficients an,m determined from

an,m = (f, S(dS)
n,m )L2(SdS ). (28)

The expansion of a function in spherical basis functions has a number of useful
relations to its derivatives on the sphere. In spherical coordinates (),ϑ1, . . . ,ϑdS ), the
Laplacian is given by

∆ =
∂2

∂)2
+

dS
)

∂

∂)
− 1

)2
δ, (29)

where the Beltrami operator δ contains the angular part of the Laplacian of the form

δ = −
dS∑

j=1

1

qj sin
dS−j ϑj

∂

∂ϑj

(
sindS−j ϑj

∂

∂ϑj

)
, (30)

q1 = 1, qj = (sinϑ1 sinϑ2 . . . sinϑj−1)
2, j > 1. (31)

The expansion coefficients bn,m in terms of harmonics of the t-th power of the Bel-
trami operator can now be expressed by the expansion coefficients an,m of the original
function f ∈ D(δt), the domain of δt, by (see Mikhlin and Prössdorf 1986, Ch. 8, §4,
Eq. 8)

bn,m = nt(n+ dS − 1)tan,m. (32)

For t ∈ N0, the t-th power of the Beltrami therefore has the spherical expansion

δtf(s) =
∞∑

n=1

mn,dS∑

m=1

nt(n+ dS − 1)tan,mS(dS)
n,m (s), (33)

and for its L2-norm, it holds the Parseval equation

‖δtf‖2L2(SdS ) =
∞∑

n=1

mn,dS∑

m=1

n2t(n+ dS − 1)2t|an,m|2. (34)

From this equation, we see that the domain of δt, D(δt), consists of those functions
for which

∞∑

n=1

mn,dS∑

m=1

n4t|an,m|2 < ∞ (35)

is satisfied. We can also rewrite (34) in the form

‖δt/2f‖2L2(SdS ) =
∞∑

n=1

mn,dS∑

m=1

nt(n+ dS − 1)t|an,m|2. (36)
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For odd t, δt/2 is understood in the sense of interpolation of linear operators (see e. g.
Triebel 1995, Sec. 1.15.1, for the definition). Then we finally arrive at the following
theorem:

Theorem 3.1. For a function f ∈ Ht(SdS ) ∩D(δt/2f) ∩ L̄2(SdS ), where L̄2(SdS ) is
the subspace of L2(SdS ) orthogonal to 1, t > 0, we obtain the estimate for its Ht-norm

‖f‖Ht(SdS ) 0 ‖δt/2f‖L2(SdS ), (37)

where the symbol 0 is the abbreviation for a two-sided estimate with positive constants
independent from f .

The proof is given e. g. by Mikhlin and Prössdorf (1986, Ch. 8, §4, Thm. 4.1).

3.1.3 Definition of Legendre polynomials on angular regions

In the (d, dS) = (2, 1) case, we can choose Legendre polynomials as basis functions on
the angular regions Sq = [ϕ1,ϕ2] ⊂ S1.

Let Ln(x) be the normalized Legendre polynomials which are L2-orthonormal on
[−1, 1]. We map the polynomials to Sq via an affine transformation Xq(ϕ) to obtain

basis functions S(1,q)
n,m on an angular region:

S(1,q)
n,m (ϕ) :=

{
L0(Xq(ϕ)) if n = 0

L2n+m−2(Xq(ϕ)) if n > 0
, n = 0, . . . , N ;m = 1, 2. (38)

They conform to the notation of the harmonics on the circle with an additional index
q for the angular region.

3.2 Sparse tensor product space without boundary conditions

The radiative transfer equation (2a) loses tensor product structure when inflow bound-
ary conditions (2b) are added. Additionally, Dirichlet boundary conditions on the
sphere can only be satisfied approximately if we choose harmonics on the full sphere
as basis functions. The degrees of freedom associated with our product basis functions
involving harmonics are not pointwise degrees of freedom on the sphere, therefore sim-
ply setting some of them to zero does not satisfy the zero inflow boundary conditions.
In Marshak’s formulation of the boundary conditions (see e. g. Modest 2003), addi-

tional conditions for the degrees of freedom are derived from integral equations over
the inflow hemispheres at points on the boundary. Another option would be the in-
clusion of an additional term in the least squares minimization functional (4) which
penalizes the deviation of the solution from the boundary conditions (Manteuffel et al.
2000).
However, these approaches only lead to weakly satisfied boundary conditions. In a

later section, we present a method to obtain satisfaction of the boundary conditions in a
strong sense by employing basis functions that are V0-conforming. For the derivation
of approximation properties of the function spaces in this section, however, we are
going to disregard the boundary conditions for ease of exposition.
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3.2.1 Definition

To find those product basis functions which contribute significantly to the solution,
we proceed in the same manner as Widmer et al. (2007) in principle.

For finite element spaces with an underlying grid, the framework of sparse grids
(Bungartz and Griebel 2004) provides an approach to reduce the number of basis
functions without compromising accuracy under certain smoothness assumptions. On
nested, hierarchical sets of grids refined up to a level l, sets of basis functions which
preserve this hierarchical property are defined so that each set of functions can be
associated with the level of resolution. Basis functions of lower level usually contribute
significantly to the approximation of smooth functions, for basis functions of higher
levels, the contribution generally reduces with increasing level.

In the construction of sparse tensor product spaces in H1,0(D × SdS ) 0 H1(D) ⊗
L2(SdS ), we exploit the hierarchic multilevel structure of the sets of basis functions
{αi}i and {βj}j . On the physical domain D, this structure arises from the nested
meshes T l

D, with l = 0, 1, 2, . . . , the level index. Recall from (19) the definition of the
corresponding nested sequence of finite element spaces

V l
D := Sp,1(D, T l

D) ⊂ H1(D).

In this, Sp,1(D, T l
D) is the set of continuous, piecewise polynomial functions of degree

p ≥ 1 on T l
D. Furthermore, we can define “detail” or “increment” spaces W l

D such
that

V l
D = W l

D ⊕ V l−1
D , (39)

where ⊕ denotes the direct sum.
In contrast to Widmer et al. (2007), we use harmonics S(dS)

n,m as basis functions in
the angular domain SdS , for which the hierarchical structure is inherent. The index n
of their order corresponds to the level of resolution l. The nested sequence of angular
function spaces was defined in (20) by

V l
S := PdS

l = span{S(dS)
n,m : n = 0, . . . , l; m = 1, . . . ,mn,dS}. (40)

A detail space on SdS comprises the harmonics of level l:

W l
S = span{S(dS)

n,m : n = l; m = 1, . . . ,mn,dS} ⇒ V l
S = W l

S ⊕ V l−1
S , (41)

due to L2-orthogonality of the harmonics. The maximum inner index mn,dS may
depend on the current n and dimension dS and was defined in Eq. (26).
Both on the physical and angular domain, we can therefore compose the spaces V l

D
and V l

S of sequences of L2-orthogonal detail subspaces:

V l
D =

l⊕

i=0

W i
D, V l

S =
l⊕

i=0

W i
S , (42)

where we set W 0
D := V 0

D and W 0
S := V 0

S , respectively. With these definitions, the full
tensor product space V L,N ⊂ H1(D)⊗ L2(SdS ) at level L and order N is given by

V L,N = V L
D ⊗ V N

S =
⊕

0≤lD≤L
0≤lS≤N

W lD
D ⊗W lS

S . (43)
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Figure 1: Full (left) and sparse (right) tensor product space structure for V L=3
D =

S(1,1)([0, 1]2, T 3
D) and V N=3

S = P1
3.

In the following we are going to consider the sparse tensor product space V̂ L,N ⊂ V L,N

defined by

V̂ L,N :=
⊕

0≤f(lD,lS)≤L

W lD
D ⊗W lS

S , (44)

where the cutoff function f : [0, L]×[0, N ] → R determines which detail tensor product
spaces are included in the sparse tensor product space. It is further specified for our
method later. Analogously to V L,N

0 := V L,N ∩ V0 from Eq. (21), we set

V̂ L,N
0 ⊂ V̂ L,N ∩ V0. (45)

By Eq. (23), the dimension of the full tensor product space equals

dim(V L,N
0 ) = MSMD, (46)

and the dimension of the sparse tensor product space depends on the selected cutoff
function f .

3.2.2 Approximation properties

Preliminaries. As the sparse tensor product space contains fewer elements than the
full tensor product space, accuracy may be lost. In this section, we are going to
compare the rate of convergence of the sparse Galerkin approximations to the solution
u to the rate obtained with a full Galerkin approximation. We will find that, at least
for smooth solutions, both spaces achieve the same asymptotic convergence rate.
For this purpose we define the L2-projection operators P l

D : L2(D) → V l
D and

P l
S : L2(SdS ) → V l

S with the convention that P−1
D = P−1

S = 0. The projector PL,N
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onto the full tensor product space of level L is given by

uL,N (x, s) = PL,Nu(x, s) :=
∑

0≤lD≤L
0≤lS≤N

(
P lD
D − P lD−1

D

)
⊗

(
P lS
S − P lS−1

S

)
u(x, s). (47)

The projector P̂L,N onto the sparse tensor product space of level L accordingly reads

ûL(x, s) := P̂L,Nu(x, s) :=
∑

0≤f(lD,lS)≤L

(
P lD
D − P lD−1

D

)
⊗
(
P lS
S − P lS−1

S

)
u(x, s).

(48)

The function f(lD, lS) determines the cutoff of the original full tensor product space
to the sparse tensor product space. If the condition 0 ≤ f(lD, lS) ≤ L is satisfied for
a pair (lD, lS), we include the detail tensor product space W lD

D ⊗ W lS
S in the sparse

tensor product space V̂ L,N
0 .

In order to describe the approximation properties of the sparse tensor product space
V̂L, we follow Griebel et al. (1999) and von Petersdorff and Schwab (2004) and intro-
duce anisotropic Sobolev spaces with fractional derivatives. We start by defining the
anisotropic Sobolev spaces

Hs,t(D × SdS ) := Hs(D)⊗Ht(SdS ) (49)

which are, for integer values of s and of t, given by
{
u ∈ L2(D × SdS ) |Dα

xD
β
s u ∈ L2(D × SdS ), 0 ≤ |α| ≤ s, 0 ≤ |β| ≤ t

}
, (50)

where for α ∈ Nd
0, D

α
x denotes the α-th weak derivative with respect to x ∈ D; we

denote its order by |α| = α1 + . . . + αd. Analogously, for β ∈ NdS
0 , Dβ

s denotes the
weak derivative with respect to s ∈ SdS and we denote its order |β| = β1 + . . .+ βdS .

We equip the anisotropic space with the norm

‖u‖2Hs,t :=
∑

0≤|α|≤s
0≤|β|≤t

‖Dα
xD

β
s u‖2L2(D×SdS ). (51)

For arbitrary s, t ≥ 0, we define Hs,t(D × SdS ) by interpolation.

Error estimates on physical and angular domain. For functions v(x) ∈ Hs+1(D),
s ∈ [0, p], the following approximation properties hold for l ∈ N0 (see e. g. Nguyen
2005, Lemma 2.3.1):

‖v − P l
Dv‖H1(D) ! 2−ls‖v‖Hs+1(D), s ∈ [0, p]. (52)

Here and in the following, we use the notations a ! b (a 0 b) if there exists a constant
0 < C < ∞ with a ≤ Cb (a ≤ Cb and a ≥ C−1b). The constants in these estimates
may depend on the angles in the mesh T 0

D and on the dimensions d and dS .
Next, we prove an error estimate on the angular domain.
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Lemma 3.2. For w(s) ∈ Ht(SdS ), t ∈ N0, the approximation error of the expansion
of w in harmonics up to order N is given by

∥∥w − PN
S w

∥∥
L2(SdS )

! N−t ‖w‖Ht(SdS ) , (53)

where t ∈ N0.

Proof. We use the harmonic series representation from (27) for w and Parseval’s the-
orem to express the square of the approximation error as an infinite series:

∥∥w − PN
S w

∥∥2
L2(SdS )

=
∞∑

n=N+1

mn,dS∑

m=1

|an,m|2 · n−t(n+ dS − 1)−tnt(n+ dS − 1)t︸ ︷︷ ︸
=1

≤ (N + 1)−t(N + dS)
−t

∞∑

n=N+1

mn,dS∑

m=1

|an,m|2nt(n+ dS − 1)t

by factoring out the maximum of the first term. With (36) and Thm. 3.1

∥∥w − PN
S w

∥∥2
L2(SdS )

≤ ((N + 1)(N + dS))
−t

∞∑

n=1

mn,dS∑

m=1

|an,m|2nt(n+ dS − 1)t

= ((N + 1)(N + dS))
−t‖δt/2w‖2L2(SdS )

0 ((N + 1)(N + dS))
−t‖w‖2Ht(SdS )

≤ N−2t‖w‖2Ht(SdS ).

Taking the square root of both sides yields the statement of the lemma.

Error estimate for full tensor product space. With the previous lemma and the error
estimate (52) in the physical domain, we can derive estimates for the approximation
on the tensor product spaces. First we consider the full tensor product case.

Theorem 3.3. The Galerkin approximation uL,N on the full tensor product space

V L,N
0 of a function u ∈ Hs+1,t(D × SdS ), s ∈ [0, p], t ∈ N0, satisfies the asymptotic

error estimate

‖u− PL,Nu‖H1,0(D×SdS ) ! max{M−t/dS
S ,M−s/d

D }‖u‖(H1,t∩H1+s,0)(D×SdS ), (54)

depending on the number of physical degrees of freedom MD and angular degrees of
freedom MS related to L, N by MD 0 2dL and MS 0 NdS .

Proof. The asymptotic density of the discrete subspace sequences in H1(D)⊗L2(SdS )
permits us to write any function u ∈ H1(D)⊗ L2(SdS ) uniquely as

u(x, s) =
∞∑

lD,lS=0

ulD,lS (x, s), ulD,lS ∈ W lD
D ⊗W lS

S .
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We can therefore estimate the H1,0 norm of the approximation error by (the domain
D × SdS has been omitted in the following)

‖u− PL,Nu‖H1,0 =

∥∥∥∥∥

L∑

lD=0

∞∑

lS=N+1

ulD,lS +
∞∑

lD=L+1

∞∑

lS=0

ulD,lS

∥∥∥∥∥
H1,0

≤
∥∥PL

D ⊗ (Id−PN
S )u

∥∥
H1,0 +

∥∥(Id−PL
D)⊗ Idu

∥∥
H1,0

≤
∥∥Id⊗(Id−PN

S )u
∥∥
H1,0 +

∥∥(Id−PL
D)⊗ Idu

∥∥
H1,0 .

The first term can be estimated by Lemma 3.2, the second by (52), to yield

‖u− PL,Nu‖H1,0 ! N−t ‖u‖H1,t + 2−Ls ‖u‖H1+s,0

! max{N−t, 2−Ls}‖u‖(H1,t∩H1+s,0).

Expressed in terms of numbers of degrees of freedom, we can state the estimate

‖u− PL,Nu‖H1,0 ! max{N−t, 2−Ls}‖u‖(H1,t∩H1+s,0) (55)

0 max{M−t/dS
S ,M−s/d

D }‖u‖(H1,t∩H1+s,0), (56)

using the relations MD 0 2dL and MS 0 NdS .

An increase of the number of degrees of freedom MD and MS is most effective in
terms of error reduction if the error contributions from the discretizations in physical
and angular space are of the same order of magnitude. We would like to set

N−t = 2−Ls ⇒ N = 2Ls/t, (57)

but as s and t are often not known in applications we initially set N = 2L. This defines
the relation between N and L for the full tensor product case. With this choice of N ,
the error estimate finally becomes

‖u− PL,Nu‖H1,0 ! hmin{t,s}‖u‖(H1,t∩H1+s,0), (58)

where h < 1, the mesh size in the physical domain D, is related to L by h 0 2−L.
Here, the smaller smoothness determines the convergence rate.

Optimally with N = 2Ls/t, the order N of the harmonics must be increased recipro-
cally proportionally to the s/t-th power of the meshwidth to keep up with a reduction
of the error on D when the mesh is refined. As s is limited by p, the increase in N
can be all the slower the larger the angular smoothness t of the solution is.

Error estimates for sparse tensor product space. In the sparse tensor product case,
we only include selected detail spaces into the search space. The choice of detail spaces
is determined by the cutoff function f(lD, lS), on which the final error estimates for
the approximation

‖u− P̂L,Nu‖H1,0 =

∥∥∥∥∥∥

∞∑

lD=0

∞∑

lS=max{0, lS,max+1}

ulD,lS (x, s)

∥∥∥∥∥∥
H1,0

(59)
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depend. With lS,max we denote the maximum feasible index value of lS obtained by
solving f(lD, lS) = L w. r. t. lS . The main result of this section is then summarized in

Theorem 3.4. Let the cutoff function for the sparse tensor product space V̂ L,N
0 be

f(lD, lS) = lD +
L3log2(lS + 1)4
3log2(N + 1)4 , (60)

then the Galerkin approximation ûL,N on V̂ L,N
0 of u ∈ Hs+1,t(D × SdS ), s ∈ [0, p],

t ∈ N0, satisfies the asymptotic error estimate

‖u− P̂L,Nu‖H1,0(D×SdS ) ! log2

(
M1/d

D

)
max{M−s/d

D ,M−t/dS
S }‖u‖H1+s,t(D×SdS ),

(61)
with the number of physical degrees of freedom MD and angular degrees of freedom
MS , again related to L, N by MD 0 2dL and MS 0 NdS .

Proof. In order to develop our derivations along the lines of the wavelet case discussed
by Widmer et al. (2007), we introduce a new index λ for the enumeration of the detail
spaces in the angular domain:

λ := 3log2(lS + 1)4 (62)

with Λ := 3log2(N + 1)4 the maximum value of the index and 3x4 denoting rounding
to the next integer less than or equal to x. As lS = 0, . . . , N , we get λ = 0, . . . ,Λ.
Conversely, we are going to use lS = 2λ+1 − 2 and N = 2Λ+1 − 2, respectively, so that
for a certain value of λ, we set lS to the largest possible value mapped to this λ. We
also introduce the corresponding detail spaces Wλ

S defined by

Wλ
S :=

2λ+1−2⊕

lS=2λ−1

W lS
S . (63)

A detail space Wλ
S therefore essentially combines all the detail spaces W lS

S for which
λ ≤ log2(lS + 1) < λ + 1. On the product space indexed by lD and λ, we define our
sparse tensor product space with a linear cutoff between lD and λ:

V̂ L,Λ :=
⊕

0≤lD+L
Λλ≤L

W lD
D ⊗Wλ

S . (64)

With this tensorization, we have

λ ≤ Λ(1− lD
L
) =: λmax. (65)

As we have switched indexation on the angular domain from lS to λ, we also have
to express the error estimate on the angular domain given in Lemma 3.2 by λ. For
this, we use the projector PΛ

S : L2(SdS ) → V Λ
S , where V Λ

S =
⊕Λ

λ=0 W
λ
S . Changing the
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indexation doesn’t affect the error estimate as long as we replace the quantities in N
appropriately by their Λ representation:

∥∥w − PN
S w

∥∥
L2(SdS )

! N−t ‖w‖Ht(SdS )

becomes, after reformulations,

∥∥w − PΛ
S w

∥∥
L2(SdS )

! (2Λ − 1)−t ‖w‖Ht(SdS ) .

As we are interested in large Λ, we get with Λ ≥ 1

∥∥w − PΛ
S w

∥∥
L2(SdS )

! 2−Λt ‖w‖Ht(SdS ) . (66)

This error estimate resembles the error estimate for wavelets (Widmer et al. 2007):

∥∥w − P l
Sw

∥∥
L2(SdS )

! 2−lt ‖w‖Ht(SdS ) , t ∈ [0, q + 1], (67)

where q is the polynomial degree of the wavelets on the angular domain. Note, however,
that our estimate (66) is valid for all t > 0. In theory, if the solution is sufficiently
smooth, spectral convergence is not limited by a maximum smoothness value as given
by q for wavelets.
The remaining part of the estimate is analogous to the one by Widmer et al. (2007),

only instead of summing over lS in (59), we now sum over λ:

∥∥∥u− P̂L,Nu
∥∥∥
H1,0

=

∥∥∥∥∥∥

∞∑

lD=0

∞∑

λ=max{0,λmax+1}

ulD,λ(x, s)

∥∥∥∥∥∥
H1,0

! (L+ 2)2−min{Ls,Λt} ‖u‖H1+s,t .

In the product space indexed by lD and lS , the estimate transforms to
∥∥∥u− P̂L,Nu

∥∥∥
H1,0

≤ (L+ 2)max{2−Ls, N−t} ‖u‖H1+s,t . (68)

Expressed with the physical degrees of freedom MD 0 2dL and the angular degrees
of freedom MS 0 NdS , the estimate becomes

∥∥∥u− P̂L,Nu
∥∥∥
H1,0

! log2

(
M1/d

D

)
max{M−s/d

D ,M−t/dS
S } ‖u‖H1+s,t , (69)

which we set out to prove.

By equilibration of the terms in the estimate (68), we obtain N = 2Ls/t, the same
relation as in the full tensor case (57). Up to a logarithmic term, we retain the
convergence rate (56) of the full tensor case while the number of employed degrees of
freedom is significantly lower than MD ·MS of the full tensor case.
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Figure 2: To obtain conforming product basis functions, the depicted physical basis
functions over D = [0, 1]2 may only be tensorized with angular functions
which are non-zero only on the associated outflow regions on S1 (marked).

3.3 Sparse tensor product space with boundary conditions

As it is not possible to exactly represent a function on the angular domain SdS that is
zero on a dS -dimensional region of the sphere by a truncated series of harmonics, we
construct additional basis functions on the sphere which strictly satisfy the boundary
conditions (2b).

For the (d, dS) = (2, 1) case, these basis functions could be e. g. trigonometric func-
tions compressed to subintervals of S1, the circle. The harmonics are then effectively
localized, which enables us to satisfy zero inflow boundary conditions in a strong
sense if we tensorize matching compressed harmonics and basis functions α(x) on the
boundary of the physical domain. Another possible choice are Legendre polynomi-
als on subintervals of S1 as our solution is not periodic across the boundaries of the
subintervals. They also offer a resolution index n, the order of the polynomial.

To obtain a V0-conforming system, our goal in the construction of these additional
basis functions therefore is that the boundary conditions will be satisfied naturally by
our product basis functions. Product basis functions not conforming to the zero inflow
condition will not be considered in the search space.

3.3.1 Definition

Assume that the physical domain D is a polyhedral domain with non-zero volume
Vol(D) > 0. This means that the border of D, ∂D, consists of a number K of planar
faces Fk:

∂D =
K⋃

k=1

Fk. (70)

We denote the interior of a face Fk by Γk := Fk \∂Fk so that Γk is open. As all points
x on a face Γk share the same outward unit normal nk, their outflow directions lie in
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the same open hemisphere Σk:

Σk := {s ∈ SdS : s · nk > 0}. (71)

Remark 1. We are going to ignore the limit case s · n(x) = 0 and the boundaries of
the faces Fk since they constitute sets of measure zero that are not relevant for the
variational formulation.
If we consider all the points x on several different faces Γkj , j = 1, . . . , ν, then their

common outflow directions are contained in the intersection of the outflow hemispheres
of the faces. We denote these unique common outflow regions by

Sq :=
⋂

k=k1,...,kν

Σk, q = 1, . . . , nS ,

such that Sq 5= ∅ ∧ (q 5= r ⇒ Sq ∩ Sr = ∅).

As the regions Sq are bounded by great circles on the sphere S2, they are spherical
polygons. For dS = 1, the regions represent intervals of the circle. On the Sq, we

define additional angular basis functions S(dS ,q)
n,m , which for our examples with dS = 1

are dilated Legendre polynomials as defined in (38).
The span of these functions is denoted by

PdS ,q
l := span{S(dS ,q)

n,m : n = 0, . . . , l; m = 1, . . . ,mn,dS}. (72)

Detail spaces on the spherical regions are defined as

W l
S,q := span{S(dS ,q)

n,m : n = l; m = 1, . . . ,mn,dS}. (73)

When the angular region Sq is given, we denote the region of the physical domain
boundary from which we obtain outflow into Sq by

Γ+(Sq) := {x ∈ ∂D : n(x) · s > 0 ∀s ∈ Sq}. (74)

For the setup of the sparse tensor product search space V̂ L,N
0 with boundary condi-

tions, we split the nested function space on the physical domain into several spaces:

V l
D = V l

D,0 ⊕
nS∑

q=1

V l
∂D,q, (75)

in which V l
D,0 contains the functions which are zero on the boundary,

V l
D,0 := {v ∈ V l

D : v|∂D = 0}, (76)

and V l
∂D,q contains the functions of which the non-zero boundary part is completely

contained in Γ+(Sq):

V l
∂D,q := {α ∈ V l

D : α(x) = 0 ∀x ∈ ∂D \ Γ+(Sq)}. (77)
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This means that some physical basis functions can be contained in several V l
∂D,q with

different q.
The same separation is possible for the detail spaces W l

D into W l
D,0 and W l

∂D,q.

Then we can define the full tensor product space with boundary conditions V L,N
0 as

V L,N
0 :=

(
V L
D,0 ⊗ PdS

N

)
⊕

nS⊕

q=1

(
V L
∂D,q ⊗ PdS ,q

N

)
(78)

=
⊕

0≤lD≤L
0≤lS≤N

W lD
D,0 ⊗W lS

S ⊕
nS⊕

q=1

⊕

0≤lD≤L
0≤lS≤N

W lD
∂D,q ⊗W lS

S,q, (79)

The sparse version of the tensor product space is then defined as

V̂ L,N
0 :=

(
V L
D,0 ⊗̂PdS

N

)
⊕

nS⊕

q=1

(
V L
∂D,q ⊗̂PdS ,q

N

)
(80)

=
⊕

0≤f(lD,lS)≤L

W lD
D,0 ⊗W lS

S ⊕
nS⊕

q=1

⊕

0≤f(lD,lS)≤L

W lD
∂D,q ⊗W lS

S,q. (81)

To illustrate these tensorizations, we describe and distinguish between several cases
depending on the basis function αi (see also Fig. 2):

1. If αi(x) is non-zero only on the interior of D and zero on all Γk, the only product
combinations need to be those with full sphere harmonics. Combinations with
angular region functions are not required.

2. If αi(x) is non-zero on several faces Γk1 , . . . ,Γkν , only combinations with angular

region functions S(dS ,q)
n,m (s) which are non-zero on the spherical regions Sq that

are in the intersection of all outflow hemispheres Σk1 , . . . ,Σkν are conforming.
Special cases are:

a) αi(x) is non-zero only on one Γk. Then only combinations with angular
region functions that are non-zero on the hemisphere Σk are conforming.

b) αi(x) is non-zero on several faces Γk1 , . . . ,Γkν of which the unit normals
nk1 , . . . ,nkν do not point into a common hemisphere, i. e. ∩k=k1,...,kν Σk =
∅. Then any combination involving αi(x) cannot be contained in the tensor
product spaces since there is no common outflow direction of the faces.

The number of angular basis functions to choose from for a product basis function
increases from MS to MS,tot := (nS + 1)MS , the number of physical basis functions

stays at MD. The total number of degrees of freedom of V̂ L,N
0 or V L,N

0 , respectively,
increases depending on the dimensionality and geometry of the problem, but the in-
crease is subasymptotic in L, i. e. the ratio of boundary functions to interior functions
goes to zero if the physical resolution is increased (for the structure of the function
spaces and contained degrees of freedom see also Fig. 3).
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Figure 3: Marked degrees of freedom are conforming and included in the full tensor
(left, 1853 dofs) or sparse tensor (right, 275 dofs) product space, respectively.
Leftmost column contains combinations with full-sphere harmonics, following
columns those with Legendre polynomials over spherical regions Sq.

Remark 2. A formal derivation of an estimate for the sparse tensor product space
with boundary conditions has not been obtained yet. However, the numerical exper-
iments in Section 4 suggest that estimates analogous to those for the case without
boundary conditions in Section 3.2 are valid for the case with boundary conditions.
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4 Numerical experiments

In order to test the theoretical convergence estimates from Thms. 3.3 and 3.4 in cases
with boundary conditions we conduct a number of numerical experiments.

4.1 Algorithm

Our method has been implemented in an algorithm in MATLAB which has not been
optimized for performance yet.

First, we calculate the physical and angular stiffness matrices separately by quadra-
ture of the integrals over the physical and angular domain that arise out of the sep-
aration of the bilinear form (10) into physical and angular part. For the quadrature
in D, we use a Gauss-Legendre rule in 2D which integrates the terms of the bilin-
ear form involving product combinations of linear physical basis functions exactly up
to rounding errors if the absorption coefficient κ(x) is constant. The quadrature in
the angular domain is performed by the trapezoidal rule for product combinations of
the periodic harmonic functions on the full circle and by a Gauss-Legendre rule for
combinations involving at least one Legendre polynomial of an angular region. The
number of sample points of the quadrature rules is chosen such that we obtain accu-
racy up to rounding errors for pure harmonic combinations and a relative integration
error tolerance of 10−13 for combinations over angular regions, as some of the terms in
the bilinear form include mixed combinations of trigonometric functions and Legendre
polynomials which are not solved exactly by Gauss-Legendre quadrature.

Entries of the load vector are calculated using the same quadrature rules. For
test cases with a prescribed separable solution u(x, s) = U(x)Y (s), we compute these
entries by integration of the bilinear form (10) with solution u(x, s) and basis functions
inserted while exploiting separability. For applications with given right hand side
function Ib(x), we evaluate the load functional (11). In both cases, iterative increase
of quadrature nodes leads to a relative integration error tolerance of 10−13.

The linear system is solved by a Conjugate Gradient method without precondition-
ing. Matrix-vector-multiplication is done in two steps: The matrix of all possible
degrees of freedom is multiplied with the physical stiffness matrix producing some
fill-in in the non-active parts of the intermediate degrees of freedom matrix. The in-
termediate matrix is then multiplied with the angular stiffness matrix. In the result,
non-active degrees of freedom are truncated. We terminate the Conjugate Gradient
method if the -2-norm of the dof (degrees of freedom) residual vector is less than 10−20.

4.2 Quantities of interest

As the radiative intensity is a function of several variables, we are going to inspect
derived quantities of reduced dimensionality to simplify visualization. Such quantities
are the incident radiation G(x), the heat flux q(x), and the net emission ∇ · q(x),
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which are defined and related by

G(x) =

∫

SdS
u(x, s)ds (82)

q(x) =

∫

SdS
u(x, s)sds (83)

∇ · q(x) = κ(x)(

{
4π if dS = 2

2π if dS = 1

}
Ib(x)−G(x)). (84)

In simulations of high-temperature situations, the radiative intensity enters the calcu-
lations in the energy equation as the divergence of the heat flux (Modest 2003, ch. 1),
hence the interest in the net emission.

In experiments with a prescribed solution u(x, s), we compute the relative error of
the numerical solution uL,N (x, s) by

errX = ‖u− uL,N‖X/‖u‖X ,

where X stands for one of the norms L2(D×SdS ), H1,0(D×SdS ), A(D×SdS ), the last
one defined in (14) as the energy norm. From considerations about the convergence
properties in Sec. 3.2.2, we obtain upper limits for the convergence rates.
In applications without known solution, we compute a reference solution with the

discrete ordinates (DO) method and use this solution to estimate the error in the inci-
dent radiation GL,N (x) of the numerical solution uL,N (x, s). In the DO method, the
angular domain is discretized into 256 directions, along which we calculate the solu-
tion by the method of lines and a standard non-stiff integrator in MATLAB. The line
integrals are then interpolated to the FEM mesh in the physical domain corresponding
to a resolution of L = 7. We compute the relative error in the incident radiation as

err(GL,N )X = ‖G−GL,N‖X/‖G‖X ,

where G is the reference solution of the incident radiation and X stands for the L2(D)-
or H1(D)-norm, respectively.

4.3 Experiments

All experiments have been conducted on the physical domain D = [0, 1]2, the unit
square, with zero inflow boundary conditions. The absorption coefficient function is
constant κ(x) = 1. For our basis we use hierarchical hat functions on a square mesh
with mesh size h = 2−L in the physical domain. In the angular domain, harmonics
in 1D are employed for full circle basis functions and Legendre polynomials for basis
functions on the quarter circle angular regions.
In order to isolate the convergence rates over the domains D and SdS and to test

the estimates (56) and (69) in the case with boundary conditions, we refine in physical
resolution only by incrementing L by 1 and fixing the angular order or vice versa, then
N is doubled in each refinement step and L is constant. However, in normal operation
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one would rather use the equilibration relation (57) to increase the resolution in D
and SdS in a combined manner. Experiments 5 and 6 are examples for combined
refinement.

4.3.1 Experiment 1

10
2

10
3

10
4

10
5

10
−3

10
−2

10
−1

10
0

# Dofs

||
u
−

u
L

,N
||
/|
|u

||

Error u, FT/ST, N=32, L refined

 

 

p=1

p=1/2

p=2

H10 error FT
A error FT
L2 error FT
H10 error ST
A error ST
L2 error ST

10
3

10
4

10
5

10
−3

10
−2

10
−1

10
0

# Dofs

||
u
−

u
L

,N
||
/|
|u

||

Error u, FT/ST, L=5, N refined

 

 

p=1

p=1/2

p=2

Figure 4: Experiment 1: Convergence of numerical solution uL,N to prescribed solution
u for L = 0, 1, . . . , 5 (left) or N = 1, 2, 4, . . . , 32 (right).

In this experiment, we prescribe a polynomial of degree 3 in x1 and degree 4 in x2,
non-vanishing on one side of the boundary, and a triangle function in the outflow
direction:

u(x,ϕ) = (−1(x1 − 1)2 + 1)(−4(x2 − 1/2)2 + 1)x1x2(−4(x2 − 1))·





−2
π ϕ+ 1 if 0 ≤ ϕ < π

2 ,
2
π (ϕ− 3π

2 ) if 3π
2 < ϕ < 2π,

0 else.

Here we find the situation that the angular resolution (order N) is sufficiently large
to obtain the convergence rate for physical refinement expected from Thms. 3.3 and
3.4. In Fig. 4 on the left, the order of the convergence in the L2-error is about 1, for the
H1,0-error and A-error about 1/2 as predicted by the error estimate (56) with d = 2
and s = 1. Furthermore, the ST method achieves a smaller error than the FT method
for setups with similar numbers of degrees of freedom. In the right plot of Fig. 4,
we see that for smaller numbers of degrees of freedom we obtain rapid convergence
which, however, comes to a halt at higher numbers of dofs because the combined error
is limited by the maximum contribution from angular and physical domain.

4.3.2 Experiment 2

For this test case we prescribe the same polynomial as in the previous experiment but
replace the angular part of the solution by a function discontinuous at the ϕ = 2π to
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Figure 5: Experiment 2: Convergence of numerical solution uL,N to prescribed solution
u for L = 1, . . . , 5 (left) or N = 2, 4, . . . , 32 (right).

ϕ = 0 transition:

u(x,ϕ) = (−1(x1 − 1)2 + 1)(−4(x2 − 1/2)2 + 1)x1x2(−4(x2 − 1))·





(
sin(8ϕ)

8ϕ

)2
if 0 ≤ ϕ < π

2 ,

0 else.

Here the convergence situation is reversed. The right plot in Fig. 5 shows a low
convergence rate of about 1/2 for the H1,0-error for angular refinement, which is due
to the angular discontinuity in the solution. Obviously the discontinuity cannot be
captured by the harmonics, a wavelet discretization could achieve higher convergence
rates. Physical refinement is only effective for very small L, as can be seen from the left
part of Fig. 5. Above a certain point, the limiting contribution to the error comes from
the angular domain. In the effective angular refinement, the ST method surpasses the
FT method with the same error at fewer dofs.

4.3.3 Experiment 3

We remove the angular discontinuity by extending the angular part of the prescribed
solution with its mirrored image for 3π

2 < ϕ < 2π:

u(x,ϕ) = (−1(x1 − 1)2 + 1)(−4(x2 − 1/2)2 + 1)x1x2(−4(x2 − 1))·





(
sin(8ϕ)

8ϕ

)2
if 0 ≤ ϕ < π

2 ,(
sin(8(2π−ϕ))

8(2π−ϕ)

)2
if 3π

2 < ϕ < 2π,

0 else.

In this example, the spectral discretization in angle can leverage its full potential
since the solution is completely smooth. In effect, in the full tensor method the nu-
merical solution converges super-algebraically (see Fig. 6 right) until the oscillations
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Figure 6: Experiment 3: Convergence of numerical solution uL,N to prescribed solution
u for L = 0, 1, . . . , 5 (left) or N = 1, 2, 4, . . . , 32 (right).

of the angular solution can be fully captured at N = 16, further refinement in angle
doesn’t reduce the error any further. For physical refinement we obtain the maximum
rate 1/2 in the H1,0-error as in the first experiment. The ST method yields a rate of
1/2 in angular refinement but has a better ratio of error per employed dofs, in physical
refinement the curves of FT and ST methods almost overlie each other to give the
same rates and ratios.

4.3.4 Experiment 4
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Figure 7: Experiment 4: Magnitude of active degrees of freedom (left FT, right ST).
First column corresponds to inner dofs, then each of the following four
columns contains dofs of boundary basis functions which are non-zero on
one of the four faces of D.
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Figure 8: Experiment 4: Net emission (left FT, right ST).

Figure 9: Experiment 4: Heat flux (left FT, right ST).
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Figure 10: Experiment 4: Convergence in incident radiation (Eq. 82) of numerical
solution GL,N to reference solution G for L = 0, 1, . . . , 5 (left) or N =
1, 2, 4, . . . , 32 (right).
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This example is an application with a degenerate Gaussian on the right hand side:

Ib(x) = exp

(
−8(x−

(
0.5
0.5

)
)(

(
4 −2
−2 1

)
(x−

(
0.5
0.5

)
)

)
.

We observe that the magnitude of the degrees of freedom clearly drops off for angu-
lar basis functions of higher index, especially in the angular regions where Legendre
polynomials are used (see Fig. 7).

Fig. 8 compares the net emission and Fig. 9 the heat flux of the FT and ST solutions.
The solutions are qualitatively identical, even though the FT version uses 11517 degrees
of freedom and the ST version only 891.

Convergence orders for the error of the incident radiation are 1/2 for the H1-error
and between 1 and 1/2 for the L2-error for physical refinement (Fig. 10 left). Angular
refinement achieves convergence orders of about 1 for both errors for smaller number
of dofs, but then convergence slows down for higher number of dofs, which means that
the error is again physically limited here (Fig. 10 right). For L- and N -refinement, the
ST method outperforms the FT method in terms of error per number of dofs.

4.3.5 Experiment 5
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Figure 11: Experiment 5: Magnitude of active degrees of freedom (left FT, right ST).

Here we use a C∞(D) bump function, smooth and compactly supported, on the right
hand side:

Ib(x) =

{
104 exp

(
−1

0.25−(x1−0.5)2 + −1
0.25−(x2−0.5)2

)
if 0.25 < x1, x2 < 0.75,

0 else.

The plot of the magnitude of the degrees of freedom for the FT case (Fig. 11 left)
reveals that the interior degrees of freedom (left column) do not drop off very fast. As
a consequence, the incident radiation shown in Fig. 12 differs slightly between the FT
and the ST case for identical L and N . Therefore the error estimate for the incident
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Figure 12: Experiment 5: Incident radiation (left FT, right ST).

Figure 13: Experiment 5: Heat flux (left FT, right ST).
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Figure 14: Experiments 5 (left) and 6 (right): Error in incident radiation for L =
0, 1, . . . , 5 and N = min{2L+2, 32}.
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radiation is worse in the ST case when L and N are the same (see Fig. 14 left), but
note that the ST product method employs far fewer degrees of freedom. When setups
with similar numbers of degrees of freedom are compared, the ST product method has
an edge over the FT product method. The convergence rate in the H1-error of the
incident radiation is almost 1/2 for combined refinement of the physical and angular
resolution when N is chosen to be N = min{2L+2, 32}.

4.3.6 Experiment 6

In this experiment, the blackbody intensity is one on a circle in the physical domain:

Ib(x) =

{
1 if (x1 − 0.5)2 + (x2 − 0.5)2 < 1

42 ,

0 else.

The right hand side function Ib(x) is therefore compactly supported and discontin-
uous. The discontinuity causes the convergence rate for combined refinement to drop
to about 1/4 in the H1-error (see Fig. 14 right), when N = min{2L+2, 32} as before.
For setups with the same number of degrees of freedom, the ST method again results
in a smaller error than the FT method.
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5 Conclusion

We have shown that the advantages of sparse tensorization presented by Widmer
et al. (2007) for wavelet discretization of the angular domain can also be harnessed for
a spectral discretization with spherical harmonics in the radiative transfer problem.
The sparse tensor approach is not limited to polynomial discretizations in angle. Error
estimates in the spectral discretization for the problem neglecting boundary conditions
can be derived in a fashion analogous to the estimates in the wavelet discretization. To
treat the problem with zero Dirichlet boundary conditions in the framework of sparse
tensorization, we split the physical function space into boundary and non-boundary
subspaces and tensorize them with conforming angular function spaces.

Numerical experiments have confirmed that the estimated convergence rates of

M−1/2
D for the H1,0-error in two physical dimensions with piecewise linear physical

basis functions can be achieved for refinement of the physical resolution, where MD is
the number of degrees of freedom in physical space. Likewise, the experiments have
demonstrated that convergence in the angular domain can be superalgebraical if the
solution is sufficiently smooth, but reduces to rates of M−1

S or less if discontinuities
occur in the angular part of the solution. MS is the number of degrees of freedom in
the angular space. In every conducted experiment, the sparse tensor product method
has given a better error per employed number of degrees of freedom ratio than the full
tensor product method.
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