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Abstract

In this paper, we derive an a-posteriori error indicator for the Generalized Multiscale Finite Element
Method (GMsFEM) framework. This error indicator is further used to develop an adaptive enrichment
algorithm for the linear elliptic equation with multiscale high-contrast coefficients. The GMsFEM, which
has recently been introduced in [?], allows solving multiscale parameter-dependent problems at a reduced
computational cost by constructing a reduced-order representation of the solution on a coarse grid. The
main idea of the method consists of (1) the construction of snapshot space, (2) the construction of the
offline space, and (3) the construction of the online space (the latter for parameter-dependent problems).
In [?], it was shown that the GMsFEM provides a flexible tool to solve multiscale problems with a complex
input space by generating appropriate snapshot, offline, and online spaces. In this paper, we study an
adaptive enrichment procedure and derive an a-posteriori error indicator which gives an estimate of the
local error over coarse grid regions. We consider two kinds of error indicators where one is based on the
L

2-norm of the local residual and the other is based on the weighted H
−1-norm of the local residual

where the weight is related to the coefficient of the elliptic equation. We show that the use of weighted
H

−1-norm residual gives a more robust error indicator which works well for cases with high contrast
media. The convergence analysis of the method is given. In our analysis, we do not consider the error
due to the fine-grid discretization of local problems and only study the errors due to the enrichment.
Numerical results are presented that demonstrate the robustness of the proposed error indicators.

1 Introduction

Model reduction techniques are often required for solving challenging multiscale problems that have multiple
scales and high contrast. Many of these model reduction techniques perform the discretization of the problem
on a coarse grid where coarse grid size is much larger than the fine-grid discretization. The latter requires
constructing reduced order models for the solution space on a coarse grid. Some of these techniques involve
upscaled models (e.g., [?, ?]) or multiscale methods (e.g., [?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?]).

In this paper, we derive an a-posteriori error indicator for the Generalized Multiscale Finite Element
Method (GMsFEM) framework [?]. This error indicator is further used to develop an adaptive enrichment
algorithm for the linear elliptic equation with multiscale high-contrast coefficients. GMsFEM is a flexible
general framework that generalizes the Multiscale Finite Element Method (MsFEM) ([?]) by systematically
enriching the coarse spaces and taking into account small scale information and complex input spaces. This
approach, as in many multiscale model reduction techniques, divides the computation into two stages: the
offline and the online. In the offline stage, a small dimensional space is constructed that can be used in the
online stage to construct multiscale basis functions. These multiscale basis functions can be re-used for any
input parameter to solve the problem on a coarse grid. The main idea behind the construction of offline and
online spaces is the selection of local spectral problems and the selection of the snapshot space. In [?], we
propose several general strategies. In this paper, we investigate adaptive enrichment procedures.
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In previous findings [?, ?], a-priori error bounds for the GMsFEM are derived for linear elliptic equations.
It was shown that the convergence rate is proportional to the inverse of the eigenvalue that corresponds to
the eigenvector which is not included in the coarse space. Thus, adding more basis functions will improve
the accuracy and it is important to include the eigenvectors that correspond to very small eigenvalues ([?]).
Rigorous a-posteriori error indicators are needed to perform an adaptive enrichment which is a subject of
this paper. We would like to point out that there are many related activities in designing a-posteriori error
estimates [?, ?, ?, ?, ?] for global reduced models. The main difference is that our error estimators are based
on special local eigenvalue problem and use the eigenstructure of the offline space.

In the paper, we consider two kinds of error indicators where one is based on the L2-norm of the local
residual and the other is based on the weighted H−1-norm (we will also call it H−1-norm based) of the
local residual where the weight is related to the coefficient of the elliptic equation. We show that the use of
weightedH−1-norm residual gives a more robust error indicator which works well for cases with high contrast
media. The convergence analysis of the method is given. In our analysis, we do not consider the error due to
the fine-grid discretization of local problems and only study the errors due to the enrichment. In this regard,
we assume that the error is largely due to coarse-grid discretization. The fine-grid discretization error can
be considered in general (e.g., as in [?, ?]) and this will give an additional error estimator. The proposed
error indicators allow adding multiscale basis functions in the regions detected by the error indicator. The
multiscale basis functions are selected by choosing next important eigenvectors (based on the increase of the
eigenvalues) from the offline space.

The convergence proof of our adaptive enrichment algorithm is based on the techniques used for proving
the convergence of adaptive refinement method for classical conforming finite element methods for second
order elliptic problems [?, ?]. Contrary to [?] where mesh refinement is considered, we prove the convergence
of our adaptive enrichment algorithm as the approximation space is enriched for a fixed coarse mesh size. The
convergence is based on some previously developed spectral estimates. In particular, we use both stability of
the coarse-grid projection and the convergence of spectral interpolation. Another key idea is that our error
indicators are defined in a variational sense instead of the pointwise residual of the differential equation. By
using this variational definition, we avoid the use of the gradient of the multiscale coefficient. Moreover, our
convergence analysis does not require that the gradient of the coefficient is bounded, which is not the case
for high-contrast multiscale flow problems.

In the proposed error indicators, we consider the use of snapshot space in GMsFEM. In this case, the
residual contains an irreducible error due to the difference between the snapshot solution and the fine-grid
solution. We consider the use of snapshot space for approximating the residual error in the case of weighted
H−1-norm of the local residual.

We present several numerical tests by considering two different high-contrast multiscale permeability
fields. We study both error indicators based on the L2-norm of the local residual and the weighted H−1-
norm of the local residual. Our numerical results show that the use of weighted H−1-norm residual gives a
more robust error indicator which works well for cases with high contrast media. In our numerical results, we
also compare the results obtained by the proposed indicators and the exact error indicator which is computed
by considering the energy norm of the difference between the fine-scale solution and the offline solution. Our
numerical results show that the use of the exact error indicator gives nearly similar results to the case of
using weighted H−1 error indicator. In our studies, we also consider the errors between the fine-grid solution
and the offline solution as well as the snapshot solution and the offline solution. All cases show that the
proposed error indicator is robust and can be used to detect the regions where additional multiscale basis
functions are needed.

The paper is organized in the following way. In the next section, we present Preliminaries. The GMsFEM
is presented in Section 3. In Section 4, we present the details of the error indicator and state our main results.
In Section 5, numerical results are presented. The proofs of our main results are presented in Section 6. The
paper ends with a Conclusion.
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2 Preliminaries

In this paper, we consider high-contrast flow problems of the form

− div
(
κ(x)∇u

)
= f in D, (1)

subject to the homogeneous Dirichlet boundary condition u = 0 on ∂D, where D is the computational
domain. We assume that κ(x) is a heterogeneous coefficient with multiple scales and very high contrast. To
discretize (1), we introduce the notion of fine and coarse grids. We let T H be a usual conforming partition
of the computational domain D into finite elements (triangles, quadrilaterals, tetrahedra, etc.). We refer to
this partition as the coarse grid and assume that each coarse element is partitioned into a connected union
of fine grid blocks. The fine grid partition will be denoted by T h, and is by definition a refinement of the
coarse grid T H . We use {xi}

N
i=1 (where N denotes the number of coarse nodes) to denote the vertices of the

coarse mesh T H , and define the neighborhood of the node xi by

ωi =
⋃

{Kj ∈ T H ; xi ∈ Kj}. (2)

See Figure 1 for an illustration of neighborhoods and elements subordinated to the coarse discretization. We
emphasize the use of ωi to denote a coarse neighborhood, and K to denote a coarse element throughout the
paper.

i

K1

K2K3

K4

T H (Coarse Grid)

ωi
Coarse

Neighborhood

K

Coarse
Element

i

Figure 1: Illustration of a coarse neighborhood and coarse element

Next, we briefly outline the GMsFEM. We will consider the continuous Galerkin (CG) formulation and
we will use ωi as the support of basis functions. We denote the basis functions by ψωi

k , which is supported
in ωi. In particular, we note that the proposed approach will employ the use of multiple basis functions per
coarse neighborhood, and the index k represents the numbering of these basis functions. In turn, the CG
solution will be sought as ums(x) =

∑
i,k c

i
kψ

ωi

k (x). Once the basis functions are identified, the CG global
coupling is given through the variational form

a(ums, v) = (f, v), for all v ∈ Voff, (3)

where Voff is used to denote the space spanned by those basis functions and a(·, ·) is a usual bilinear form
corresponding to (1). We also note that one can use discontinuous Galerkin formulation (see e.g., [?, ?, ?])
to couple multiscale basis functions defined on K.

Let V be the conforming finite element space with respect to the fine-scale partition T h. We assume
u ∈ V is the fine-scale solution satisfying

a(u, v) = (f, v), v ∈ V.
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3 CG-based GMsFEM for high-contrast flow problems

In this section, we will give a brief description of the GMsFEM for high contrast flow problems. More details
can be found in [?, ?]. In the following, we also give a general outline of the GMsFEM.

1. Offline computations:

– 1.0. Coarse grid generation.

– 1.1. Construction of snapshot space that will be used to compute an offline space.

– 1.2. Construction of a small dimensional offline space by performing dimension reduction in the
space of global snapshots.

2. Online computations:

– 2.1. For each input parameter, compute multiscale basis functions. (for parameter-dependent
cases)

– 2.2. Solution of a coarse-grid problem for any force term and boundary condition.

– 2.3. Iterative solvers, if needed.

3.1 Local basis functions

We now present the construction of the basis functions and the corresponding spectral problems for obtaining
a space reduction.

In the offline computation, we first construct a snapshot space V ω
snap. The snapshot space can be the

space of all fine-scale basis functions or the solutions of some local problems with various choices of boundary
conditions. For example, we can use the following κ-harmonic extensions to form a snapshot space. For each
fine-grid function, δhj (x), which is defined by δhj (x) = δj,k, ∀j, k ∈ Jh(ωi), where Jh(ωi) denotes the fine-grid
boundary node on ∂ωi.

Given a fine-scale piecewise linear function defined on ∂ω, we define ψωi,snap
j by

− div(κ(x)∇ψωi,snap
j ) = 0 in ωi, (4)

where ψωi,snap
j = δhj (x) on ∂ωi.

For brevity of notation we now omit the superscript ωi, yet it is assumed throughout this section that the
offline space computations are localized to respective coarse subdomains. Let Wi be the number of functions
in the snapshot space in the region ωi, and

Vsnap = span{ψsnap
j : 1 ≤ l ≤Wi},

for each coarse subdomain ωi.
Denote

Rsnap =
[
ψ
snap
1 , . . . , ψ

snap
Wi

]
.

In order to construct the offline space V ω
off, we perform a dimension reduction of the space of snapshots

using an auxiliary spectral decomposition. The analysis in [?] motivates the following eigenvalue problem in
the space of snapshots:

AoffΨoff
k = λoffk SoffΨoff

k , (5)

where

Aoff = [aoffmn] =

∫

ω

κ(x)∇ψsnap
m · ∇ψsnap

n = RT
snapARsnap

and
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Soff = [soffmn] =

∫

ω

κ̃(x)ψsnap
m ψsnap

n = RT
snapSRsnap,

where A and S denote analogous fine scale matrices as defined by

Aij =

∫

D

κ(x)∇φi · ∇φj dx Sij =

∫

D

κ̃(x)φiφj dx

where φi is the fine-scale basis function. We will give the definition of κ̃(x) later on. To generate the offline
space we then choose the smallest Mω

off eigenvalues from Eq. (5) and form the corresponding eigenvectors in
the space of snapshots by setting ψoff

k =
∑

j Ψ
off
kjψ

snap
j (for k = 1, . . . ,Mω

off), where Ψoff
kj are the coordinates

of the vector Ψoff
k .

3.2 Global coupling

In this section we create an appropriate solution space and variational formulation that for a continuous
Galerkin approximation of Eq. (1). We begin with an initial coarse space V init

0 = span{χi}
N
i=1, where the χi

are the standard multiscale partition of unity functions defined by

− div (κ(x)∇χi) = 0 K ∈ ωi (6)

χi = gi on ∂K,

for all K ∈ ωi, where gi is assumed to be linear. We note that the summed, pointwise energy κ̃ required for
the eigenvalue problems will be defined as

κ̃ = κ

N∑

i=1

H2|∇χi|
2,

where H denotes the coarse mesh size.
We then multiply the partition of unity functions by the eigenfunctions in the offline space V ωi

off to
construct the resulting basis functions

ψi,k = χiψ
ωi,off
k for 1 ≤ i ≤ N and 1 ≤ k ≤Mωi

off , (7)

where Mωi

off denotes the number of offline eigenvectors that are chosen for each coarse node i. We note that
the construction in Eq. (7) yields continuous basis functions due to the multiplication of offline eigenvectors
with the initial (continuous) partition of unity. Next, we define the continuous Galerkin spectral multiscale
space as

Voff = span{ψi,k : 1 ≤ i ≤ N and 1 ≤ k ≤Mωi

off}. (8)

Using a single index notation, we may write Voff = span{ψi}
Nc

i=1, where Nc denotes the total number of
basis functions that are used in the coarse space construction. We also construct an operator matrix RT

0 =
[ψ1, . . . , ψNc

] (where ψi are used to denote the nodal values of each basis function defined on the fine grid),
for later use in this subsection.

We seek ums(x) =
∑

i ciψi(x) ∈ Voff such that

a(ums, v) = (f, v) for all v ∈ Voff, (9)

where a(u, v) =

∫

D

κ(x)∇u · ∇v dx, and (f, v) =

∫

D

fv dx. We note that variational form in (9) yields the

following linear algebraic system
A0U0 = F0, (10)

where U0 denotes the nodal values of the discrete CG solution, and

A0 = [aIJ ] =

∫

D

κ(x)∇ψI · ∇ψJ dx and F0 = [fI ] =

∫

D

fψI dx.
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Using the operator matrix RT
0 , we may write A0 = R0AR

T
0 and F0 = R0F , where A and F are the standard,

fine scale stiffness matrix and forcing vector corresponding to the form in Eq. (9). We also note that the
operator matrix may be analogously used in order to project coarse scale solutions onto the fine grid.

4 A-posteriori error estimate and adaptive enrichment

In this section, we will derive an a-posteriori error indicator for the error u − ums in energy norm. We will
then use the error indicator to develop an adaptive enrichment algorithm. The a-posteriori error indicator
gives an estimate of the local error on the coarse grid regions ωi, and we can then add basis functions
to improve the solution. We will give two kinds of error indicators, one is based on the L2-norm of the
local residual and the other is based on the weighted H−1-norm of the local residual (for simplicity, we will
also call it H−1-norm based indicator). The L2-norm residual is also used in the classical adaptive finite
element method. In our case, this type of error indicator works well when the coefficient does not contain
high contrast region. We will provide a quantitative explanation for this in the next section. On the other
hand, the H−1-norm based residual gives a more robust error indicator which works well for cases with
high contrast media. This section is devoted to the derivation of the a-posteriori error indicator and the
corresponding adaptive enrichment algorithm. The convergence analysis of the method will be given in the
next section.

Let V be the fine scale finite element space. We recall that the fine scale solution u satisfies

a(u, v) = (f, v) for all v ∈ V (11)

and the multiscale solution ums satisfies

a(ums, v) = (f, v) for all v ∈ Voff. (12)

We remark that Voff ⊂ V . Next we will give the definitions of the L2-based and H−1-based residuals.
L2-based residual:
Let ωi be a coarse grid region. We define a linear functional Qi(v) on L

2(ωi) by

Qi(v) =

∫

ωi

fvχi −

∫

ωi

a∇ums · ∇(vχi). (13)

The norm of Qi is defined as

‖Qi‖ = sup
v∈L2(ωi)

|Qi(v)|

‖v‖L2(ωi)
. (14)

The norm ‖Qi‖ gives an estimate on the size of error.
H−1-based residual:
Let ωi be a coarse grid region and let Vi = H1

0 (ωi). We define a linear functional Ri(v) on Vi by

Ri(v) =

∫

ωi

fv −

∫

ωi

a∇ums · ∇v. (15)

The norm of Ri is defined as

‖Ri‖V ∗

i
= sup

v∈Vi

|Ri(v)|

‖v‖Vi

. (16)

where ‖v‖Vi
= a(v, v)

1
2 . The norm ‖Ri‖V ∗

i
gives an estimate on the size of error.

To simplify notations, we let li = Mωi

off . We recall that, for each ωi, the eigenfunctions corresponding to
λωi

1 , · · · , λ
ωi

li
are used in the construction of Voff. We also define κ̃i = minx∈ωi

κ̃(x).
In the next section, we will prove the following theorem.
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Theorem 4.1. Let u and ums be the solutions of (11) and (12) respectively. Then

‖u− ums‖
2
V ≤ Cerr

N∑

i=1

‖Qi‖
2(κ̃iλ

ωi

li+1)
−1, (17)

‖u− ums‖
2
V ≤ Cerr

N∑

i=1

‖Ri‖
2
V ∗

i

(λωi

li+1)
−1. (18)

where Cerr is a uniform constant.

From (17) and (18), we see that the norms ‖Qi‖ and ‖Ri‖V ∗

i
give indications on the size of the energy

norm error ‖u−ums‖V . Even though (17) and (18) have the same form, we emphasize that they give different
convergence behavior in the high contrast case.

We will now present the adaptive enrichment algorithm. We use m ≥ 1 to represent the enrichment level
and V m

off be the solution space at level m. For each coarse region, we use lmi be the number of eigenfunctions
used at the enrichment level m for the coarse region ωi.

Adaptive enrichment algorithm: Choose 0 < θ < 1. For each m = 1, 2, · · · ,

Step 1: Find the solution in the current space. That is, find umms ∈ V m
off such that

a(umms, v) = (f, v) for all v ∈ V m
off . (19)

Step 2: Compute the local residual. For each coarse region ωi, we compute

η2i =

{
‖Qi‖

2(κ̃iλ
ωi

lm
i
+1)

−1, for L2-based residual

‖Ri‖
2
V ∗

i

(λωi

lm
i
+1)

−1, for H−1-based residual

And we re-enumerate them in the decreasing order, that is, η21 ≥ η22 ≥ · · · ≥ η2N .

Step 3: Find the coarse region where enrichment is needed. We choose the smallest integer k such that

θ

N∑

i=1

η2i ≤

k∑

i=1

η2i . (20)

Step 4: Enrich the space. For each i = 1, 2, · · · , k, we add basis function for the region ωi according to the
following rule. Let s be the smallest positive integer such that λlm

i
+s+1 is large enough (see the proof

of Theorem 4.2) compared with λlm
i
+1. Then we include the eigenfunctions Ψoff

lm
i
+1, · · · ,Ψ

off
lm
i
+s in the

construction of the basis functions. The resulting space is denoted as V m+1
off .

We remark that the choice of s above will ensure the convergence of the enrichment algorithm, and in
practice, the value of s is easy to obtain. Moreover, contrary to classical adaptive refinement methods, the
total number of basis functions that we can add is bounded by the dimension of the snapshot space. Thus,
the condition (20) can be modified as follows. We choose the smallest integer k such that

θ

N∑

i=1

η2i ≤
∑

i∈I

η2i

where the index set I is a subset of {1, 2, · · · , k} and contains indices j such that lmj is less than the maximum
number of eigenfunctions for the region ωj.

We now describe how the norms ‖Qi‖ and ‖Ri‖V ∗

i
are computed. Let Wi be the diagonal matrix

containing the nodal values of the fine grid cut-off function χi in the diagonal. Then the norm ‖Qi‖ can be
computed as

‖Qi‖ = ‖WiAR
T
0 U0‖. (21)
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According to the Riez representation theorem, the norm ‖Ri‖V ∗

i
can be computed as follows. Let zi be the

solution of ∫

ωi

a∇zi · ∇v = Ri(v), for all v ∈ Vi. (22)

Then we have ‖Ri‖V ∗

i
= ‖zi‖Vi

. Thus, to find the norm ‖Ri‖V ∗

i
, we need to solve a local problem on each

coarse region ωi.
Finally, we state the convergence theorem.

Theorem 4.2. There are positive constants τ, δ, ρ, L1 and L2 such that the following contracting property

holds

‖u− um+1
ms

‖2V +
τ

1 + τδL2

N∑

i=1

Sm+1(ωi)
2 ≤ ε

(
‖u− um

ms
‖2V +

τ

1 + τδL2

N∑

i=1

Sm(ωi)
2
)
.

Note that 0 < ε < 1 and

ε = max(1 −
θ2

L1(1 + τδL2)
,
2Cerr

τL1
+ ρ).

We remark that the precise definitions of the constants τ, δ, ρ, L1 and L2 are given in Section 6.

5 Numerical Results

In this section, we will present some numerical experiments to show the performance of the error indicators
and the adaptive enrichment algorithm. We take the domain Ω as a square, set the forcing term f = 1 and
use a linear boundary condition for the problem (1). In our numerical simulations, we use a 20× 20 coarse
grid, and each coarse grid block is divided into 5×5 fine grid blocks. Thus, the whole computational domain
is partitioned by a 100 × 100 fine grid. We assume that the fine-scale solution is obtained by discretizing
(1) by the classical conforming piecewise bilinear elements on the fine grid. To test the performance of our
algorithm, we consider two permeability fields κ as depicted in Figure 2. We obtain similar numerical results
for these cases, and therefore we will only demonstrate the numerical results for the first permeability field
(Figure 2(a)).

Below, we list the indicators used in our simulations. In particular, we will recall the definitions of the
L2-based and H−1-based error indicators. For comparison purpose, we also use an indicator computed by
the exact error in energy norm. We remark that the indicators are computed for each coarse neighborhood
ωi and are defined as follows.

• The indicator constructed using the weighted H−1-based residual is

ηEn
ωi

= ‖Ri‖
2
V ∗

i

(λωi

lm
i
+1)

−1 (23)

and we name it the proposed indicator.

• The indicator constructed using the L2-based residual is

ηL2ωi
= ‖Qi‖

2(κ̃iλ
ωi

lm
i
+1)

−1 (24)

and we name it the L2 indicator.

• The indicator constructed using the exact energy error is

ηEx
ωi

= ‖u− ums‖
2
Vi

(25)

and name it the exact indicator.

8



We recall that, in the above definitions, the norms ‖Qi‖ and ‖Ri‖V ∗

i
are computed in the way described

in (21) and (22) respectively. For each enrichment level, we will compute the multiscale solution (Step 1) and
the corresponding error indicators (Step 2). The indicators ηEx

ωi
, ηEn

ωi
and ηL2ωi

are then ordered in decreasing
order. To enrich the approximation space, we select a few coarse neighborhoods such that (20) holds for a
specific value of θ (Step 3). In our simulations, we consider θ = 0.7 and 0.2. Finally, for selected coarse
neighborhoods, we will enrich the offline space by adding more basis functions (Step 4).
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Figure 2: Permeability fields

We will consider two types of snapshot spaces, namely the space spanned by all κ-harmonic extensions
and the space spanned by all fine-scale conforming piecewise bilinear functions. The sequence of offline basis
functions is then obtained by solving the local spectral problem (5) on the space of snapshots. We will call
the first type of basis functions as harmonic basis and the second type of basis functions as spectral basis.
In addition, we use the notations ηH,En

ωi
, ηH,L2

ωi
and ηH,Ex

ωi
to denote the H−1-based, L2-based and exact error

indicators for the case when the offline space is formed by harmonic basis. Similarly, we use the notations
ηU,En
ωi

, ηU,L2
ωi

and ηU,Ex
ωi

to denote the H−1-based, L2-based and exact error indicators for the case when the
offline space is formed by spectral basis (here, superscript U stands for the fact that the snapshot space
consists of all fine-grid unit vectors).

In the following, we summarize the numerical examples we considered in this paper.

• Numerical results with harmonic basis (see Section 5.1). We will present numerical results to
test the performance of the error indicator ηH, En

ωi
and the adaptive enrichment algorithm with θ = 0.7

and θ = 0.2. We also compare our results with the use of ηH,Ex
ωi

with θ = 0.7.

• Numerical results with spectral basis (see Section 5.2). We will present numerical results to
test the performance of the error indicator ηU, En

ωi
and the adaptive enrichment algorithm with θ = 0.7

and θ = 0.2. We also compare our results with the use of ηU,Ex
ωi

with θ = 0.7.

• Numerical results with L2 indicator (see Section 5.3). We will present numerical results to test
the performance of the error indicator ηH,L2

ωi
and the adaptive enrichment algorithm with θ = 0.7.

• Numerical results when the proposed indicator is computed in the snapshot space (see
Section 5.4). We will present numerical results to test the performance of the error indicator ηH,En

ωi

and the adaptive enrichment algorithm with θ = 0.7. In this case, the norm ‖Ri‖V ∗

i
is computed in

the snapshot space instead of the fine-grid space.

In the following, we will give a brief summary of our conclusions before discussing the numerical results.

• The use of both ηH, En
ωi

and ηU, En
ωi

gives a convergent sequence of numerical solutions. This verfies the
convergence of our adaptive GMsFEM.
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• The performance of the proposed indicators ηH, En
ωi

and ηU, En
ωi

is similar to that of the exact indicators
ηH,Ex
ωi

and ηU,Ex
ωi

. Thus, the proposed indicator gives a good estimate of the exact error.

• The performance of the weighted H−1-based indicator is much better than that of the L2-based indi-
cator for high-contrast problems.

• The use of the snapshot space to compute ηH, En
ωi

and ηU, En
ωi

in (22) gives similar results compared
to the use of local fine-grid solves. Thus, the computations of ηH, En

ωi
and ηU, En

ωi
can be performed

efficiently.

• With the use of θ = 0.2, we obtain more accurate results for the same dimensional offline spaces
compared with θ = 0.7.

In the tables listed below, we recall that Voff denotes the offline space; u, usnap and uoff denote the fine-scale,
snapshot and offline solutions respectively. Moreover, to compare the results, we will compute the error
u− uoff using the L2 relative error and the energy relative error, which are defined as

‖u− uoff‖L2
κ
(D) :=

‖u− uoff‖L2(V )

‖u‖L2(V )
, ‖u− uoff‖H1

κ
(D) :=

a(u− uoff, u− uoff)
1
2

a(u, u)
1
2

(26)

where the weighted L2-norm is defined as ‖u‖L2(V ) = ‖κ̃
1
2 u‖L2(D). We will also compute the error usnap−uoff

using the same norms

‖usnap − uoff‖L2
κ
(D) :=

‖usnap − uoff‖L2(V )

‖usnap‖L2(V )
, ‖usnap − uoff‖H1

κ
(D) :=

a(usnap − uoff, u− uoff)
1
2

a(usnap, usnap)
1
2

. (27)

5.1 Numerical results with harmonic basis

In this section, we present numerical examples to test the performance of the proposed indicator ηH,En
ωi

and
the convergence of our adaptive enrichment algorithm with θ = 0.7 and θ = 0.2. We will also compare our
results with the use of the exact indicator ηH,Ex

ωi
. In the simulations, we take a snapshot space of dimension

7300 giving errors of 0.05% and 3.02% in weighted L2 and weighted H1 norms, respectively. Thus, the
solution usnap is as good as the fine-scale solution u. For the adaptive enrichment algorithm, the initial
offline space has 4 basis functions for each coarse grid node. At each enrichment (Step 4), we will add one
basis function for the coarse grid nodes selected in Step 3. We will terminate the iteration when the energy
error ‖u− uoff‖V is less than 5% of ‖u− usnap‖V .

dim(Voff)
‖u− uoff‖ (%) ‖usnap − uoff‖ (%)

L2
κ(D) H1

κ(D) L2
κ(D) H1

κ(D)

1524 4.50 31.29 4.49 34.14
1711 4.24 27.37 4.23 27.19
2434 2.34 20.13 2.36 20.31
2637 1.64 15.43 1.61 15.13
3378 0.54 7.83 0.51 7.22

Table 1: Convergence history for harmonic basis with θ = 0.7 and 18 iterations. The snapshot space has
dimension 7300 giving 0.05% and 3.02% weighted L2 and weighted energy errors. When using 12 basis per
coarse inner node, the weighted L2 and the weighted H1 errors will be 2.34% and 19.77%, respectively, and
the dimension of offline space is 4412.

In Table 1 and Table 2, we present the convergence history of the adaptive enrichment algorithm for
θ = 0.7 and θ = 0.2 respectively. For both cases, we see a convergence of the algorithm. For the case θ = 0.7,
the algorithm requires 18 iterations to achieve the desired accuracy. The dimension of the corresponding
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dim(Voff)
‖u− uoff‖ (%) ‖usnap − uoff‖ (%)

L2
κ(D) H1

κ(D) L2
κ(D) H1

κ(D)

1524 4.50 31.29 4.49 34.14
1646 4.05 26.80 4.04 26.62
1864 3.09 20.34 3.07 20.11
2220 1.24 14.43 1.20 14.11
3135 0.48 7.98 0.45 7.39

Table 2: Convergence history for harmonic basis with θ = 0.7 and 66 iterations. The number of iterations
is 19. The snapshot space has dimension 7300 giving 0.05% and 3.02% weighted L2 and weighted energy
errors. When using 12 basis per coarse inner node, the weighted L2 and the weighted H1 errors will be
2.34% and 19.77%, respectively, and the dimension of offline space is 4412.

offline space is 3378. Moreover, the error u − uoff in relative weighted L2 and energy norms are 0.54% and
7.83% respectively, while the error usnap − uoff in relative weighted L2 and energy norms are 0.51% and
7.22% respectively. And we see the similarity of the errors u − uoff and usnap − uoff. For the case θ = 0.2,
the algorithm requires 66 iterations to achieve the desired accuracy. The dimension of the corresponding
offline space is 3135. Moreover, the error u − uoff in relative weighted L2 and energy norms are 0.48% and
7.98% respectively, while the error usnap − uoff in relative weighted L2 and energy norms are 0.45% and
7.39% respectively. Furthermore, we observe that the use of θ = 0.2 gives the same level of error for a
smaller offline space compared with θ = 0.7. Thus, we conclude that a smaller value of θ will give a more
economical offline space. To show that our adaptive enrichment algorithm gives a more efficient scheme, we
report some computational results with uniform enrichment. In this case, we use 12 basis functions for each
interior coarse grid node giving an offline space of dimension 4412. The relative weighted L2 and energy
errors are 2.32% and 19.53% respectively. From this result, we see that our adaptive enrichment algorithm
gives a smaller offline space and at the same time a better accuracy than a scheme with uniform number of
basis functions.

dim(Voff)
‖u− uoff‖ (%) ‖usnap − uoff‖ (%)

L2
κ(D) H1

κ(D) L2
κ(D) H1

κ(D)

1524 4.50 31.29 4.49 34.14
1762 3.96 27.09 3.95 26.91
2333 2.07 19.00 2.04 18.75
2522 1.38 15.12 1.36 14.81
3466 0.46 7.52 0.44 6.89

Table 3: Convergence history for harmonic basis with θ = 0.7 and the exact indicator. The number of
iterations is 23. The snapshot space has dimension 7300 giving 0.05% and 3.02% weighted L2 and weighted
energy errors.

To test the reliability and efficiency of the proposed indicator, we apply the adaptive enrichment algorithm
with the exact energy error as indicator and θ = 0.7. The results are shown in Table 3. In particular, the
algorithm requires 19 iterations to achieve the desired accuracy. The dimension of the corresponding offline
space is 3466. Moreover, the error u − uoff in relative weighted L2 and energy norms are 0.46% and 7.52%
respectively, while the error usnap − uoff in relative weighted L2 and energy norms are 0.44% and 6.89%
respectively. Comparing the results in Table 1 and Table 3 for the use of the proposed and the exact indicator
respectively, we see that both indicators give similar convergence behavior and offline space dimensions.

In Figure 3, we display the number of basis functions for each coarse grid node of the last offline spaces
for the proposed indicator with θ = 0.7, the proposed indicator with θ = 0.2 and the exact indicator with
θ = 0.7. From Figures 3(a) and 3(b), we observe a similar dimension distribution for the use of the proposed
indicator with θ = 0.7 and θ = 0.2, and the case θ = 0.2 gives a smaller number of basis functions. For
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(a) Proposed indicator with θ = 0.7
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(b) Proposed indicator with θ = 0.2
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(c) Exact indicator with θ = 0.7

Figure 3: Dimension distributions of the last offline space for harmonic basis with permeability field 2(b).

the case with the exact indicator, we see from Figure 3(c) that the dimension distribution follows a similar
pattern, but with regions that contain larger number of basis functions.
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Figure 4: Coarse-grid energy error distribution using harmonic basis with permeability field 2(b).

Finally, we present the energy errors on coarse neighborhoods for θ = 0.7 for an intermediate offline space
and the last offline space of the proposed indicator ηH,En

ωi
and the exact indicator ηH,Ex

ωi
. In Figures 4(a)

and 4(b), the energy error distributions for the last offline spaces and an intermediate offline space obtained
by the proposed indicator are shown respectively. We see how the energy error is reduced by enriching the
space from an intermediate step to the final step. A similar situation is also seen from Figures 4(c) and 4(d)
for the case with the exact indicator.

5.2 Numerical results with spectral basis

In this section, we repeat the above tests using the spectral snapshot space instead of the harmonic snapshot
space with the proposed indicator ηU,En

ωi
and the exact indicator ηU,Ex

ωi
. The results are presented in Tables

4, 5 and 6. In the simulations, we take a snapshot space of dimension 3690 giving errors of 0.01% and 2.84%
in weighted L2 and energy norms respectively. Thus, the solution usnap is as good as the fine-scale solution
u. For the adaptive enrichment algorithm, the initial offline space has 2 basis functions for each coarse grid
node. At each enrichment (Step 4), we will add one basis function for the coarse grid nodes selected in Step
3. We will terminate the iteration when the energy error ‖u− uoff‖V is less than 5% of ‖u− usnap‖V .

In Table 4 and Table 5, we present the convergence history of the adaptive enrichment algorithm for
θ = 0.7 and θ = 0.2 respectively. For both cases, we see a clear convergence of the algorithm. For the
case θ = 0.7, the algorithm requires 5 iterations to achieve the desired accuracy. The dimension of the
corresponding offline space is 1410. Moreover, the error u − uoff in relative weighted L2 and energy norms
are 0.10% and 7.43% respectively, while the error usnap − uoff in relative weighted L2 and energy norms
are 0.10% and 6.87% respectively. For the case θ = 0.2, the algorithm requires 19 iterations to achieve the
desired accuracy. The dimension of the corresponding offline space is 1334. Moreover, the error u − uoff
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dim(Voff)
‖u− uoff‖ (%) ‖usnap − uoff‖ (%)

L2
κ(D) H1

κ(D) L2
κ(D) H1

κ(D)

802 0.87 20.15 0.87 19.94
868 0.83 16.51 0.83 16.26
979 0.33 12.62 0.33 12.30
1106 0.32 10.44 0.32 10.05
1410 0.10 7.43 0.10 6.87

Table 4: Convergence history for spectral basis with θ = 0.7 and 5 iterations. The snapshot space has
dimension 3690 giving 0.01% and 2.84% weighted L2 and weighted energy errors. When using 5 basis per
interior coarse node, the weighted L2 and the weighted energy errors will be 0.09% and 7.40%, respectively,
and the dimension of offline space is 1885.

dim(Voff)
‖u− uoff‖ (%) ‖usnap − uoff‖ (%)

L2
κ(D) H1

κ(D) L2
κ(D) H1

κ(D)

802 0.87 20.15 0.87 19.94
856 0.83 16.25 0.82 16.00
960 0.34 12.58 0.33 12.26
1116 0.32 10.27 0.32 9.87
1334 0.09 7.55 0.09 6.99

Table 5: Convergence history for spectral basis with θ = 0.7 and 19 iterations. The snapshot space has
dimension 3690 giving 0.01% and 2.84% weighted L2 and weighted energy errors. When using 5 basis per
interior coarse node, the weighted L2 and the weighted energy errors will be 0.09% and 7.40%, respectively,
and the dimension of offline space is 1885.

in relative weighted L2 and energy norms are 0.09% and 7.55% respectively, while the error usnap − uoff in
relative weighted L2 and energy norms are 0.09% and 6.99% respectively. Furthermore, we observe that
the use of θ = 0.2 gives the same level of error for a smaller offline space compared with θ = 0.2. Thus,
we conclude that a smaller value of θ will give a more economical offline space. To show that our adaptive
enrichment algorithm gives a more efficient scheme, we report some computational results with uniform
enrichment. In this case, we use 5 basis functions for each interior coarse grid node giving an offline space
of dimension 1885. The relative weighted L2 and energy errors are 0.09% and 7.40% respectively. From this
result, we see that our adaptive enrichment algorithm gives a smaller offline space and at the same time a
better accuracy than a scheme with uniform number of basis functions.

dim(Voff)
‖u− uoff‖ (%) ‖usnap − uoff‖ (%)

L2
κ(D) H1

κ(D) L2
κ(D) H1

κ(D)

802 0.87 20.15 0.87 19.94
884 0.42 14.73 0.42 14.45
1000 0.18 12.25 0.18 11.91
1119 0.17 9.83 0.17 9.41
1392 0.10 7.12 0.10 6.53

Table 6: Convergence history for spectral basis with θ = 0.7 and the exact indicator. The number of
iteration is 6. The snapshot space has dimension 3690 giving 0.01% and 2.84% weighted L2 and weighted
energy errors. When using 5 basis per interior coarse node, the weighted L2 and the weighted energy errors
will be 0.09% and 7.40%, respectively, and the dimension of offline space is 1885.

To test the reliability and efficiency of the proposed indicator, we apply the adaptive enrichment algorithm
with the exact energy error as indicator and θ = 0.7. The results are shown in Table 6. In particular, the
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algorithm requires 6 iterations to achieve the desired accuracy. The dimension of the corresponding offline
space is 1392. Moreover, the error u − uoff in relative weighted L2 and energy norms are 0.10% and 7.12%
respectively, while the error usnap − uoff in relative weighted L2 and energy norms are 0.10% and 6.53%
respectively. Comparing the results in Table 4 and Table 6 for the use of the proposed and the exact indicator
respectively, we see that both indicators give similar convergence behavior and offline space dimensions. We
also observe that the exact indicator performs better in this case.
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0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

0

2

4

6

8

10

(b) Proposed indicator with θ = 0.2

 

 

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

0

1

2

3

4

5

6

7

(c) Exact indicator with θ = 0.7

Figure 5: Dimension distributions of the last offline space for spectral basis with permeability field 2(b).

In Figure 5, we display the number of basis functions for each coarse grid node of the last offline spaces
for the proposed indicator with θ = 0.7, the proposed indicator with θ = 0.2 and the exact indicator with
θ = 0.7. From Figures 5(a) and 5(b), we observe a similar dimension distribution for the use of the proposed
indicator with θ = 0.7 and θ = 0.2, and the case θ = 0.2 gives a smaller number of basis functions. For
the case with the exact indicator, we see from Figure 5(c) that the dimension distribution follows a similar
pattern, but with regions that contain larger number of basis functions.
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Figure 6: Coarse-grid energy error distribution using spectral basis with permeability field 2(b).

Finally, we present the energy errors on coarse neighborhoods for θ = 0.7 for an intermediate offline space
and the last offline space of the proposed indicator ηH,En

ωi
and the exact indicator ηH,Ex

ωi
. In Figures 6(a)

and 6(b), the energy error distributions for the last offline spaces and an intermediate offline space obtained
by the proposed indicator are shown respectively. We see clearly that how the energy error is reduced by
enriching the space from an intermediate step to the final step. A similar situation is also seen from Figures
6(c) and 6(d) for the case with the exact indicator.

5.3 Numerical results with the L
2 indicator

In this section, we present some numerical simulations to test the performance of the L2 indicator. We note
that this is the most natural error indicator, as it is more efficient to compute and is widely used for classical
adaptive finite element methods [?]. However, this indicator does not work well for high contrast coefficients.
In the simulation, we will conduct the same test as in Section 5.1 with the indicator replaced by ηH,L2

ωi
.
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dim(Voff)
‖u− uoff‖ (%) ‖usnap − uoff‖ (%)

L2
κ(D) H1

κ(D) L2
κ(D) H1

κ(D)

1524 4.50 31.29 4.49 31.14
1913 3.59 26.88 3.57 26.69
2513 2.43 21.46 2.43 20.89
3006 1.11 17.11 1.12 16.83
4509 0.06 7.97 0.04 7.37

Table 7: Convergence history for harmonic basis using the L2 indicator with θ = 0.7 and 94 iterations. The
snapshot space has dimension 7300 giving 0.05% and 3.02% weighted L2 and weighted energy errors. When
using 12 basis per interior coarse node, the weighted L2 and the weighted energy errors will be 2.34% and
19.77%, respectively, and the dimension of offline space is 4412.

In Table 7, we present the convergence history of the adaptive enrichment algorithm for θ = 0.7, and we
observe a clear convergence of the algorithm. Notice that, the algorithm requires 94 iterations to achieve
the desired accuracy. The dimension of the corresponding offline space is 4509. If we compare these results
to the case with the proposed indicator, we see that the L2 indicator will give a much larger offline space
and a larger number of iterations, in order to achieve a similar accuracy.
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Figure 7: Basis distribution and error distribution for harmonic basis with L2 indicator.

Finally we will compare the basis function and error distributions for the L2 indicator with those for the
proposed indicator. In Figure 7(a), the number of basis functions for each coarse node is shown. We observe
that the distribution is similar to the case with the proposed indicator shown in Figure 3(a). We also observe
that the number of basis functions for the L2 indicator is much larger than that for the proposed indicator.
In Figures 7(b) and 7(c), the energy error distributions for the last offline spaces and an intermediate offline
space obtained by the L2 indicator are shown respectively. We see clearly that how the energy error is
reduced by enriching the space from an intermediate step to the final step. However, we also see a very slow
decay in energy error for the L2 indicator.

5.4 Numerical results using snapshot solutions for the proposed indicator

In this section, we present numerical tests to show that our adaptive method is equally good when the
proposed indicator ηH,En

ωi
is computed in the snapshot space. In particular, we will solve the local problems

(22) in the space of snapshots instead of the fine scale space, in order to reduce the computational costs.
We will again repeat the same test as in Section 5.1. In Table 8 we present the convergence history of the
adaptive enrichment algorithm with θ = 0.7, and observe a clear convergence of the algorithm. Moreover,
the algorithm requires 22 iterations to achieve the desired accuracy. The dimension of the corresponding
offline space is 3688. In addition, the error u − uoff in relative weighted L2 and energy norms are 0.17%
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and 7.83% respectively, while the error usnap − uoff in relative weighted L2 and energy norms are 0.14% and
7.26% respectively. If we compare these results with those for the proposed indicator (see Table 1), we see
the use of snapshot space to compute the error indicator will give a similar offline space and accuracy, but
with a larger number of iterations.

dim(Voff)
‖u− uoff‖ (%) ‖usnap − uoff‖ (%)

L2
κ(D) H1

κ(D) L2
κ(D) H1

κ(D)

1524 7.60 50.86 7.59 50.75
1772 4.18 27.08 4.18 26.90
2398 2.41 20.59 2.39 20.36
2824 1.28 13.98 1.25 13.64
3688 0.17 7.83 0.14 7.26

Table 8: Convergence history for harmonic basis using snapshot space to compute the proposed indicator.
We take θ = 0.7 and the algorithm converges in 22 iterations.

6 Convergence analysis

In this section, we will give the proofs for the a-posteriori error estimates (17)-(18) and the convergence of
the adaptive enrichment algorithm.

For each i = 1, 2, · · · , N , we let Pi : V → span{ψωi,off
k } be the projection defined by

Piv =

li∑

k=1

(∫

ωi

κ̃vψ
ωi,off
k

)
ψ
ωi,off
k .

The projection Pi has following stability bound

‖χi(Piv)‖Vi
≤ Cωi

stab‖v‖Vi
(28)

where the constant Cωi

stab = max(1, H−1(λωi

li+1)
− 1

2 ). Moreover the following convergence result holds

‖χi(v − Piv)‖Vi
≤ Cωi

conv(λ
ωi

li+1)
− 1

2 ‖v‖Vi
(29)

where Cωi

conv is a uniform constant. We also define the projection Π : V → Voff by Πv =
∑N

i=1 χi(Piv). For
the analysis below, we let Cstab = max1≤i≤N Cωi

stab and Cconv = max1≤i≤N Cωi

conv.

6.1 Proof of Theorem 4.1

Let v ∈ V be an arbitrary function in the space V . Using (11), we have

a(u− ums, v) = a(u, v)− a(ums, v) = (f, v) − a(ums, v).

Then

a(u − ums, v) = (f, v)− a(ums, v) = (f, v −Πv) + (f,Πv) − a(ums,Πv)− a(ums, v −Πv).

Thus, using (12), we have
a(u− ums, v) = (f, v −Πv)− a(ums, v −Πv). (30)

Writing (30) as a sum over coarse regions,

a(u− ums, v) =

N∑

i=1

(∫

ωi

f(v − Piv)χi −

∫

ωi

a∇ums · ∇((v − Piv)χi)
)
. (31)
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Using the definition of Qi, we see that (31) can be written as

a(u− ums, v) =

N∑

i=1

Qi(v − Piv).

Thus, we have

a(u− ums, v) ≤

N∑

i=1

‖Qi‖‖v − Piv‖L2(ωi).

Using the definition of κ̃i, we have

a(u − ums, v) ≤
N∑

i=1

(κ̃i)
− 1

2 ‖Qi‖‖κ̃
1
2 (v − Piv)‖L2(ωi).

Thus, by the definition of the eigenvalue problem (5),

a(u− ums, v) ≤

N∑

i=1

(κ̃i)
− 1

2 (λωi

li+1)
− 1

2 ‖Qi‖‖v‖Vi

The inequality (17) is then followed by taking v = u− ums and
∑N

i=1 ‖v‖
2
Vi

≤ C‖v‖2V .
Using the definition of Ri, we see that (31) can be written as

a(u− ums, v) =

N∑

i=1

Ri(χi(v − Piv)).

Thus, we have

a(u− ums, v) ≤

N∑

i=1

‖Ri‖V ∗

i
‖χi(v − Piv)‖Vi

.

Using (29),

a(u− ums, v) ≤ Cconv

N∑

i=1

‖Ri‖V ∗

i
(λωi

li+1)
− 1

2 ‖v‖Vi
.

The inequality (18) is then followed by taking v = u− ums and
∑N

i=1 ‖v‖
2
Vi

≤ C‖v‖2V .

6.2 Some auxiliary lemmas

In this section, we will prove some auxiliary lemmas which are required for the proof of the convergence of
the adaptive enrichment algorithm stated in Theorem 4.2. We use the notation Pm

i to denote the projection
operator Pi at the enrichment level m. Specifically, we define

Pm
i v =

lm
i∑

k=1

(∫

ωi

κ̃vψ
ωi,off
k

)
ψ
ωi,off
k .

In Theorem 4.1, we see that ‖Ri‖V ∗

i
gives an upper bound of the energy error ‖u− ums‖V . We will first

show that, ‖Ri‖V ∗

i
is also a lower bound up to a correction term. To state this precisely, we define

Sm(ωi) = (λωi

lm
i
+1)

− 1
2 sup
v∈Vi

|Ri(v − (Pm+1
i v)χi)|

‖v‖Vi

(32)

which is a measure on how small (v − χiP
m+1
i v) is. Notice that the residual Ri is computed using the

solution umms obtained at enrichment level m. We omit the index m in Ri to simplify notations. Next, we
will prove the following lemma.
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Lemma 6.1. We have

‖Ri‖
2
V ∗

i

(λωi

lm
i
+1)

−1 ≤ 2(Cωi

stab
)2(λωi

lm
i
+1)

−1‖um+1
ms − umms‖

2
Vi

+ 2Sm(ωi)
2 (33)

Proof. By linearity
Ri(v) = Ri(χi(P

m+1
i v)) +Ri(v − χi(P

m+1
i v)).

Since χi(P
m+1
i v) is a test function in the space V m+1

off , by the definition of Ri and (19), we have

Ri(χi(P
m+1
i v)) =

∫

ωi

f(Pm+1
i v)χi −

∫

ωi

a∇umms · ∇((Pm+1
i v)χi)

=

∫

ωi

a∇um+1
ms · ∇((Pm+1

i v)χi)−

∫

ωi

a∇umms · ∇((Pm+1
i v)χi).

Using the stability estimate (28),

Ri(χi(P
m+1
i v)) ≤ ‖um+1

ms − umms‖Vi
‖(Pm+1

i v)χi‖Vi
≤ Cωi

stab‖u
m+1
ms − umms‖Vi

‖v‖Vi
.

Thus, we obtain

‖Ri‖V ∗

i
≤ Cωi

stab‖u
m+1
ms − umms‖Vi

+ sup
v∈Vi

|Ri(v − (Pm+1
i v)χi)|

‖v‖Vi

(34)

The inequality (33) follows from the definition of Sm(ωi).

We remark that one can replace um+1
ms by usnap and Pm+1

i by P snap
i , where P snap

i is the projection onto
the snapshot space defined by

P
snap
i v =

Wi∑

k=1

(∫

ωi

κ̃vψ
ωi,off
k

)
ψ
ωi,off
k .

We also define S(ωi) by

S(ωi) = (λωi

lm
i
+1)

− 1
2 sup
v∈Vi

|Ri(v − (P snap
i v)χi)|

‖v‖Vi

.

Following the proof of the above lemma, we get

‖Ri‖
2
V ∗

i

(λωi

lm
i
+1)

−1 ≤ 2(Cωi

stab)
2(λωi

lm
i
+1)

−1‖usnap − umms‖
2
Vi

+ 2S(ωi)
2

which suggests that ‖Ri‖
2
V ∗

i

(λωi

lm
i
+1)

−1 gives a lower bound of the error ‖usnap − umms‖
2
Vi

up to a correction

term S(ωi)
2.

To prove Theorem 4.2, we will need the following recursive properties for Sm(ωi).

Lemma 6.2. For any αR > 0, we have

Sm+1(ωi)
2 ≤ (1 + αR)CR

λωi

lm
i
+1

λωi

l
m+1

i
+1

Sm(ωi)
2 + (1 + α−1

R )DR(λ
ωi

l
m+1

i
+1

)−1‖um+1
ms − umms‖

2
Vi

(35)

where the enrichment level dependent constants CR and DR are defined by

CR = (1 + 2Cωi

conv(λ
ωi

lm
i
+1)

− 1
2 (λωi

l
m+1

i
+1

)−
1
2 )2 and DR = (Cωi

stab
)2(1 + 2Cωi

conv(λ
ωi

l
m+1

i
+1

)−
1
2 )2.
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Proof. By direct calculation, we have

∫

ωi

f(v − (Pm+2
i v)χi)−

∫

ωi

a∇um+1
ms · ∇(v − (Pm+2

i v)χi)

=

∫

ωi

f(v − (Pm+1
i v)χi)−

∫

ωi

a∇umms · ∇(v − (Pm+1
i v)χi)

−

∫

ωi

a∇(um+1
ms − umms) · ∇(v − (Pm+2

i v)χi)

+

∫

ωi

f(Pm+1
i v − Pm+2

i v)χi −

∫

ωi

a∇umms · ∇((Pm+1
i v − Pm+2

i v)χi).

(36)

By definition of Sm(ωi), we have

Sm(ωi) = (λωi

lm
i
+1)

− 1
2 sup
v∈Vi

|
∫
ωi

f(v − (Pm+1
i v)χi)−

∫
ωi

a∇umms · ∇(v − (Pm+1
i v)χi)|

‖v‖Vi

. (37)

Multiplying (36) by (λωi

l
m+1

i
+1

)−
1
2 ‖v‖−1

Vi
and taking supremum with respect to v, we have

Sm+1(ωi) ≤ (
λωi

lm
i
+1

λωi

l
m+1

i
+1

)
1
2Sm(ωi) + I1 + I2 (38)

where

I1 = (λωi

l
m+1

i
+1

)−
1
2 sup
v∈Vi

| −
∫
ωi

a∇(um+1
ms − umms) · ∇(v − (Pm+2

i v)χi)|

‖v‖Vi

and

I2 = (λωi

l
m+1

i
+1

)−
1
2 sup
v∈Vi

|
∫
ωi

f(Pm+1
i v − Pm+2

i v)χi −
∫
ωi

a∇umms · ∇((Pm+1
i v − Pm+2

i v)χi)|

‖v‖Vi

.

To estimate I1, we use the stability estimate (28) to obtain

∫

ωi

a∇(um+1
ms − umms) · ∇(v − (Pm+2

i v)χi)

=

∫

ωi

a∇(um+1
ms − umms) · ∇v −

∫

ωi

a∇(um+1
ms − umms) · ∇((Pm+2

i v)χi)

≤Cωi

stab‖u
m+1
ms − umms‖Vi

‖v‖Vi

which implies
I1 ≤ Cωi

stab(λ
ωi

l
m+1

i
+1

)−
1
2 ‖um+1

ms − umms‖Vi
.

To estimate I2, we use the definition of Ri to obtain

I2 ≤ (λωi

l
m+1

i
+1

)−
1
2 ‖Ri‖V ∗

i
sup
v∈Vi

‖χi(P
m+1
i v − Pm+2

i v)‖Vi

‖v‖Vi

.

By the convergence bound (29) and the fact that λωi

l
m+1

i
+1

< λωi

l
m+2

i
+1

, we have

‖χi(P
m+1
i v − Pm+2

i v)‖Vi
≤ ‖χi(P

m+1
i v − v)‖Vi

+ ‖χi(v − Pm+2
i v)‖Vi

≤ 2Cωi

conv(λ
ωi

l
m+1

i
+1

)−
1
2 ‖v‖|Vi

which implies
I2 ≤ 2Cωi

conv(λ
ωi

l
m+1

i
+1

)−1‖Ri‖V ∗

i
.

19



Combining results and using (38), we get

Sm+1(ωi) ≤ (
λωi

lm
i
+1

λωi

lm+1

i
+1

)
1
2Sm(ωi) + Cωi

stab(λ
ωi

l
m+1

i
+1

)−
1
2 ‖um+1

ms − umms‖Vi
+ 2Cωi

conv(λ
ωi

l
m+1

i
+1

)−1‖Ri‖V ∗

i
.

Using (34) and the definition of Sm(ωi),

Sm+1(ωi) ≤(1 + 2Cωi

conv(λ
ωi

lm
i
+1)

− 1
2 (λωi

l
m+1

i
+1

)−
1
2 )(

λωi

lm
i
+1

λωi

l
m+1

i
+1

)
1
2Sm(ωi)

+ Cωi

stab(λ
ωi

l
m+1

i
+1

)−
1
2 (1 + 2Cωi

conv(λ
ωi

l
m+1

i
+1

)−
1
2 )‖um+1

ms − umms‖Vi
.

Hence, (35) is proved.

Next, we consider the L2-based residual Qi and prove similar inequalities. We define

Sm(ωi) = (κ̃iλ
ωi

lm
i
+1)

− 1
2 sup
v∈L2(ωi)

|Qi(v − Pm+1
i v)|

‖v‖L2(ωi)
(39)

which is a measure on how small (v−Pm+1
i v) is. Notice that the residual Qi is computed using the solution

umms obtained at enrichment level m. We omit the index m in Qi to simplify notations. We also note that
we have used the same notation Sm(ωi) as the case for the H−1-based residual to again simplify notations.
It will be clear which residual we are referring to when the notation Sm(ωi) appears in the text. We define
the jump of the coefficient in each coarse region by

βi =
maxx∈ωi

κ(x)

minx∈ωi
κ(x)

.

Next, we will prove the following lemma.

Lemma 6.3. We have

‖Qi‖
2(κ̃iλ

ωi

lm
i
+1)

−1 ≤ 2(Cinvβ
1
2

i h
−1)2(λωi

lm
i
+1)

−1‖um+1
ms − umms‖

2
Vi

+ 2Sm(ωi)
2 (40)

Proof. By linearity
Qi(v) = Qi(P

m+1
i v) +Qi(v − Pm+1

i v).

By the definition of Qi and (19), we have

Qi(P
m+1
i v) =

∫

ωi

f(Pm+1
i v)χi −

∫

ωi

a∇umms · ∇((Pm+1
i v)χi)

=

∫

ωi

a∇um+1
ms · ∇((Pm+1

i v)χi)−

∫

ωi

a∇umms · ∇((Pm+1
i v)χi)

which implies
Qi(P

m+1
i v) ≤ ‖um+1

ms − umms‖Vi
‖(Pm+1

i v)χi‖Vi
.

Using the inverse inequality,

‖(Pm+1
i v)χi‖Vi

≤ Cinvh
−1‖κ̃

1
2Pm+1

i v‖L2(ωi) ≤ Cinvh
−1‖κ̃

1
2 v‖L2(ωi)

where Cinv is independent of the mesh size. Thus, we obtain

(κ̃i)
− 1

2 ‖Qi‖V ∗

i
≤ Cinvβ

1
2

i h
−1‖um+1

ms − umms‖Vi
+ (κ̃i)

− 1
2 sup
v∈L2(ωi)

|Qi(v − Pm+1
i v)|

‖v‖L2(ωi)
. (41)

The inequality (40) follows from the definition of Sm(ωi).
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Next we will prove the following recursive property for Sm(ωi). The proof follows from the same lines as
Lemma 6.2.

Lemma 6.4. For any αQ > 0, we have

Sm+1(ωi)
2 ≤ (1 + αQ)CQ

λωi

lm
i
+1

λωi

l
m+1

i
+1

Sm(ωi)
2 + (1 + α−1

Q )DQ(λ
ωi

l
m+1

i
+1

)−1‖um+1
ms − umms‖

2
Vi

(42)

where the enrichment level dependent constants CR and DR are defined by

CQ = (1 + β
1
2

i )
2 and DQ = Cinvβ

1
2

i h
−1(2κ̃i + β

1
2

i ).

Proof. By direct calculation, we have
∫

ωi

f(v − Pm+2
i v)χi −

∫

ωi

a∇um+1
ms · ∇((v − Pm+2

i v)χi)

=

∫

ωi

f(v − Pm+1
i v)χi −

∫

ωi

a∇umms · ∇((v − Pm+1
i v)χi)

−

∫

ωi

a∇(um+1
ms − umms) · ∇((v − Pm+2

i v)χi)

+

∫

ωi

f(Pm+1
i v − Pm+2

i v)χi −

∫

ωi

a∇umms · ∇((Pm+1
i v − Pm+2

i v)χi).

(43)

By definition of Sm(ωi), we have

Sm(ωi) = (κ̃iλ
ωi

lm
i
+1)

− 1
2 sup
v∈L2(ωi)

|
∫
ωi

f(v − Pm+1
i v)χi −

∫
ωi

a∇umms · ∇((v − Pm+1
i v)χi)|

‖v‖L2(ωi)
. (44)

Multiplying (43) by (κ̃iλ
ωi

l
m+1

i
+1

)−
1
2 ‖v‖−1

L2(ωi)
and taking supremum with respect to v, we have

Sm+1(ωi) ≤ (
λωi

lm
i
+1

λωi

l
m+1

i
+1

)
1
2Sm(ωi) + I1 + I2 (45)

where

I1 = (κ̃iλ
ωi

l
m+1

i
+1

)−
1
2 sup
v∈L2(ωi)

| −
∫
ωi

a∇(um+1
ms − umms) · ∇((v − Pm+2

i v)χi)|

‖v‖L2(ωi)

and

I2 = (κ̃λωi

l
m+1

i
+1

)−
1
2 sup
v∈L2(ωi)

|
∫
ωi

f(Pm+1
i v − Pm+2

i v)χi −
∫
ωi

a∇umms · ∇((Pm+1
i v − Pm+2

i v)χi)|

‖v‖L2(ωi)
.

To estimate I1, we use the inverse inequality to obtain
∫

ωi

a∇(um+1
ms − umms) · ∇(v − (Pm+2

i v)χi) ≤ 2Cinvh
−1‖um+1

ms − umms‖Vi
‖κ̃

1
2 v‖L2(ωi)

which implies

I1 ≤ 2Cinv(κ̃iλ
ωi

l
m+1

i
+1

)−
1
2 β

1
2

i h
−1‖um+1

ms − umms‖Vi
.

To estimate I2, we use the definition of Qi to obtain

I2 ≤ (κ̃iλ
ωi

l
m+1

i
+1

)−
1
2 ‖Qi‖ sup

v∈L2(ωi)

‖Pm+1
i v − Pm+2

i v‖

‖v‖L2(ωi)
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which implies

I2 ≤ (κ̃iλ
ωi

l
m+1

i
+1

)−
1
2 β

1
2

i ‖Qi‖.

Combining results and using (45), we get

Sm+1(ωi) ≤ (
λωi

lm
i
+1

λωi

l
m+1

i
+1

)
1
2Sm(ωi) + 2Cinv(κ̃iλ

ωi

l
m+1

i
+1

)−
1
2β

1
2

i h
−1‖um+1

ms − umms‖Vi
+ (κ̃iλ

ωi

l
m+1

i
+1

)−
1
2 β

1
2

i ‖Qi‖.

Using (41),

Sm+1(ωi) ≤ (1 + β
1
2

i )(
λωi

lm
i
+1

λωi

lm+1

i
+1

)
1
2Sm(ωi) + Cinv(λ

ωi

l
m+1

i
+1

)−
1
2β

1
2

i h
−1(2κ̃i + β

1
2

i )‖u
m+1
ms − umms‖Vi

Hence, (42) is proved.

6.3 Proof of Theorem 4.2

In this section, we prove the convergence of the adaptive enrichment algorithm. We will give a unified proof
for both the L2-based and H−1-based residuals. First of all, we use ηi as a unified notation for the residuals,
namely,

η2i =

{
‖Qi‖

2(κ̃iλ
ωi

lm
i
+1)

−1, for L2-based residual,

‖Ri‖
2
V ∗

i

(λωi

lm
i
+1)

−1, for H−1-based residual.

Then Lemma 6.1 and Lemma 6.3 can be written as

η2i ≤ Bi(λ
ωi

lm
i
+1)

−1‖um+1
ms − umms‖

2
Vi

+ 2Sm(ωi)
2 (46)

where the constant Bi is given by

Bi =

{
2(Cinvβ

1
2

i h
−1)2, for L2-based residual

2(Cωi,m+1
stab )2, for H−1-based residual

We remark that the definitions of Sm(ωi) are given in (39) and (32) for the L2-based and H−1-based residuals
respectively. Moreover, Lemma 6.2 and Lemma 6.4 can be unified as

Sm+1(ωi)
2 ≤ (1 + αS)CS

λωi

lm
i
+1

λωi

l
m+1

i
+1

Sm(ωi)
2 + (1 + α−1

S )DS(λ
ωi

l
m+1

i
+1

)−1‖um+1
ms − umms‖

2
Vi

(47)

where αS = αQ, CS = CQ and DS = DQ for the L2-based residual while αS = αR, CS = CR and DS = DR

for the H−1-based residual. Notice that αS > 0 is a constant defined uniformly over coarse regions and is to
be determined. The convergence proof is based on (46) and (47).

Let 0 < θ < 1. We choose an index set I so that

θ2
N∑

i=1

η2i ≤
∑

i∈I

η2i . (48)

We also assume there is a real number γ with 0 < γ < 1 satisfies

γ2
n∑

i=1

Sm(ωi)
2 ≤

∑

i∈I

Sm(ωi)
2. (49)
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We will then add basis function for those ωi with i ∈ I. Then, using Theorem 4.1 and (48), we have

θ2‖u− umms‖
2
V ≤ θ2Cerr

N∑

i=1

η2i ≤ Cerr

∑

i∈I

η2i .

By (46),

θ2‖u− umms‖
2
V ≤ 2Cerr

N∑

i=1

Sm(ωi)
2 + L1‖u

m+1
H − umH‖2V

where
L1 = Cerr max

1≤i≤N

(
Bi(λ

ωi

lm
i
+1)

−1
)
. (50)

Note that, by Galerkin orthogonality, we have

‖um+1
ms − umms‖

2
V = ‖u− umms‖

2
V − ‖u− um+1

ms ‖2V .

So, we have

θ2‖u− umms‖
2
V ≤ 2Cerr

N∑

i=1

Sm(ωi)
2 + L1(‖u− umH‖2V − ‖u− um+1

H ‖2V )

which implies

‖u− um+1
ms ‖2V ≤ (1−

θ2

L1
)‖u− umms‖

2
V +

2Cerr

L1

N∑

i=1

Sm(ωi)
2. (51)

On the other hand,
N∑

i=1

Sm+1(ωi)
2 =

∑

i∈I

Sm+1(ωi)
2 +

∑

i6=I

Sm+1(ωi)
2

By (47) and that Sm+1(ωi) = Sm(ωi) for i 6= I, we have

N∑

i=1

Sm+1(ωi)
2 ≤

∑

i∈I

(
(1+αS)CS

λωi

lm
i
+1

λωi

lm+1

i
+1

Sm(ωi)
2+(1+α−1

S )DS(λ
ωi

lm+1

i
+1

)−1‖um+1
ms −umms‖

2
Vi

)
+
∑

i6=I

Sm(ωi)
2.

We assume the enrichment is obtained so that

δ = CS max
1≤i≤N

λωi

lm
i
+1

λωi

lm+1

i
+1

< 1.

We then have

N∑

i=1

Sm+1(ωi)
2 ≤ (1 + αS)

N∑

i=1

Sm(ωi)
2 − (1 + αS)(1− δ)

∑

i∈I

Sm(ωi)
2 + δL2‖u

m+1
ms − umms‖

2
V

where
L2 = (1 + α−1

S ) max
1≤i≤N

(
DSC

−1
S (λωi

lm
i
+1)

−1
)
. (52)

By assumption on γ,

N∑

i=1

Sm+1(ωi)
2 ≤ (1 + αS)

N∑

i=1

Sm(ωi)
2 − (1 + αS)(1 − δ)γ2

N∑

i=1

Sm(ωi)
2 + δL2‖u

m+1
ms − umms‖

2
V .
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Let ρ = (1 + αS)(1− (1 − δ)γ2). We choose αS > 0 small so that 0 < ρ < 1. The above is then written as

N∑

i=1

Sm+1(ωi)
2 ≤ ρ

N∑

i=1

Sm(ωi)
2 + δL2(‖u− umms‖

2
V − ‖u− um+1

ms ‖2V ). (53)

Next, we take a constant τ so that

τ > 0,
2Cerr

τL1
+ ρ < 1.

Finally, we combine (51) and (53) to obtain the following

‖u− um+1
ms ‖2V + τ

N∑

i=1

Sm+1(ωi)
2

≤ (1−
θ2

L1
)‖u− umms‖

2
V +

2Cerr

L1

N∑

i=1

Sm(ωi)
2 + τρ

N∑

i=1

Sm(ωi)
2 + τδL2(‖u− umms‖

2
V − ‖u− um+1

ms ‖2V ).

Rearranging the terms, we have

(1 + τδL2)‖u− um+1
ms ‖2V + τ

N∑

i=1

Sm+1(ωi)
2 ≤ (1−

θ2

L1
+ τδL2)‖u− umms‖

2
V + (

2Cerr

L1
+ τρ)

N∑

i=1

Sm(ωi)
2.

Hence we obtain

‖u−um+1
ms ‖2V +

τ

1 + τδL2

N∑

i=1

Sm+1(ωi)
2 ≤ (1−

θ2

L1(1 + τδL2)
)‖u−umms‖

2
V +

τ

1 + τδL2
(
2Cerr

τL1
+ρ)

N∑

i=1

Sm(ωi)
2.

Therefore, Theorem 4.2 is proved.

7 Conclusions

In this paper, we derive an a-posteriori error indicator for the Generalized Multiscale Finite Element Method
(GMsFEM). In particular, we study an adaptive spectral enrichment procedure and derive an error indicator
which gives an estimate of the local error over coarse grid regions. We consider two kinds of error indicators
where one is based on the L2-norm of the local residual and the other is based on the weighted H−1-norm
of the local residual where the weight is related to the coefficient of the elliptic equation. We show that
the use of weighted H−1-norm residual gives a more robust error indicator which works well for cases with
high contrast multiscale problems. The convergence analysis of the method is given. Numerical results
are presented that demonstrate the robustness of the proposed error indicators. We show the convergence
of the proposed indicators and their similarities to the ones when exact solution is used in the indicator.
We compare the performance of the weighted H−1-based indicator with that of the L2-based indicator for
high-contrast problems. Our numerical results show that the former is more appropriate for high-contrast
multiscale problems.

Although the results presented in this paper are encouraging, there is scope for further exploration. As
our intent here was to derive and demonstrate the robustness of error indicators for challenging high-contrast
multiscale problems, we did not consider the fine-grid discretization error and assumed that the coarse-grid
error is the main contributor, and thus assuming that the fine-grid solution is the desired quantity. In general
when solving continuous PDEs, one can also add fine-grid discretization errors due to basis computations.
This will be a subject of our future research.
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