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Abstract

In this paper we present a new family of efficient high order accurate direct Arbitrary-Lagrangian-Eulerian
(ALE) one-step ADER-MOOD finite volume schemes for the solution of nonlinear hyperbolic systems of
conservation laws for moving unstructured triangular and tetrahedral meshes. This family is the next gen-
eration of the ALE ADER-WENO schemes presented in [16, 20]. Here, we use again an element-local
space-time Galerkin finite element predictor method to achieve a high order accurate one-step time dis-
cretization, while the somewhat expensive WENO approach on moving meshes, used to obtain high order
of accuracy in space, is replaced by an a posteriori MOOD loop which is shown to be less expensive but
still as accurate. This a posteriori MOOD loop ensures the numerical solution in each cell at any discrete
time level to fulfill a set of user-defined detection criteria. If a cell average does not satisfy the detection
criteria, then the solution is locally re-computed by progressively decrementing the order of the polynomial
reconstruction, following a so-called cascade of predefined schemes with decreasing approximation order.
A so-called parachute scheme, typically a very robust first order Godunov-type finite volume method, is
employed as a last resort for highly problematic cells. The cascade of schemes defines how the decrement-
ing process is carried out, i.e. how many schemes are tried and which orders are adopted for the polynomial
reconstructions. The cascade and the parachute scheme are choices of the user or the code developer. Con-
sequently the iterative MOOD loop allows the numerical solution to maintain some interesting properties
such as positivity, mesh validity, efc, which are otherwise difficult to ensure. We have applied our new high
order unstructured direct ALE ADER-MOOD schemes to the multi-dimensional Euler equations of com-
pressible gas dynamics. A large set of test problems has been simulated and analyzed to assess the validity
of our approach in terms of both accuracy and efficiency (CPU time and memory consumption).

Keywords: Arbitrary-Lagrangian-Eulerian, a posteriori limiter, MOOD paradigm, ADER schemes,
moving unstructured triangular and tetrahedral meshes, high order of accuracy in space and time, high
performance computing (HPC), hyperbolic conservation laws

1. Introduction

In the last decades a lot of research has been focused on the development of Lagrangian numerical
schemes for solving nonlinear systems of hyperbolic conservation laws [94, 12, 93, 23, 112, 90, 26], be-
cause of the excellent properties in the resolution of material interfaces and contact waves typically achieved
by Lagrangian algorithms. In the Lagrangian approach the nonlinear convective terms of the governing
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equations disappear, hence such schemes exhibit virtually no numerical dissipation across contact disconti-
nuities.

Furthermore Lagrangian algorithms require a moving mesh framework, with the physical variables ei-
ther located at the cell barycenter [33, 107, 90, 91, 89] or defined at different positions within each control
volume [84, 85]. The first approach leads to cell-centered Lagrangian schemes, while the latter is usually
addressed as the staggered mesh approach, where the velocity is defined at the cell vertices or interfaces
and the other variables at the cell center. In [93] Munz proposed cell-centered Godunov-type schemes
of the Roe and HLL type for the equations of Lagrangian hydrodynamics, while in [26, 36, 37] within a
cell-centered Lagrangian context the evolution equations of the geometry are coupled with the equations of
the flow field yielding a weakly hyperbolic system of conservation laws. Multi-dimensional unstructured
meshes have also been considered by Maire [87, 92, 89, 88], who presented first and second order accu-
rate cell-centered Lagrangian schemes. A node-centered solver is adopted to evaluate the time derivatives
of the fluxes and it can be seen as a multi-dimensional extension of the Generalized Riemann Problem
(GRP) methodology used, for example, in the ADER schemes of Titarev and Toro [119, 116, 117]. Curved
meshes have been used in [33], where a cell-centered Lagrangian method which is translation invariant is
proposed. Mesh motion usually leads to large element deformation or distortion, hence requiring a mesh
quality optimization process during the simulation. This is achieved by employing remeshing or rezoning
strategies. Within the framework of indirect cell-centered Arbitrary-Lagrangian-Eulerian (ALE) algorithms
[107, 14, 78, 80, 77, 13], the mesh quality and the overall scheme robustness are improved by performing
a purely Lagrangian phase with subsequent remeshing/rezoning and remapping. The ALE approach allows
the mesh velocity to be chosen independently from the local fluid velocity, therefore the grid nodes can
be arbitrarily moved. Such an approach is also suitable for solving multi-phase and multi-material flow
problems [58, 127, 21, 108, 67, 98, 112]. All the Lagrangian schemes listed so far achieve at most second
order of accuracy in space and time.

Remapping is no longer needed as a separate step in the so-called direct ALE schemes. Indeed the
final mesh velocity is already taken into account in the numerical flux formulation. Such algorithms are
widely used in the context of fluid-structure interaction problems (FSI), see for example the high order ALE
discontinuous Galerkin (DG) schemes presented in [43, 57, 56, 27]. In both approaches, direct or indirect,
the mesh velocity must be deduced taking into account competing desires: the gain in accuracy brought by
maintaining the mesh as Lagrangian as possible, and, on the other hand, the development of instabilities
due to a highly distorted mesh that results from a purely Lagrangian mesh motion. Consequently, the
mesh velocity must be designed in such a way that it maintains a geometrically valid mesh having a good
geometrical quality, but, conjointly, it should follow the main structures of the flow. Usually some sort of
"node solver’ is designed to determine such an appropriate mesh velocity.

Discontinuous Galerkin methods have also been applied to Lagrangian schemes in [61, 59, 60, 79],
while higher order finite element methods have been presented in [97, 109, 41, 40, 42] for solving the equa-
tions of Lagrangian hydrodynamics. The first high order Godunov-type Lagrangian finite volume schemes
were proposed in [28, 81], where a third order accurate essentially non-oscillatory (ENO) reconstruction
operator has been employed on moving curved structured meshes.

In [54] Dumbser et al. have proposed a one-dimensional high order Lagrangian ADER finite volume
scheme, where a WENO reconstruction technique is adopted to guarantee high order of accuracy in space
and the local space-time Galerkin predictor method [49, 66] to achieve high order of accuracy in time. Fur-
thermore they have also considered the case of stiff source terms. This algorithm can be seen as the starting
point of the family of high order direct ALE ADER-WENO schemes developed in a series of paper by
Boscheri and Dumbser: in [16, 48] the algorithm presented in [54] has been extended to conservative and
non-conservative hyperbolic systems on unstructured triangular meshes, while in [20] three-dimensional
applications on moving tetrahedral meshes for several hyperbolic balance laws are shown. In [18] three
different node solver algorithms are compared and used for the mesh motion, solving the Lagrangian
hydrodynamics equations as well as ideal and relativistic magnetohydrodynamics (MHD) equations. In



[4, 6,9, 7, 8] Balsara et al. have developed a new family of genuinely multidimensional HLL-type Rie-
mann solvers, which have been used to evaluate the numerical fluxes as well as the node velocities in a
moving framework [15]. Lagrangian algorithms typically are more demanding in terms of computational
efforts rather than Eulerian methods. This is because the geometry is continuously changing in time, hence
requiring the geometric quantities (e.g. normal vectors, volumes, side lengths, face surfaces, efc.) to be
updated and recomputed at each timestep. Indeed we can no longer store all geometry-related quantities
and operators once and for all in a preprocessing stage. In [20] it is shown that about 90% of the total com-
putational time is needed for the high order WENO reconstruction algorithm and the Gaussian quadrature
of the numerical flux integrals. In order to improve the efficiency of the algorithm, in [15] the use of a
genuinely multi-dimensional HLL-type Riemann solver [4, 6, 9] led to larger timesteps, hence yielding a
computationally more efficient scheme compared to a method based on classical one-dimensional Riemann
solvers. A second attempt for reducing the computational efforts has been presented in [46, 19], where a
local time stepping scheme on moving meshes is presented. The local time stepping allows the algorithm
to be free from a global CFL stability condition, because each control volume reaches the final time of
the simulation using its own optimal timestep. Following [52], in a very recent work [17] we presented a
quadrature-free flux computation on moving unstructured meshes in two and three space dimensions lead-
ing to an important improvement of the overall algorithm efficiency. Up to our knowledge, no work has
been done so far to optimize directly the reconstruction procedure itself, within the framework of better
than second order accurate direct ALE-ADER finite volume schemes. In [51] the authors used a WENO
reconstruction technique where the reconstruction matrix is calculated and stored for all elements once and
for all in a preprocessing step. Unfortunately, as we already mentioned, this is not possible anymore in
a moving mesh framework. Yet, another possibility of improving the overall efficiency of the direct ALE
numerical method is to reconsider the use of a WENO technique. The WENO approach requires the blend-
ing of seven (2D) or nine (3D) polynomial reconstructions per cell per variable using nonlinear weights to
obtain essentially-non-oscillatory reconstructions. This computational cost is almost impossible to reduce
if the WENO paradigm is not questioned.

In the finite volume context a new concept has been recently proposed, namely the Multi-dimensional
Optimal Order Detection approach (MOOD), which is an a posteriori approach to the problem of limiting.
Indeed, the key idea of this paradigm is to run a spatially unlimited high-order finite volume scheme in order
to produce a so-called candidate solution. Then, the validity of the candidate solution is tested against a set
of pre-defined admissibility criteria. Some cells are marked as ’acceptable’ and are therefore valid. Some
others may be locally marked as ’problematic’ if they do not pass the detection process. These cells are
consequently locally recomputed using polynomial reconstructions of a lower degree. Thus, after decre-
menting the polynomial degree and locally recomputing the solution, a new candidate solution is obtained.
That solution is again tested for validity and the decrementing procedure re-applies, if necessary. Such de-
gree decrementing can occur several times within one time step for the same cell, but it will always halt after
a finite number of steps: either the cell is valid for a polynomial degree greater than 0, or the degree zero is
reached. In the latter case, which is the worst case scenario, the cell is updated with the robust and stable
first order accurate Godunov finite volume scheme, that is supposed to produce always valid (monotone and
positivity-preserving) solutions under a CFL stability condition. This iterative a posteriori detection and
decrementing loop is called the MOOD loop. We refer the reader to [29, 38, 39, 82] for more details.
Contrarily to WENO, the MOOD paradigm does not require several polynomial reconstructions per cell:
only one central stencil is considered to perform the high order reconstruction. Moreover the detection of
problematic cells is made a posteriori, that is to say on a candidate solution at time "*'. Consequently it
drastically eases the test of the candidate solution against any desirable properties (positivity, mesh validity,
etc.). In addition, a list of problematic cells that need to be re-updated, can be constructed from the previous
checks. If the detection criteria as well as the decrementing procedure are well designed, for an Mth order
accurate ALE-MOOD scheme we may expect to retrieve at least the same accuracy and ENO behavior
than the equivalent Mth order accurate ALE-WENO scheme. On the other hand we could expect genuine



gains in CPU time and memory consumption in favor of MOOD. Thereby the main purpose of this paper
is to design a MOOD approach within our existing high order Arbitrary-Lagrangian-Eulerian ADER finite
volume framework. The new algorithm, which will be addressed with ALE-MOQD, is expected to be as
accurate as the original ALE-WENO formulation, but more efficient and more robust. The rest of this paper
is organized as follows. The second section briefly presents the direct high order accurate unlimited ADER
Arbitrary-Lagrangian-Eulerian (ALE) scheme which was previously designed in [20]. Then in section 3
the MOOD technique in replacement of the WENO procedure is fully described in this ALE framework,
leading to a direct a posteriori limited ADER-MOOD ALE scheme. Detection criteria, decrementing tech-
nique as well as implementation issues and developer choices (cascade of schemes, parachute bulletproof
scheme) are detailed in the same section. Next, section 4 gathers all numerical results for a large set of
different test cases run in 2D and 3D. The goal is to assess the validity and the robustness of our high order
accurate ALE scheme supplemented with the a posteriori MOOD detection and decrementing technique.
Smooth, irregular and complex flows involving shock waves, contact discontinuities and rarefaction waves
in interaction are simulated on unstructured grids. Efficiency of the overall scheme is measured and fur-
ther compared to the ALE-WENO version of the code. Finally conclusions and perspectives are drawn in
section 5.

2. High order accurate unlimited Arbitrary-Lagrangian-Eulerian ADER scheme

In this paper we consider general nonlinear systems of hyperbolic conservation laws in multiple space
dimensions, and in particular we apply our new scheme to the Euler equations of compressible gas dy-
namics. For the sake of completeness we present in the following the three dimensional formulation of
the governing equations, knowing that the two dimensional equations can be obtained by neglecting the z
component and its associated variables.

Let Q = (o, pu, pv, pw, pE) be the vector of conserved variables with p the fluid density, v = (u, v, w) the
velocity vector and pE the total energy density. A general formulation that is suitable to write the Euler
system reads

0
6—?+V.F(Q)=o, xeQc R reRy, (1)
where F = (f, g, h) is the conservative nonlinear flux tensor given by
pu pv oW
ou* + p puv puw
f= puy , g=| p*+p |, h= pyw . 2)
puw povw ow?+p
u(pE + p) v(oE + p) w(pE + p)

The system is closed by the equation of state for an ideal gas:
1
p=(-1 (pE - Epvz) =(y - Dpe, (3)

where p is the fluid pressure and 7y the ratio of specific heats. Let furthermore & = (E - %vz) be the specific
internal energy. Provided that an admissible fluid state is considered, that is to say p > 0 and & > 0, then

the speed of sound is given by ¢ = Vp—p = Yy - De.

In our moving framework the computational domain Q(r) ¢ R? is discretized at any time level 7' by
a set of moving and deforming tetrahedral elements 7}'. Ng denotes the total number of elements and the
union of all elements is referred to as the tetrahedrization 7 of the domain:

N,
= y
Q i

i=1
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We assume that the mesh configuration continuously changes in time. Consequently we define the
mapping between the physical element 77 to a reference element 7, via a local reference coordinate system
& —n— ¢, see Fig. 1. The spatial reference element 7, is the unit tetrahedron defined by the vertices

§

Figure 1: Spatial mapping from the physical element 77" defined with x = (x, y, 7) to the unit reference tetrahedron 7, in & = (£,7, ).

fe,l = (fﬁ,l’”ﬁ,l’ge,l) = (0’ 0,0), 58,2 = (56,2’ Ne25 ,(6,2) = (1,0, O)’ §6,3 = (66,3’ Me3s 58,3) = (0, 1,0) and
Eea = (&oasNeas ea) =(0,0,1), where € = (&,1,¢) and X = (x,, z) are the vector of the spatial coordinates
in the reference system and the position vector in the physical system, respectively. Let Xi; = (X}, Y., Z}')
be the vector of physical spatial coordinates of the k-th vertex of tetrahedron 77, then the linear mapping
from T} to T, is given by

x=X], + (X5, - X)) £+ (X3, - X ) n+ (X], - X)) < (5)

For any finite volume scheme data are represented at a given time 7" by piecewise constant cell averages.

As a consequence we define at each time level ¢ within the control volume 77 the mean value of the state
vector Q! as

1

no_
Q= 177

fT Q1) dx, (6)

where || denotes the volume of element 77

In the next Section 2.1 a polynomial reconstruction technique is described and used to obtain unlimited
piecewise high order reconstruction polynomials w,(x, ") from the known cell averages Q. Contrarily
to [55, 20] we do not employ a WENO technique here to limit the reconstruction, instead we use an it-
erative a posteriori MOOD loop described later in Section 3. High order of accuracy in time is further
achieved in Section 2.2 by applying a local space-time Galerkin predictor method starting from the high
order reconstruction polynomials wj,(x, 1*).

2.1. Polynomial reconstruction

The reconstruction operator generates piecewise polynomials w;(x, ") of degree M which are computed
for each element 77 considering the so-called reconstruction stencil S; and its associated known cell av-
erages. The reconstruction stencil S; is composed of a number of 7, elements, including the element 7'
itself and a set of neighbor elements. The number of stencil elements n, must be larger than the smallest
possible number M = (M + 1)(M +2)(M +3)/6 that would be needed to reach the nominal order of accuracy
M + 1, according to linear stability considerations [10, 96, 74]. As suggested in [51, 50] for an unstructured
mesh we usually take n, ~ 2M in 2D and n, ~ 3 M in three space dimensions. The stencil is recursively
constructed: first the Voronoi neighborhood of the current cell 77 is listed in stencil S;, then, if the number
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of elements has not reached the prescribed number #,, the Voronoi neighborhood of any cell already stored
in S; is added to this list, etc.

In the WENO approach adopted in [55, 20], nine reconstruction stencils are first determined and further
used to compute nine different polynomials for each cell of the computational domain. These stencils are
supposed to cover sufficiently enough “directions” for the polynomials in order to “catch” local phenomena.
Next, these nine polynomials are blended with nonlinear weights to obtain the actual high order nonlinear
WENO reconstruction polynomials wj(x, ).

In this work only one single central stencil is considered with n, elements, hence we compute only one high
order reconstruction polynomial per cell. Let us call this unique stencil S;, hence

Si=J 7 (7)
j=1

where 1 < j < n, is a local index counting the elements in the stencil and m(}) is a mapping from the local
index j to the global index of the element in 7.

We rely on the orthogonal Dubiner-type basis functions (£, 1, {) [44, 73, 34], defined on the reference
tetrahedron 7, to explicitly write the high order reconstruction polynomial as

M
Wik ") = D" UiEW]; = YW, ®)
=1

where the mapping to the reference coordinate system is given by (5) and the w;; denote the unknown
degrees of freedom, also called expansion coefficients, of the reconstruction polynomial on stencil S; for
element 77" at time ¢". In the rest of the paper we will use the tensor index notation based on the Einstein
summation convention implying summation over two equal indices.

We require integral conservation for the reconstruction on each element T;’ belonging to stencil S;,
hence

1

I
This leads to an overdetermined linear system of equations for the unknowns \?vjfi that can be solved using ei-
ther a least squares technique (LSQ), see [51], or a more sophisticated singular value decomposition (SVD)
algorithm. The so-called reconstruction matrix, which is given by the integrals of the linear system (9),
depends on the geometry of the tetrahedral elements in stencil S; which are moving in an ALE framework.
As a consequence the reconstruction matrix can not be stored and the linear system can not be pre-inverted
in the preprocessing step as done in the Eulerian framework [82]. Here, system (9) is solved on-the-fly at
each timestep. For further details on the reconstruction technique we refer the reader to [51, 20].

2.2. Local space-time Galerkin predictor on moving curved tetrahedra

We refer the reader to [16, 17] for a detailed and exhaustive description of the local space-time Con-
tinuous Galerkin predictor on moving curved triangular and tetrahedral meshes, used also here without any
modification.

Such a technique allows the reconstructed polynomials wy(x, ') to be evolved during one time step At
locally within each element T;(f) without requiring any neighbor interaction. As a result, the local space-
time Galerkin procedure generates an element-local predictor for the numerical solution g, for the fluxes
F), = (£}, gx, hy) and also for the mesh velocity V;, which are approximating as

G=u@ =050, F=FE&=60dF, V,=V,®=6a&V,. (10)

Here the space-time basis functions 6, = 0/(&) = 6,(&,n, £, 7) are defined in the space-time reference system
and they are given by the Lagrange interpolation polynomials passing through the set of space-time nodes
{;‘m = (&> Min> G Tim) explicitly specified in [47, 55, 20]. Further details on the local space-time Galerkin
predictor can be found in the aforementioned references.
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2.3. Mesh motion

The aim of any ALE scheme is to follow as closely as possible the flow motion. The fluid flow typically
generates highly deformed control volumes that may drastically reduce the admissible timestep, according
to (22). In order to guarantee good resolution properties for contact waves and material interfaces together
with a good mesh quality without folded elements, the mesh velocity must be chosen carefully. For this
reason a suitable Lagrangian node solver technique [37, 87] is used to assign to each node k a unique
velocity vector V accurately representing the “true” fluid velocity, therefore leading to the new vertex
Lagrangian coordinates X,fag :

X[ = X7 + At Vy, (11)

where XJ represent the coordinates of node k at the current time level . To maintain an overall acceptable
geometrical mesh quality we rely on a local rezoning algorithm [126, 76] which produces a new vertex
position Xf“ that does not take into account the underlying flow features. In this work we use the algorithm
proposed in [76] which carries out a minimization of a node-based local objective function.
The final node position is given by a weighted linear combination between the Lagrangian coordinates Xfag
and the rezoned coordinates X,’f"z using the relaxation algorithm of Galera et al. [62], that is

Xph = XP 4w (XF - X)), (12)

where wy is a node-based coefficient associated to the deformation of the Lagrangian grid over the time step
At, see [62] for the details. We refer the reader to [18, 20] for an exhaustive description of the entire process.

Since we are dealing with a direct ALE formulation we have all the freedom to set the mesh velocity,
hence the new vertex position. As a consequence we could run the ALE code in a pure Eulerian regime by
setting X*' = X9 or in an almost Lagrangian regime with X/*! = X/, We could also force w; = 1 leading
to a pure geometrical rezoning with coordinates XZ*I = Xfez or we might even prescribe any user-given
mesh velocity.

2.4. Finite volume scheme

In order to develop a finite volume scheme on a moving mesh, we adopt the same approach presented
in [16, 20]. There, the governing PDE (1) is reformulated more compactly using a space-time divergence
operator V yielding

o < (0 8 a a\
V-F=0, V=(— — = —|. 13
(8x dy 0z 6z) (13)
with the space-time flux tensor F = (f, g, h, Q). The state vector at the new time level Q"*! is evaluated by
integrating the balance law (13) over a four-dimensional space-time control volume C! = T;(f) X [t”; t"“],
ie.
fVFdxdmo. (14)
c
Gauss theorem allows the space-time volume integral (14) to be expressed as the sum of the fluxes computed
over the three-dimensional manifold dC? (the boundary of the 4D space-time control volume) given by the
initial and final configuration of the tetrahedron at times ' and #**!, respectively, as well as by the evolution
of each lateral face of element 7;(¢) within the timestep. It reads

F- fids =0, (15)
acr



where it = (7i,, i1y, fi;, 7i;) denotes the outward pointing space-time unit normal vector on the space-time
sub-volume JC7 j, which will be immediately defined. The space-time volume dC?' needed in the previous
integral involves a total number of six space-time sub-manifolds:

acy =[ U ac;;) U T U T (16)
Ti(DEN;

Indeed 77 and T7*! represent the tetrahedron configuration at times /" and "*!, respectively, while dC" is
composed by four space-time sub-volumes 6C;’j, each of them defined for each face ij of tetrahedron T;(7).
Here we consider N; the Neumann neighborhood of tetrahedron T;(t), which is the set of directly adjacent
neighbors 7';(¢) that share a common face 0T;;() with tetrahedron T(2).

Discretization of (15) gives the following high order direct ALE finite volume scheme:

TrNQt = TQr - D | -y dxar. (17)
TN e

The integral on the right hand side of the previous equation is computed using Gaussian quadrature, see
[113], of sufficient precision on a reference element whose parametrization is fully described in [16, 20].
In (17) the discontinuity of the predictor solution q at the space-time sub-volume 19Cl’?j is resolved by a

numerical flux function F;; - fi;;. We adopt two types of numerical flux: either a robust Rusanov type
scheme [105] or a less diffusive Osher type flux [53].

2.5. Timestep constraint

The timestep Af, which is needed for the discretization of the governing equations given by (17), is
computed taking into account two different criteria, namely a classical CFL stability condition and a user-
defined geometrical limitation.

The Courant-Friedrichs-Levy (CFL) stability condition requires the maximum admissible timestep to
be determined by

Atep, = CFL min—%— vrieqn, (18)
T | Amax,il '
with d; denoting the insphere diameter of tetrahedron 77" and |Amax,| corresponding to the maximum ab-
solute value of the eigenvalues computed from the solution Q7 in 77. On general unstructured meshes
the CFL stability condition must satisfy the inequality CFL < 5, with d representing the number of space
dimensions.

The second criterion is based on the limitation of the rate of change of the element volume within one
timestep, i.e. the volume of each cell T} is not allowed either to increase or to decrease more than a certain
threshold which is provided by the user at the beginning of the computation. Such a limitation is typically
adopted in the Lagrangian and ALE framework [87, 92]. As clearly stated by (18), the timestep tends to
become very small when the elements are highly compressed or stretched. Therefore, when compression
occurs, we impose the condition

T < Gy T, (19)
where C, is a coefficient which sets the maximum admissible variation of volume for the cell. For our
applications we set C,, = 0.8 and the volume at the new time level |77"*!| is conveniently estimated by using
the current vertex velocities V: for each vertex k of T} to approximate the new vertex positions XZ”, hence
obtaining

X~ X0+ Ay V,  YkeT?, (20)
with Aty; denoting the unknown timestep which satisfies the volume criterion (19). By using expression (20)
to explicitly derive a formula for the new cell volume ITIT’Jrl |, the volume restriction (19) constitutes a second
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or third order algebraic equation for the unknown Aty;, in two and three space dimensions, respectively. The
final timestep will be given by taking as always the minimum between all Aty;;, i.e.

Aty = H]l_i’,nAlui. 21

According to [87] the final expression for the next timestep A**! is given by
A" = min (Atcrr, Aty, CyAr"), (22)

where Ar" is the current timestep and Cy, = 1.01 is a coefficient which allows the timestep to smoothly
increase avoiding large and quick modifications of Az.

3. Direct Arbitrary-Lagrangian-Eulerian ADER-MOOD scheme with a posteriori limiting

The direct ADER ALE method described previously is of high order of accuracy both in space and
time through the construction of space and time polynomials of high accuracy. Without any limiter, the
designed order of accuracy of the scheme is formally M + 1 for sufficiently smooth solutions. However,
to ensure stability and robustness of the scheme some mechanism must be added to artificially dissipate
the well known Gibbs phenomenon that arises when steep fronts or shock waves are present. In [20] the
limiting/dissipation was introduced by the use of a WENO reconstruction technique, see [70, 69, 50, 74,
51, 118, 122]. The numerical results in [20] show that this approach maintains the overall accuracy and
provides the necessary robustness of the scheme.

However, some drawbacks can be pointed out within this ALE-WENO formulation. First, the problem
of positivity preservation that requires a special technique [5] where a flattener variable is computed to
smear out the oscillations and to bring back density and pressure values to a physically admissible range.
Second, the WENO reconstruction technique requires several polynomial reconstructions for each cell.
Typically in 2D/3D seven/nine polynomials must be reconstructed per cell and per variable by varying the
stencils around the current cell. The determination of the polynomial coefficients was one of the most ex-
pensive parts of our original ADER-WENO ALE algorithm. Therefore, any improvement or reduction of
this number of stencils could create a gain of the overall efficiency.

In this paper we present an alternative technique to WENO in this ALE context using the so-called a
posteriori MOOD (Multi-dimensional Optimal Order Detection) limiter method.
MOOD has been designed originally on fixed grids for the compressible Euler equations [29, 38, 39, 30].
Recently, in [82] it has been successfully substituted to the WENO reconstruction within a high order 3D
ADER finite volume scheme designed for fixed grids and solving different systems of hyperbolic con-
servation laws. Even more recently the a posteriori MOOD concept has been successfully used as an a
posteriori subcell limiter for high order accurate Discontinuous Galerkin schemes in [129], or as an effi-
cient high-order finite volume solver for convection-diffusion problems [32, 31, 101] or, lastly, to construct
all-entropy finite volume schemes [124, 123]. Note that in an indirect ALE context, for the so-called remap
phase, an a posteriori slope limiter has been proposed in [99].

3.1. MOOD paradigm as an a posteriori stabilization technique

The a posteriori MOOD paradigm is based on the fact that it is relatively easy to check a posteriori the
validity of a discrete numerical solution at the end of a timestep given physical and/or numerical detection
criteria. From this check we can also easily extract a list of truly problematic cells. By truly’ we mean cells
which have not pass the checks. Then going back in time at the beginning of the timestep, we can re-update
only these cells with a more viscous, dissipative and robust numerical scheme. As such a new candidate
solution, locally updated with two different schemes, is available to be tested against the validity criteria.

9



If problematic cells are still detected, then, at last, a very dissipative and extremely robust first order finite
volume scheme is used on these cells. These ones are re-updated for the second time still within the current
timestep.
This iterative MOOD loop ends with cells updated either with a high accurate but less robust scheme or
with a low accurate but more robust one.

The main three entities which must be given to an iterative MOOD loop are:

1. The Detection criteria. The detection criteria are a list of properties which are checked to assess if a
numerical solution in a cell is acceptable. The first set of criteria is based on the physics underlying
the simulation, these correspond to properties that must be fulfilled to ensure physical admissibility
of a numerical solution. They are called the Physical Admissible Detection (PAD) criteria. For the
hydrodynamics system of equations the PAD criteria are the positivity of the density and the specific
internal energy (or pressure). By definition the PAD criteria depend on the PDE system to be solved.
The second set of criteria is based on numerical properties. These are called Numerical Admissible
Detection (NAD) criteria and they ensure that the numerical solution is essentially non-oscillatory. In
previous works [29, 38, 39] the NAD criteria are based on a some sort of relaxed discrete maximum
principle (DMP). Also we check if the computed solution is an acceptable data, that is to say we
check for Not-a-Number (NaN) situations. If either the PAD or the NAD criteria are not fulfilled,
then, locally some action must be taken to supplement the scheme with more dissipation.

2. The cascade. The cascade of schemes is a list of ordered numerical schemes, from the most accurate
one up to the least accurate but robust one [82]. This sequence is related to the accuracy which the
polynomial reconstructions are done with. We set a maximal polynomial degree dp,x meaning that,
in an ideal situation, the corresponding scheme is a dp,x-th order accurate scheme in space and time.
Then several intermediate polynomial degrees for the reconstructions can be tried, for instance we can
use the following cascade: Py, — P, — P; — Pj. Other decrementing procedures involving less
schemes can be also used, for instance Py — Py, or more advanced reconstructions with limiters,

]P)dmﬂx - P'iIM - IP().

3. The parachute or bulletproof scheme. The last scheme of the cascade is called the parachute to
express the fact that, in any difficult case, when the detection criteria are not fulfilled then it is used as
a last resort scheme. As such the candidate numerical solution it provides must always be considered
as a valid one. In most works involving a MOOD loop, for instance [29, 38, 39, 30, 82], a first-
order Godunov-type finite volume scheme is used, to ensure properties like positivity when extreme
phenomena occur.

In the next subsections we present in detail how this MOOD paradigm can be used as an a posteriori
stabilization technique in the high-order direct ALE-ADER finite volume context on moving unstructured
meshes.

In our direct ALE framework we have constructed a nominally high-order space-time scheme. In sec-
tion 2.1 we have presented a polynomial reconstruction technique with no extra dissipation, meaning that
the discrete numerical solution and the displaced mesh at #™*! in in general not free from spurious oscilla-
tions.

In this section we provide the detection criteria that determine which solution is considered acceptable.
Then we justify the chosen cascade of schemes and the parachute/bulletproof scheme. Finally, we focus on
some implementation details.

3.2. A posteriori Detection criteria
Here we describe the detection criteria which are used for all test cases to validate if a candidate solution
Q; for cell i is acceptable or not. The superscript * refers to the fact that the numerical solution Q; is at

discrete time #**! but it is not yet the final accepted solution. It will become acceptable only after it escapes
the MOOD loop.
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PAD. The Physical Admissible Detection criteria are based on the system of conservation laws which are
solved. For a numerical solution to be valid in the case of Euler equations with perfect gas equation of state,
the solution must obey the following positivity criteria:

1
pi>0, & =E - 5|v;f|2 > 0. (23)
Furthermore in a moving mesh framework the volume of any cell i must also be strictly positive that is:
IT7| > 0. (24)

NAD. The Numerical Admissible Detection criteria are based on the relaxed Discrete Maximum Principle
(DMP) with the so-called u2 criterion [39] applied on each conservative variable. Let us briefly describe
the DMP+u2 detection process on a generic variable A and a candidate solution A7 at time #**' in cell i for
a given set of neighbor cells with index j € V;. The set of vertex neighbors V; contains all neighbors of
cell 7; that have a common vertex with 7;. First, if A} fulfills the DMP, that is

%g}(A;?,Af’) <A< I}g/),((A-,;’A?)’ (25)
then the cell is valid for this variable. If the DMP is not fulfilled, then one checks the u2 criterion [38, 39],

which determines if this new extremum is smooth or not. A candidate solution A7 in cell 7} which violates
the DMP is nonetheless eligible if the following holds

min

i
max
Xi

X7 Xmn > (0 and >1-¢ (26)

where & is a smoothness parameter set to 1/2, X7 represents a “measure” of local discrete directional
curvature, for instance the second derivative in x direction of the third order polynomial reconstruction.
Moreover we set

X7 = min (X7, XG) and X7 = max (&7, &) 27)
The same check is done for the y and z components. Another alternative is to compute the true local
curvatures, see [82]. Note that the detection of smooth local extrema has also been discussed in the context
of extremum preserving PPM schemes [35] and MPWENO schemes [114, 3].

In our implementation if any of the conservative variables does not fulfill the detection criteria then one
considers that all variables need correction on the next MOOD iteration. This implies that the unique cell
polynomial degree will be decremented according to the cascade (see below) for all variables. Finally we
would like to emphasize that the detection criteria are the core of the MOOD paradigm in the sense that
they must be well designed by the developer in order to make clever choices whenever difficult situations
occur; not enough dissipation would lead to instability, whereas too much dissipation would lead to a lack
of accuracy.

3.3. Cascade and parachute scheme

In this ALE framework we have simply mimicked the cascade already used in the Eulerian framework
[29, 38, 39, 82]. Namely we employ the following one: Py, — P™ — Py. We have taken dpax = 4 but
other values could be used as well. The P}™ scheme uses IP; reconstructions with Barth & Jespersen slope
limiting [11].

The MOOD loop first computes the unlimited P4, candidate solution Q7 for each cell i, and checks if
any cell is problematic according to the detection criteria. Then all invalid cells, that is all cells which

have not passed the detection criteria, are recomputed with Pi™ reconstructions. For the numerical flux
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Figure 2: Sketch of the direct ALE ADER-P(PP), simulation code. Top: original ALE-WENO solver. Bottom: sketch of the MOOD
loop embracing the existing ALE ADER-PyP,, solver.

evaluation we also need P|"™ reconstructions for each direct neighbor T'; of T;. The reason is to assure that
the cell is updated with fluxes of the same order of accuracy for each face. This new candidate solution is
checked again for validity. Such a candidate solution may enjoy Py, -updated cells and P{*-updated ones.
Nonetheless, some cells can be invalid again because the P} may still produce some non-admissible states.
Then, for these still invalid cells, we rely on the parachute scheme Py. Under the assumption of being a
bulletproof scheme, any remaining problematic cells are presumably properly updated, in the sense that the
PAD criteria are fulfilled. In the worst case scenario all cells in the domain are updated with the first-order
Py scheme. Contrarily in an ideal situation all cells are updated with the unlimited P4, scheme. Note that
the MOOQOD loop always converges to an acceptable discrete solution provided that the parachute scheme
produces such a solution.

3.4. MOOD loop

In the present implementation as well as in the Eulerian context [82], the MOOD loop simply embraces
the main evolution routines of the high order ADER method and iterates to recompute those cells marked
as problematic by the detection criteria. In Figure 2 we have represented a sketch of the MOOD loop.
The efficiency of the a posteriori MOOD paradigm is mainly due to the fact that usually few cells need
a cell polynomial degree decrementing, see the numerical section 4 for several examples. Therefore the
extra-work needed to recompute a new candidate solution on problematic cells is low. Moreover, for a
given polynomial degree d only one polynomial reconstruction per variable and per cell is computed, which
reduces the CPU time but also the memory consumption compared to an a priori WENO reconstruction.
The flexibility of the a posteriori MOOD paradigm is based on:
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1. any robust and preferred parachute scheme can be kept as the last and safest scheme;

2. only light modifications are usually needed to implement a MOOD loop within an existing high-order
finite volume code because it simply embraces the existing solver; in other words it is non-invasive,
see Figure 2;

3. any constraint or property can be added to the list of detection criteria, should it be based on physical
or numerical requirements.

In the next section we present a test case suite to verify and validate the implementation of the MOOD
loop within the 2D/3D ALE ADER finite volume code on unstructured meshes. We present quantitative
efficiency and accuracy measures to illustrate how the a posteriori MOOD approach behaves.

4. Numerical experiments

The a posteriori MOOD ALE finite volume scheme has been implemented within an MPI parallel 2D
and 3D Lagrangian ADER finite volume code on moving unstructured triangular and tetrahedral grids, see
[16, 48, 20]. For each test case presented in this section we use a 5th order ALE scheme, i.e. M = 4 in
Pjs. The polynomial reconstruction on conservative variables is limited with the a posteriori MOOD loop
and by default we adopt the Rusanov flux [105]. In the next sections we will explicitly state when the
Osher-type flux [53] is employed.

For the MOOD approach, the cascade of reconstructions is defined as Py, — IP”f’" — Py. Such a scheme
will be denoted throughout the rest of the paper by ’ALE-MOOD-PyP,’. Some test problems are simulated
with successively refined meshes, or different values of M (usually M = 2 or 3) to illustrate the behavior
of the ALE-MOOD schemes. For comparison purposes we also run the ALE-WENO-P,P,; schemes from
[16, 20].

For the majority of the test problems we propose to observe the mesh at the final time and the final cell order
(cell polynomial degree plus one) map corresponding to the actual cell degrees used for the last time step.
One expects that the detection+decrementing procedure only involves cells which are affected by parasitical
oscillations, that is to say, cells which are in the vicinity to shock waves, steep gradients or discontinuous
profiles.

CPU times as well as memory consumption will be systematically monitored in order to compare this new
ALE-ADER-MOOD approach with the original ALE-ADER-WENO one.

The methodology of testing is based on a sequence of mono-material perfect gas test problems which
became classical benchmarks in the Lagrangian community. Here we run:

e Smooth isentropic vortex [69] - This test is designed to observe the high-order of accuracy of a nu-
merical method because it involves a smooth flow field. One expects that in practice the MOOD
detection procedure will not detect any problematic cell if the mesh is fine enough. Numerical con-
vergence studies are carried out;

e Sod shock tube [120] - this 1D shock tube problem is classical test to assess the ability of a numerical
method to deal with simple waves (rarefaction, contact discontinuity and shock wave);

e Sedov test case [110] - This test simulates a diverging cylindrical/spherical shock wave initiated from
high energy deposit at the origin of the computational domain. This problem assesses the ability of
the numerical method to capture a cylindrical/spherical shock wave on a grid non-aligned to the flow
field without spurious oscillations;

e Noh test case [95] - This problem simulates the implosion of a cylinder/sphere subject to an inward
pointing velocity field. A shock wave emanates from the origin and propagates outwards. The ability
of the scheme to deal with cylindrical/spherical shock waves as well as its sensitivity to wall heating
effect are observed;
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e Kidder test case [75] - This test consists in an isentropic compression of a portion of a shell. The
location of the shell at final time is often computed to validate the accuracy of the scheme;

e Saltzman test case [45] - The Saltzman test is considered as a stress test for any mesh moving tech-
nique. It involves a shock wave that is caused by the motion of a piston traveling along the main
direction of a rectangular box. The difficulty is generated by the initially skewed and non-aligned
mesh with respect to the flow. For moving mesh techniques, parasitical vorticial effects may lead to
the failure of the simulation due to unexpected mesh tangling;

e Triple point test case [86] - This problem is a three state one species 2D planar/cylindrical Riemann
problem in a vessel which is a mono-material variation of the triple point problem from [86]. Due
to the discrepancy in density, two shocks propagate with different velocities generating a shear wave
along the slide line coupled with a vortex-like motion. Capturing accurately the vorticity part is the
difficult part of such simulation involving interacting shocks, rarefactions and contact waves. This
problem is well known in Lagrangian and ALE community as it permits to qualitatively estimate the
amount of numerical diffusion implied by the numerical method [86, 40, 42]. No exact solution does
exist for this problem but one expects that high accurate numerical scheme may nicely capture the
vortex motion.

These test problems have either 1D, 2D or 3D analytical solution apart from the triple point problem. In
the case of a smooth flow we can measure the errors produced by any ALE scheme and the associated
convergence rates. In case of discontinuous flow we can use the analytical solution to assess the ability of
the scheme to capture the correct location of waves and plateaus as well as the symmetry of the flow.

We have run all the aforementioned test cases both in 2D and in 3D. However, to ease the readability
of the paper, the numerical results for each test case will be presented either in 2D or in 3D, while the
data regarding CPU time and memory consumption are collected for all test problems in multiple space
dimensions. Specifically, the smooth isentropic vortex test case is used to study numerical convergence,
therefore it will be employed in 2D as well as in 3D. Then, in 2D we show the Noh problem and the Kidder
problem, while in 3D we present the Sedov problem and the Saltzman problem. The triple point problem
will be run in multiple space dimensions, while for the well-known Sod shock tube problem we limit us
to give the data contained in Tables 3 and 5. Furthermore in Section 4.1.5 we show the 2D mesh tangling
endurance problem, that can be run until the prescribed final time using the MOOD schemes but notr with
the original WENO formulation of our algorithm.

4.1. 2D test problems

In this section we present the numerical results for the two-dimensional version of the test cases listed
above.

4.1.1. 2D Isentropic vortex in motion

The 2D isentropic vortex problem was initially developed [111] to test the accuracy of numerical meth-
ods. This problem has an exact and smooth solution. The computational domain is Q = [0, 10] X [0, 10]
and an ambient flow characterized by po, = 1.0, 1o = 1.0, voo = 1.0, pos = 1.0, with a normalized ambient
temperature 7, = 1.0.
A vortex is centered at location (Xyortexs Yvortex) = (5,5) and is perturbed at the initial time t = 0 by
U= U +0U V=V + OV, W=We, T" =T5 +6T" where

1- 2 1- 2 -1 2
6u=_yré‘iﬂexp( 2r ) 5v=x,;%exp( zr), 6T*=—¥exp(l—r2),
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with 7 = /x’2 +y2and X' = X — Xyortex»Y’ = Y — Yvortex- The vortex strength is driven by 8 which is chosen
equal to 5.0. The initial density is given by

TN (- DR &
pzpm(T:o) :(1—Wexp(l—r2)) . (28)

Periodic boundary conditions are prescribed and the final time is set to #5p, = 1. An effective high order of
accuracy should be reached for this problem because the exact solution is equal to the smooth initial one
shifted by the ambient flow during the time interval of the computation. We measure the errors and the con-
vergence rates using the discrete L, and L, error norms between the discrete solution and the exact solution
for the density at the final time. Successively refined grids are constructed given a maximal circumcircle
diameter h. In Table 1 we report the errors and the corresponding rates of convergence for ALE-MOOD
and ALE-WENO schemes using PyP; and PyP4 polynomial reconstructions. We also have computed the
errors and rates of convergence for an unlimited scheme using P; and P4 polynomial reconstructions. This
latter provides the reference solution in terms of accuracy and CPU time. These data show that the three
schemes reach the nominally expected rates of convergence. Moreover these errors are roughly of the same
order but MOOD seems slightly more accurate than WENO. No cell is ever detected as problematic by the
MOOD process for this problem, since only smooth profiles are present.

A CPU time comparison between ALE-MOOD and ALE-WENO has been carried out using a single

CPU core of an Intel 17-2600 processor with 3.4 GHz of clock speed and 16 GB of RAM, in order to assess
the pure serial performance, without accounting for the MPI overhead. The CPU time of the unlimited
scheme is used as the reference with respect to which all CPU times have been normalized. This scheme is
the fastest method of effective high order because it does not waste time by employing any kind of a priori
or a posteriori limiting. In Table 1 we observe that MOOD is about 2% more expensive than the unlimited
scheme, assessing that no problematic cell needs decrementing, whereas WENO is on average 2 times more
expensive.
In figure 3 we graphically represent in the left panel the convergence rates for the L, norms in log scale
versus the expected 4th and 5th order lines, the data are taken from Table 1. In the right panel we also
show the CPU time as a function of the initial characteristic cell length for ALE-ADER-WENO and ALE-
ADER-MOOD schemes using IP; and P4 polynomial reconstructions. From this figure we can see that, for
this problem, the 5th order accurate ALE-MOOD scheme has approximately the same cost than the 4th
order accurate ALE-WENO scheme. We can also observe that MOOD costs about 2 times less than WENO
in this configuration.

4.1.2. 2D Noh problem
In a quarter of the unit disk a gas (y = 5/3) is initiated with pg = 1, &g = O and v(x,y) =

This so-called Noh problem generates a cylindrical shock wave at the origin which further diverges. The
exact solution is given as a function of cell radius r and time ¢ and can be found in [95] or [83]. At the final
time #gn, = 0.6 this solution is given by a shock wave located at radius » = 0.2 (the shock velocity is %) and
the pre- and post-shock states given by

(16.1.0) ifr <02,

. 29
((1+2h.0.1) ifr>02. 29)

(p7 & u,) = {

with u, denoting the radial velocity component.

A mesh is constructed with N X N squares further split into two right triangles leading to a triangular mesh
made of Ny = 2N? elements. N takes the values 30, 40 and 50 to show the convergence of the ALE-
MOOD-PyP,; scheme under mesh refinement. In Figure 4 we display the mesh colored by the density
variable on the top row. On the bottom row we show the scatter plot of cell density as a function of cell-
center radius versus the exact solution in red. The cylindrical symmetry of the shock wave and the mesh are

15



| 2D isentropic vortex problem — Unlimited — ALE-WENO — ALE-MOOD |

| ‘ Ng h || L, error L, error | L, order L, order | Theor. ‘ CPU time |
C
a5 | 1298 3.29E-01 4.39E-03 3.84E-03 —_ —_ 1.0
"’é 2292 2.51E-01 1.70E-03  1.55E-03 3.5 3.4 4 1.0
‘g 5180 1.68E-01 4.21E-04 4.39E-04 3.4 3.1 1.0
E 9192 1.28E-01 1.33E-04 1.49E-04 4.2 4.0 1.0
&
A | 1298 3.29E-01 6.85E-03  1.04E-02 — — 1.77
CZD 2292 2.51E-01 1.92E-03 1.56E-03 4.7 7.0 4 1.84
'%J 5180 1.68E-01 4.22E-04 4.41E-04 3.8 3.1 1.89
G| 9192 1.28E-01 1.33E-04 1.49E-04 4.3 4.0 1.89
2
<
Ay | 1298 3.29E-01 || 4.39E-03 3.84E-03 — — 1.03
8 2292  2.51E-01 1.70E-03  1.55E-03 35 3.4 4 1.02
O | 5180 1.68E-01 4.21E-04 4.39E-04 3.4 3.1 1.02
E 9192 1.28E-01 1.33E-04 1.49E-04 4.2 4.0 1.02
=
&(1’1
5 1298  3.29E-01 4.42E-03 4.42E-03 — — 1.0
'g 2292 2.51E-01 1.26E-03 1.17E-03 4.6 49 5 1.0
E 5180 1.68E-01 2.24E-04 2.58E-04 4.3 3.7 1.0
E 9192 1.28E-01 5.77E-05 7.11E-05 5.0 4.8 1.0
’
Ay | 1298 3.29E-01 6.33E-03 1.01E-02 — — 1.90
% 2292 2.51E-01 1.31E-03 1.69E-03 5.7 6.5 5 1.98
g 5180 1.68E-01 2.24E-04 2.58E-04 4.4 4.6 2.01
u | 9192 1.28E-01 5.77E-05 7.11E-05 5.0 4.8 2.03
=
5
= 1298 3.29E-01 4.42E-03  4.42E-03 — — 1.02
8 2292  2.51E-01 1.26E-03 1.17E-03 4.6 49 5 1.02
g 5180 1.68E-01 2.24E-04 2.58E-04 4.3 3.7 1.02
W | 9192 1.28E-01 5.77E-05 7.11E-05 5.0 4.8 1.02
|
<

Table 1: Ly and L errors and convergence rates and CPU time for the 2D isentropic vortex problem for the Unlimited, ALE-WENO
and ALE-MOOD schemes for P[Pz and PyIP4 polynomial reconstructions from top to bottom.
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Figure 3: 2D isentropic vortex for ALE-WENO and ALE-MOOD using P3 and P4 polynomial reconstructions. Left panel: conver-
gence rate for the L, norm in log scale versus expected 4th and 5th order lines — Right panel: CPU time in seconds as a function of
the final characteristic cell length /.

well preserved. The accuracy for the plateau is also acceptable and one observes the classical wall heating
effect close to the origin [102, 121]. A slight overshoot can also be noticed just after the shock wave. The
somewhat surprising behaviors around radius 0.35 — 0.4 where the cell density is not anymore accurately
located on the exact solution is due to the effect of the boundary conditions for cells on the x and y axis. In
Figure 5 is plotted the percentage of cells updated with ]P’ll"’” (red) or Py (blue) polynomial reconstructions
as a function of iteration number. The panel on the left presents the first 50 iterations when the explosion
occurs. We clearly see that about 50% — 60% of the total number of cells are recomputed with a low order
scheme for the first 15 timesteps. This is a large amount of extra work which, nonetheless, is mandatory to
stabilize the scheme. But the overall efficiency is not too drastically affected, see the CPU time and memory
consumptions provided in section 4.1.6 in Table 3. Then, when the numerical scheme has generated enough
numerical dissipation to deal with the initial shock wave, the number of detected and decremented cells
drops to few percents. From iteration ~ 100 (see right panel of Figure 5) the number of problematic cells
is back to a small amount, about 0.5 — 1.5%. This figure illustrates that Noh problem is difficult to handle
at the very beginning, but, as soon as the shock wave has emerged, no more dramatic action has to be taken
by the MOOD process. Accordingly to the previous tests we have plotted a cubic fit of these sample points
in the right panel taken into account only the sample points after iteration 50.

4.1.3. 2D Kidder problem
A classical benchmark test case for moving mesh techniques is the Kidder problem [75]. It consists in
an isentropic compression of a portion of a shell filled with a perfect gas as

1
o= y-1 Py y-1)TT
Po(r) _ (riu’rfupi’o * ri(rri”pe,o )
vo(r) | = . , (30)
r
Po(r) s0 po(r)”
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where r = 4/x% + )2 is the radius and (r;(?), r.()) are the time-dependent internal and external border fron-
tiers of the shell. The densities are set to p;o = 1 and p,o = 2 and 7y is set to % Furthermore s denotes the
initial and uniform entropy distribution defined by sy = 5—3 =1

The initial 2D computational domain Q(¢ = 0) is one fOL(l]I‘th of the entire shell and is depicted in Figure 6
left panel. Sliding wall boundary conditions are imposed on the lateral faces while a space-time dependent
state is set on the remaining boundaries according to the exact analytical solution R(r, ¢) [75]. This exact
solution is defined at the general time 7 for a fluid particle initially located at radius r as a function of the

radius and the homothety rate h(r) as R(r,t) = h(t)r, with h(r) = /1 — ;—22 and 7 is the focalisation time

y-1 ("f,r)*rfo)
2 _2 -
Ce0~Cio

Finally ¢;, = yz .

given by the following analytical formula 7 =

represent the internal

and external sound speeds.

Following [26, 87], the final time is chosen such that the compression rate is A(fp,) = 0.5 with fgp, = ?T.
Consequently the exact location of the shell is bounded with radii 0.45 < R < 0.5.

The computational domain is discretized with a total number of Ny = 3180 elements and we use ALE
ADER-MOOD-PyP,4 scheme together with the Osher-type flux [53] instead of the Rusanov flux.

In Figure 6 the initial and the final meshes along with the density distribution are displayed on top panels.
Moreover we present the evolution of the internal and external numerical and exact border locations as
a function of time. As can be seen they perfectly match with the exact solution. In Table 2 we provide
the absolute error |err| of the radius locations of the internal and external frontiers at final time fg,, for
the Kidder problem in 2D and in 3D. The three dimensional Kidder problem has been run using again an
ALE-MOOD-PyP, scheme. Finally we have computed the number of problematic cells as a function of

ALE-MOOD-PyP, 2D  ALE-MOOD-P,P, 3D
Tex Trum lerr| Trum |err]

0.450000 | 0.44999  7.73e-6 0.45045 4.55e-4

0.500000 | 0.49999  1.0le-5 0.49935 6.44e-4

Table 2: Kidder problem in 2D and 3D — Absolute error for the internal and external radius location between exact (r,,) and numerical
(Fyum) solution.

time to assess that the MOOD detection and decrementing technique is performing as expected on such
a smooth flow. Indeed no cell is ever detected as problematic during the entire simulation, meaning that
the numerical solution after the MOOD loop is the unlimited one. At last the CPU time consumption and
memory consumption can be found in Table 3.

4.1.4. 2D Mono-material triple point problem

This problem is a three state one specie 2D Riemann problem in a vessel which is a variation of the
triple point problem from [86]. The triple point problem simulation domain is Q(¢ = 0) = [0; 7] x [0; 3]. Q
is split into three subdomains filled with a perfect gas with y = 1.4.
The high pressure high density state in Q(t = 0) = [0; 1] X [0; 3] is defined by (p;, p1) = (1, 1), the low
pressure high density state in Q,(f = 0) = [1; 7]x[0; 1.5] is given by (02, p2) = (0.125,0.1), the low pressure
low density in Q3(t = 0) = [1; 7] X [1.5;3] is (p3, p3) = (1.0,0.1), see Figure 7. The initial gas is at rest and
the final time of the simulation is #4p, = 5.5.

The mesh is made by N = 19098 Delaunay triangles in such a way that it perfectly matches the discon-
tinuities between the three subdomains. In Figure 8 are presented the density, specific internal energy, cell
order and final mesh configuration. The vortex shape is clearly captured and the mesh seems to follow the
flow field. This behavior is also illustrated in Figure 9 where we have colored the cells according to the
initial subdomain index (1,2 or 3). For a moving mesh method one expects that the mesh follows the flow
with a quasi-vortex like velocity field. Nevertheless the numerical diffusion and rezone part of the ALE
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Figure 6: Kidder problem in 2D — ALE-MOOD-P(P4 polynomial reconstruction results — Top-left/right panels: mesh configuration

(left) and density (right) of the shell at times # = 0 and at #fpy = g‘r. Bottom panel: evolution of the internal and external radius of
the shell versus the analytical solution.



Figure 7: Sketch of the triple point problem initialization. Top: 2D setup — Bottom: 3D axi-symmetric version.

scheme can not allow such a vortex motion as mesh tangling will inexorably occur. This is why we can not
observe in Figure 9 a perfect vortex shape. In Figure 10 we show the percentage of cells updated with IP’llim

tho: 0.51.01.52.02.53.0354.04550 e 0507091.0121416181.921232526283.0

Ord: 12345

Figure 8: Triple point problem in 2D at #gp = 5.5 — ALE-MOOD-P(P4 scheme results — From top left to bottom right: cell density,
cell specific internal energy, cell order and mesh configuration.
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zone: 123 zone: 123

Figure 9: Triple point problem in 2D at t = 0 (left) and g = 5.5 (right) — ALE-MOOD-PP,4 scheme results. Cells colored
corresponding to their initial subdomains.

(red) or Py (blue) polynomial reconstructions as a function of the iteration number. For the first iterations
about 30% of the cells are problematic and updated with Py (blue) polynomial reconstructions. This number
drops to 5% later in the computation. The percentage of cells updated with IPlli’” oscillates between 2% and
5%.

For comparison purposes we have run the ALE-MOOD-PyP, scheme in its Eulerian regime by setting
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Figure 10: Triple point problem in 2D — ALE-MOOD-PyP4 scheme results — Percentage of cells updated with ]P’Ilim (red) or Py
(blue) schemes as a function of the iteration number and associated cubic fits. Only one sample point every 5 time steps is plotted for
visualization purposes.

for the entire simulation the mesh velocity to zero, i.e. V = 0. Figure 11 is meant to be compared with
Figure 8. The mesh is not moving therefore we do not show it in this figure. We can validate the predictive
capabilities of the numerical ALE-MOOD approach against the Eulerian regime, which is ultra robust (due
to the fact that the mesh can not be tangled) but also more diffusive than the ALE configuration. Here we
observe that the Eulerian algorithm produces good numerical results without being too diffusive even if the
mesh does not follow the flow field. One reason is that for such a vorticial motion a mesh moving scheme
with a fixed connectivity is ultimately not able to displace the mesh along with the flow [86]. Then, sooner
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or later, the ALE configuration becomes de facto an Eulerian one because of mesh stagnation due to the
following two competing processes: (i) the vorticial physical motion which tends to generate tangled mesh,
and (ii) the counter-acting mesh relaxation. The CPU time and memory consumptions for the triple point

ho: 051.01.52.02.53.03.54.045 e 0507091.01214161.81.921232526283.0

Figure 11: Triple point problem in 2D at t4p, = 5.5 — ALE-MOOD-PyP, scheme results run in an Eulerian regime on a fixed grid.
From top left to bottom right: density, internal energy, cell order and the fixed Eulerian mesh.

problem can also be found in Table 3.

4.1.5. 2D Mesh tangling endurance problem

The aim of this test case is to highlight and clearly show one possible advantage coming from the use
of an a posteriori approach w.r.t. classical a priori techniques. In fact using the MOOD paradigm we also
have the possibility to check and control the quality of the mesh at each timestep, i.e. we can detect whether
mesh tangling occurs, or not. The detection process is very easy, since we limit us to compute the volume
of a cell using the candidate configuration of a cell at the new time level, Tl."“’*. To avoid mesh tangling,
condition (24) must hold. If this is not satisfied, then the cell 7; is marked as problematic and during the
next iteration of the MOOD loop (see Figure 2) we impose a relaxation coeflicient of w; = 1 in (12), so that
the pure rezoned coordinates Xf"’z are used as new coordinates X;*l for all vertices of cell 7.

The initial computational domain for the 2D mesh tangling problem is the rectangle Q(f = 0) = [-2,2]X
[-1, 1], which is filled with a perfect gas with y = 1.4. The fluid is initially at rest and is assigned with an
initial density and pressure of unity, i.e. pg = 1 and py = 1. The mesh is composed of Ny = 1816 triangles
with a characteristic mesh size of 7 = 1/10 and is depicted in Figure 12. Time-dependent boundaries are
set everywhere: starting from time # = O on the left side of the domain we set the velocity u; = (—1,0) and
on the right side we impose ug = (1, 0), so that the mesh is stretched along the x—direction and rarefaction
waves are generated. Up to time r = 7 = 0.1 the upper and lower boundaries are considered as walls, while
for 7 > 7 we prescribe the velocity for both the top and the bottom side, hence uy = (-1,0) and ug = (1,0),
respectively. Such a motion is compressing the grid vertically, whose elements have already been stretched
by the previous horizontal motion of the lateral boundaries. The final time of the simulation is setto 7, = 0.9
and the final computational domain is Q(r = t7) = [-2 — 17,2 + t7] X [-1 + (ty — ), 1 — (t; — ©)], as shown in
Figure 12. We use the fourth order version of both ALE-ADER-MOOD and ALE-ADER-WENO schemes
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with the Rusanov flux and the results are displayed in Figure 13. A comparison between WENO (left
column) and MOOD (right column) is depicted at time 7, = 0.75542 before the WENO algorithm crashes
due to mesh tangling which can already be seen on the zoom. We can notice that at this time most of the
problematic cells detected by MOOD are the ones which have been highly stretched and compressed by the
boundary motion.

Because the MOOD algorithm allows the mesh quality to be checked a posteriori and maintained
throughout the simulation by local improvements with a proper use of the rezoning algorithm [62, 76,
18, 201, the simulation is performed until 7, = 0.9, see Figure 14. The density and cell orders are displayed
(the final mesh can be seen on Figure 12). The numerical results are nicely symetric along the x and y axes,
as expected. The last panel in Figure 14 shows the distribution of problematic cells as a function of the
timestep, in red/blue color the percentage of cells updated with IP”{’"/IP’O scheme and a cubic fit of the data.
This endurance or fatigue test has been designed to be demanding for numerical methods, we observe that
MOOD detection is active, roughly 6 to 15% of cells are updated with a low order scheme leading to a
cumulative percentage of bad cells of about 10% up to 30%. Nonetheless, the MOOD algorithm is able to
produce a valid answer.

In conclusion, in some cases illustrated by this mesh tangling test problem, an a posteriori treatment might
lead to a more robust algorithm.

Figure 12: Mesh tangling problem in 2D - Initial mesh (left) and final mesh (right) obtained by the fourth order accurate ALE-ADER-
MOOD scheme.

4.1.6. 2D CPU time and memory consumption

In this section we summarize the CPU time and memory consumption for the 2D tests by comparing
ALE-WENO (see [20] for a full description) and ALE-MOOD both with PyIP; and PyP;. These schemes
are of the same nominal order of accuracy and are implemented within the same framework. All the data
listed in Table 3 have been collected running each of the test case using a single CPU core of an Intel 17-2600
processor with 3.4 GHz of clock speed and 16 GB of RAM, in order to assess the pure serial performance,
without accounting for the MPI overhead.

From Table 3 we observe that the gain is systematically in favor of a MOOD approach in our ALE
framework for these test cases. On average the acceleration is about 1.9 for PylP4 meaning that MOOD
needs almost 2 times less CPU time than WENO for the same mesh configuration. This gain seems to be of
the same order for the PylP; schemes.

The saving in terms of memory is about 1.6 in favor of MOOD in 2D.

In [82] for a fixed grid Eulerian MOOD and WENO schemes the ratio was different, namely a bigger
memory saving (ratio 3) and a smaller acceleration (1.3), both in favor of MOOD. Contrarily to an Eulerian
context, here in our ALE framework we can not pre-compute and store all WENO reconstruction matrices;
indeed they change at each time step according to the geometry evolution. Then in this ALE context more
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ALE-ADER-WENO ALE-ADER-MOOD

tho: 1 1.112131415161.71819 2 212223242526272829 3 3.132
to: 1 12141618 2 22242628 3 3.2

Figure 13: Mesh tangling problem in 2D at intermediate times #. = 0.75542. Fourth order accurate numerical results obtained with
ALE-ADER-WENO (left column) and ALE-ADER-MOOD (right column) schemes. From top to bottom: mesh configuration at the
WENO crashing time and zoom on the tangled region, density distribution and cell order for MOOD results.
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Figure 14: Mesh tangling problem in 2D at final time 7y = 0.9. Fourth order accurate numerical results obtained with ALE-ADER-
MOOD schemes. Density distribution (top-left) and cell orders (top-right) at final time. The final mesh is shown in Figure 13. Bottom
panel: Percentage of cells updated with P’li’” (red) or Py (blue) schemes as a function of the iteration number and associated cubic fits.

computation and less storing is performed by WENO approach. On the other hand the MOOD approach,
which always needs less reconstructions than WENO, needs less on-the-fly computations to solve the linear
reconstruction systems (9).

This table only provides a general idea of the gain brought by the use of an a posteriori MOOD treatment
in replacement of a WENO reconstruction and limiting. Both approaches have different user/developer
parameters that may be ticked to improve the general efficiency. We would like to emphasize the fact that
this comparison refers to our own implementation of both approaches in one and the same computer code.

4.2. 3D test problems

In this section we report the numerical results obtained for the 3D version of the test problems. Exhaus-
tive 3D description of these tests can be found in the following references: the isentropic vortex problem
[39], Sedov problem [85, 20], Saltzman problem [25, 22, 92, 20] and the triple point problem [42].

In 3D we have run all test cases in parallel using MPI on the massively parallel SuperMUC machine of
the Leibniz Rechenzentrum (LRZ) in Munich, Germany. Therefore all CPU times reported in this section
suffer from the MPI overhead and our own way of implementing the parallelization routines. As a conse-
quence, they should be understood as a rough information rather than a genuine comparative measure of
the efficiency between ALE-WENO and ALE-MOOD schemes. Contrarily the CPU times provided in the
2D section were all obtained with a dedicated serial machine, and, as such, represent a fair comparative
measure.

4.2.1. 3D isentropic vortex problem
The 3D setup of the isentropic vortex is the same as in 2D (see section 4.1.1). The vortex convection
velocity is v = (1, 1,0) and the computational domain is Q(r = 0) = [0; 10] x [0; 10] x [0;5]. Periodic
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ALE-WENO-P,P; | ALE-MOOD-P,P; || Ratio WENO/MOOD
2D Tests Ng CPU time Memory | CPU time Memory || Acceleration  Saving

x107*s MB x107*s MB
Sod 1800 1.1067 48.54 0.6352 30.31 1.83 1.60
Sedov 1800 2.2465 41.67 1.2774 27.41 1.76 1.52
Noh 3200 4.3273 61.24 2.6165 35.21 1.65 1.74
Kidder 3180 4.4953 61.83 2.0964 36.21 2.14 1.71
Saltzman 2000 3.6360 43.32 1.9137 26.72 1.90 1.62
Triple point | 19098 21.10 236.80 12.83 156.80 1.65 1.51
Average 1.8 1.6

ALE-WENO-PP; | ALE-MOOD-P,P; || Ratio WENO/MOOD
Ng CPU time Memory | CPU time Memory || Acceleration  Saving

x1074s MB x107%s MB
Sod 1800 2.3018 62.97 1.1882 40.42 1.94 1.56
Sedov 1800 4.7396 53.76 2.7457 35.67 1.73 1.51
Noh 3200 8.6977 79.97 4.5598 47.96 1.91 1.67
Kidder 3180 8.9423 78.54 4.1643 47.53 2.15 1.65
Saltzman 2000 7.2889 56.23 3.5914 36.04 2.03 1.56
Triple point | 19098 39.65 307.20 23.32 192.00 1.70 1.60
Average 1.9 1.6

Table 3: Summary of CPU time needed to update one cell within one timestep (x10™ in seconds) and memory consumption (in MB)
for the two dimensional test cases of this paper. Top-lines: ALE-WENO-P,P3 versus ALE-MOOD-P(P3 schemes run on the same
mesh. Bottom-lines: ALE-WENO-P(P4 versus ALE-MOOD-PP4 schemes. The last two columns show the ratio between the CPU
times (“acceleration”) and the memory consumption (“saving”).

boundary conditions are imposed everywhere. Successively refined 3D tetrahedral meshes are employed
and the errors in L, and L, norms are computed to get the actual convergence rates of the numerical
schemes.

In Table 4 we report the errors and the corresponding rates of convergence for ALE-MOOD and ALE-
WENO with PyP; and PyP4 reconstructions. We observe that the nominally expected rates of convergence
in 3D on unstructured meshes are almost reached for both methods. We also report the unlimited Py[P;
and PyP4 scheme results. This provides the reference solution in terms of accuracy and CPU time. As in
2D (but in a more pronounced way) the MOOD approach seems to produce more accurate results than the
WENO approach. The reason being that no cell is ever detected as problematic by the MOOD process for
this problem. As a consequence the unlimited and MOOD results are basically the same. Therefore it is not
surprising to observe an optimal ratio of 1 for the CPU time between the ALE-MOOQOD and the unlimited
schemes, whereas this ratio is about 2 to 4 for the ALE-WENO scheme. This means that the ALE-WENO
approach for this test problem is about 2 to 4 times more expensive than the ALE-MOOD scheme. Next
in Figure 15 we graphically represent in the left panel the convergence rates for the L, norm in log scale
versus the expected 4th and 5th order lines, the data are taken from Table 4. In the right panel we also show
the CPU time as a function of the initial characteristics mesh size & for ALE-WENO-P,P3/PyP4 and ALE-
MOOD-PyP3/PgP4 schemes. These figures show a better general behavior of the ALE-MOOD approach
both in terms of accuracy/convergence (left panel) and performance (right panel).

4.2.2. 3D Sedov problem
Next we consider the spherically symmetric Sedov problem, which describes the evolution of a di-
verging shock wave generated at the origin of the initial computational domain given by one eighth of
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| 3D isentropic vortex problem — Unlimited — ALE-WENO — ALE-MOOD |

| | Ng h H L, error L, error | L, order L, order | Theor. ‘ CPU time |
C
oo 60157 2.89E-01 4.12E-03 3.53E-03 —_ —_ 1.0
T";_, 137317  2.17E-01 1.37E-03  1.34E-03 3.8 3.3 4 1.0
I= 431462 1.52E-01 3.27E-04 3.71E-04 4.1 3.6 1.0
g 1052264 1.13E-01 9.80E-05 1.06E-04 4.1 4.2 1.0
K
Ay 60157 2.89E-01 1.51E-02 2.89E-01 — — 2.90
g 137317  2.17E-01 || 2.78E-03  8.96E-03 5.8 12.0 A 2.80
u;J 431462 1.52E-01 3.58E-04 1.37E-03 5.8 5.3 2.47
d | 1052264  1.13E-01 9.87E-05 1.95E-04 4.3 6.6 1.91
2
<
A 60157 2.89E-01 4.11E-03 3.53E-03 - — 1.03
8 137317  2.17E-01 1.37E-03  1.34E-03 3.8 3.3 4 1.03
o 431462 1.52E-01 3.27E-04 3.70E-04 3.9 3.5 1.03
E 1052264 1.13E-01 9.80E-05 1.05E-04 4.1 4.3 1.03
=
é"ﬁ
a5 60157 2.89E-01 2.27E-03 1.69E-03 — — 1.0
'é 137317  2.17E-01 6.60E-04  7.68E-01 4.3 2.8 5 1.0
E 431462 1.52E-01 1.23E-04 1.76E-04 4.8 4.1 1.0
E 1052264 1.13E-01 2.93E-05 4.79E-05 4.8 4.4 1.0
m
= 60157 2.89E-01 1.42E-02 6.46E-02 —_ — 421
g 137317  2.17E-01 2.12E-03  2.45E-02 6.6 3.4 5 4.17
g 431462 1.52E-01 1.46E-04 1.11E-03 7.6 8.8 2.94
U 1052264 1.13E-01 3.10E-05 2.22E-05 5.2 5.4 2.90
2
o
Ay 60157 2.89E-01 2.27E-03 1.69E-03 — — 1.03
8 137317  2.17E-01 6.61E-04 7.67E-05 4.6 49 5 1.03
g 431462 1.52E-01 1.24E-04 1.76E-04 4.3 3.7 1.03
W | 1052264 1.13E-01 2.97E-05 4.82E-05 5.0 4.8 1.03
|
<

Table 4: L, and L errors and convergence rates and CPU time for the 3D isentropic vortex problem for the Unlimited, ALE-WENO
and ALE-MOOD schemes for P[Pz and PyIP4 polynomial reconstructions from top to bottom.
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Figure 15: 3D isentropic vortex for ALE-WENO and ALE-MOOD with PylP3 and PylP4 polynomial reconstructions. Left panel:
convergence rate for the Ly norm in log scale versus expected 4th and 5th order lines — Right panel: CPU time in seconds as a
function of the final cell characteristics length /.

Q = [0.0;1.2]>. This is a well-known test case for moving mesh schemes [110, 87, 92, 85] that mea-
sures the preservation of spherical symmetry on non symmetric grid. An analytical solution based on self-
similarity arguments is available, see Kamm et al. [71]. For the 3D Sedov problem a mesh is constructed
with N3 = 40° hexahedra which are further split into 5 tetrahedra leading to a total number of elements
Ng = 32 x 10*. Wall boundaries have been set everywhere. The computational domain is filled with a
perfect gas with v = 1.4, which is initially at rest and is assigned with a uniform density po = 1. The total
energy of the explosion is concentrated at the origin and has magnitude Eo, = 0.851072 similar to [103].
Numerically E,,, is concentrated only in the cells containing the origin O, therefore the initial pressure is
given by

Par = (= Dpo 2 (1)

8- Vor

where V,, is the volume of the region which is composed by five tetrahedra and the factor % takes into
account the spherical symmetry. At the final time #4,, = 1.0 the exact location of the spherically symmetric
diverging shock wave is at radius r = +/x? + y? + z2 = 1 with a density peak p = 6.0. The numerical results
have been obtained using the ALE-MOOD-P,P, version of the method.

In Figure 16 the final mesh and density (top panels), the cell orders (bottom-left panel) and the density
as a function of cell radius for all cells (bottom-right panel) are presented. The exact solution has been
obtained thanks to Kamm [72]. The mesh and the density seem to preserve well the sphericity of the shock
wave. We observe that the mesh is highly compressed after the shock wave and expanded close to the origin
as expected. The preservation of spherical symmetry is furthermore evident on the plot of the density as a
function of cell radius as the numerical solution matches almost perfectly the exact solution, meaning that
all cells at a given radius r have the same density.

On the figure of cell orders (cell polynomial degrees plus one) we can also observe that few cells are actually
problematic and they are located on the shock front. This implies that most of the cells are updated with the
unlimited scheme. To emphasize the gain in accuracy we compare these results with the ALE-WENO-PyP,
ones obtained with the algorithm described in [20] in Figure 17. The density as a function of cell radius for
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Figure 16: Sedov problem in 3D at g, = 1.0 — ALE-MOOD-P( P, results — Density, mesh and cell order.

all cells is reported for both schemes against the exact solution in red line. One can clearly notice that the
density peak is better retrieved by the MOOD approach. We have plotted in Figure 18 the percentage of cells

E . ALE-MOOD (05) E ‘ ALE-WENO (05)
85k Exact solution 65F Exact solution
6 13
55F 55F
3 33
45F 45F
4;— 42_
35F 35F
= 3F = 3F
2.52— 2.55—
2F 2F
15F 15F
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030 "ole"014”'ol.s"‘o.[s“':'”ﬂz D'Su"'ole"054‘"o.lsl"ufe”':“'w.lz
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Figure 17: Sedov problem in 3D at t5,, = 1.0 — ALE-MOOD-PyP4 results (left) and ALE-WENO-P,P4 results (right) — Density
distribution as a function of cell radius for all cells vs the exact solution (red line).

updated with IP”lim (red) or Py (blue) polynomial reconstructions as a function of the iteration number. We
deduce that, for this problem, very few cells (at most 50) are detected as problematic during one timestep,
hence explaining the very low percentage of problematic cells in the graphic. This also means that most of
the cells are updated with unlimited high order accurate polynomial reconstructions. Last a comparison of
CPU time and memory consumptions between the ALE-MOOD and ALE-WENO approaches is reported
in Table 5.

4.2.3. 3D Saltzman problem

In this problem [106, 45] a domain Q(r = 0) = [0; 1] x [0;0.1] X [0;0.1] is filled with a perfect gas
(y = 5/3) at rest with data p = 1, p = € where e = 107 and the final time is set to ffny = 0.6 [81].
All boundaries are perfect walls, apart from the left boundary face which is a right-moving piston with
velocity v = (1,0,0)". In the initial time steps the scheme must obey a geometric CFL condition, i.e. the
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Figure 18: Sedov problem in 3D — ALE-MOOD with P4 polynomial reconstruction results — Percentage of cells updated with IP”li'"
(red) or Py (blue) reconstructions as a function of iteration number.

piston must not move more than one element per time step. The piston sends a straight shock wave into the
computational domain. This shock wave ultimately bounces onto the fixed right wall and onto the piston
back and forth.

An exact solution is defined by the value of the plateaus behind the shock, [16, 120], it reads

(4,4,0,0,4) if x<x,

Qex(X, tﬁnal) = { (1’ 0,0,0, E) if x> X, (32)

where x; = 0.8 is the shock location at time #gp, = 0.6.

This problem usually tests the robustness of Lagrangian numerical methods by using the Saltzman mesh
which is built according to the procedure originally given in [106, 25, 24, 92] and adapted to tetrahedra in
[20]. The domain is initially meshed with a uniform Cartesian grid composed by 100x10x10 cubic elements
which are further split into five tetrahedra. We finally use the mapping given in [25, 92] to transform this
uniform grid, defined by the coordinate vector x = (x,y,7), to the skewed Saltzman-like configuration
X' =y, 7):

X’ x+ (0.1 =z)(1 = 20y)sin(rx) for 0<y<0.05,
x + z(20y — 1) sin(mrx) for 0.05<y<0.1,

and y' =y, 7 = z. The domain is finally discretized with a total number of Ny = 50000 tetrahedra and the
final time is ffpy = 0.6.
For this test case the ALE-MOOD-P, P, version of the method is adopted.

In Figure 19 we present the final grid and cell order (top line). The original skewness of the mesh has
not generated any spurious oscillations or lack of symmetry and the mesh is nicely shaped. Moreover
the cell orders are almost at maximal value and few cells are decremented, meaning that the 5th order
reconstruction is used almost everywhere. The bottom panels present the density (left) and x component
of the velocity (right) as a function of x for all cells versus the exact solution (red line). Apart from the
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classical wall heating effect close to the moving boundary condition on the right of the figure and a slight
overshoot after the shock wave, the results are in good agreement with the exact solution. We have plotted

+ ALE-MOOD (05) + ALE-MOOD (05)

45 Exact solution 1.25 Exact solution
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Figure 19: Saltzman problem in 3D at #g,, = 0.6 — ALE-MOOD with P4 polynomial reconstruction results — Top: final mesh and
cell orders — Bottom: density/x component of the velocity as a function of x for all cells.

in Figure 20 the percentage of cells updated with Plli’" (red) or Py (blue) polynomial reconstructions as a
function of the iteration number. We deduce that, for this problem very few cells are updated using P/
or [Py reconstructions, reaching at most 100 cells. In Table 5 we report the comparison of CPU time and
memory consumptions between the ALE-MOOD and ALE-WENO schemes.

4.2.4. 3D mono-material triple point problem

The 3D triple point problem [40, 42] is constructed by considering the 2D setup from section 4.1.4 as
a 2D axi-symmetric r, z setup, see Figure 7. Consequently subdomain #3 becomes an internal cylinder to
cylindrical subdomain #2. Subdomain #1 (blue colored) can be seen as a cylindrical cap to these embedded
cylinders. The grid is made by meshing the three subdomains by exactly matching the interfaces in between
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Figure 20: Saltzman problem in 3D — ALE-MOOD with P4 polynomial reconstruction results — Percentage of cells updated with
]P’I]”” (red) or Py (blue) reconstructions as a function of iteration number.

them. It is constituted by Ny = 304246 tetrahedra. The ALE-MOOD-PyP, version is used to simulate this
problem up to final time #4,,; = 5.5. In Figures 21 and 22 we present the specific internal energy (top),
internal views of the mesh (bottom-left) and of the cell orders (bottom-right) at final time. Two 3D views of
the specific internal energy are displayed: one on the left showing the boundary faces, the second one, on the
right, the resulting configuration for all cells located below the plane z = x. The mesh and cell order figures
adopt the same view. Figure 21 presents the results obtained when a strong mesh relaxation is applied fixing
the relaxation factor w; = 0.9 in (12), leading to an almost Eulerian simulation. Contrarily by using the
automatic relaxation algorithm of Galera et al. [62], we collect the results displayed in Figure 22 where
the mesh is clearly following the flow field more strictly compared to the previous results. Nonetheless the
specific internal energy results are comparable between these two runs. In both cases the final cell orders
reach the maximal value for almost all cells.

At last we present the percentage of cells updated with ]P”li’” (red) or Py (blue) reconstructions as a function of
iteration number. Left panel presents the first 100 iterations whereas the right panel displays the remaining
iterations along with cubic fits of the data in straight lines. From these data we observe that for both
simulations, for any timestep, less than 1% of cells are decremented, apart from the first 10 iterations when
the shocks emanate from the discontinuities. Finally Table 5 presents the comparison of CPU time and
memory consumptions between the ALE-MOOD and ALE-WENO schemes. This problem is a difficult
one for moving mesh schemes with fixed connectivity, as the vortex motion of the flow implies that sooner
or later invalid or highly stretched elements will appear. At this point, to avoid the failure of the code, a
stronger mesh relaxation is mandatory leading to a more Eulerian-like simulation.

4.2.5. 3D CPU time and memory consumption

In this section we summarize the CPU time and memory consumption for the 3D tests by comparing
ALE-WENO and ALE-MOOD with PyP; polynomial reconstructions. These schemes are of the same
nominal order of accuracy and are implemented within the same framework. All data listed in Table 5 have
been collected running each of the test problems in parallel on 1024 processors. The information provided
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in this table is consequently affected by the MPI overhead.

We present the CPU time needed to update one cell within one timestep (x1072 in seconds) and memory
consumption in MB. The last two columns show the ratio between WENO and MOOD for the CPU times
(“‘acceleration”) and the memory consumption (“saving”). From these data we can conclude that, in 3D,
our implementation of ALE-ADER-MOOD is on average 2.6 times faster than the ALE-ADER-WENO
version. Moreover the factor of memory savings is about 1.8.

ALE-WENO-P,P,4 ALE-MOOD-P,P, Ratio WENO/MOOD
3D Tests Ng CPU time Memory | CPU time Memory || Acceleration  Saving
x10% x1072s  x10*MB | x1072s  x10*MB

Sod 7.1 37.89 1.55 15.16 0.85 2.50 1.83
Sedov 32.0 7.67 2.59 3.26 1.52 2.35 1.70
Noh 32.0 6.83 2.55 3.12 1.54 2.19 1.66
Kidder 11.2 7.92 1.84 2.19 0.98 3.64 1.87
Saltzman 5 10.53 0.050 4.14 0.027 2.54 1.85
Triple point | 30.4 34.10 3.28 14.09 1.94 2.42 1.69
Average 2.6 1.8

Table 5: Summary of CPU time needed to update one cell within one timestep (x10~2 in seconds) and memory consumption (in MB)
for the three dimensional test cases of this paper. ALE-WENO-PP4 versus ALE-MOOD-PyP4 schemes. The last two columns show
the ratio between the CPU times (“acceleration”) and the memory consumption (“‘saving”).

5. Conclusion and Perspectives

In this paper we have applied the novel a posteriori Multi-dimensional Optimal Order Detection (MOOD)
approach to the context of direct Arbitrary-Lagrangian-Eulerian (ALE) ADER schemes solving the hydro-
dynamics equations in multi-dimensions. Starting from an unlimited ALE-ADER scheme previously de-
signed in [20] to solve 3D hydrodynamics problems on unstructured tetrahedral grids, we have replaced the
a priori WENO polynomial limiting technique by the a posteriori MOOD paradigm [29, 38, 39, 82]. In
this framework MOOD can be thought as an a posteriori approach to the problem of limiting high order
accurate polynomial reconstructions. Each candidate solution is computed using polynomial reconstruc-
tions given by a cell polynomial degree map initially set to a maximal degree M > 0. Next, the obtained
unlimited candidate solution at #**! is tested against user given detection criteria which determine whether
a numerical cell centered value is admissible or not. For instance the Physical Admissible Detection criteria
(PAD) for the Euler equations contain the positivity of density and specific internal energy, whereas the Nu-
merical Admissible Detection criteria (NAD) ensure the essentially non oscillatory behavior of the solution
as well as the local mesh admissibility. If a cell of the candidate solution is detected as problematic, it is
re-updated starting again at " after decrementing the polynomial degree of the reconstructions according to
the previously fixed cascade of schemes. In this paper we have consistently chosen the following cascade:
PM g PTM g ]P().

This iterative process stops either when all cells have an admissible numerical solution, or, when the poly-
nomial degree has reached the last value corresponding to the parachute bulletproof scheme. Here we have
chosen a first order Godunov-type scheme that adopts Py reconstructions.

These ALE-MOOD schemes have been implemented within a 2D/3D MPI parallel code dedicated to solve
hyperbolic partial differential equations on unstructured grids, see [16, 48, 20]. A large set of tests in 2D and
3D have been simulated and results are reported in this work. The ALE-MOOD numerical method produces
accurate results on these test problems. An evolution of the number of problematic cells is systematically
provided in order to visualize the extra-work brought by the use of the MOOD paradigm. Indeed, for these
test cases, only few cells are problematic at each time step leading, as a side effect, to large savings in CPU
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time and memory. To estimate these savings we have compared the efficiency of our MOOD approach with
the previous approach using WENO reconstructions [20]. For all test cases, in 2D and 3D, the CPU time
and memory consumption have been reported and these data show that the MOOD approach in this direct
ALE context is about 1.8 times faster in 2D (2.6 in 3D) and saves about 38% of memory in 2D (45% in 3D)
for, at minima, the same accuracy. Moreover we have shown on a 2D endurance test case that the MOOD
approach can reach the prescribed final time while our implementation of ALE with WENO reconstruction
is not able to maintain the mesh integrity, hence leading to a severe code failure. The a posteriori mesh
validity check along with the possibility to recompute some bad cells with a more viscous scheme, de facto
increases the range of robustness of the MOOD approach.

In the future we plan to investigate the extension of the ALE-MOQOD approach to more complex systems
of conservation laws involving stiff source terms and non-conservative products such as multi-fluid [1] and
multi-phase [104] models, ideal and relativistic magneto-hydrodynamics models [64, 68, 100, 128, 2], or
hyperbolic models of nonlinear elasticity and elasto-plasticity [125, 63, 65, 115].
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