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Abstract

In this paper, we consider the numerical solution of the one-dimensional
Schrodinger equation with a periodic lattice potential and a random exter-
nal potential. This is an important model in solid state physics where the
randomness is involved to describe some complicated phenomena that are
not exactly known. Here we generalize the Bloch decomposition-based time-
splitting pseudospectral method to the stochastic setting using the generalize
polynomial chaos with a Galerkin procedure so that the main effects of dis-
persion and periodic potential are still computed together. We prove that
our method is unconditionally stable and numerical examples show that it
has other nice properties and is more efficient than the traditional method.
Finally, we give some numerical evidence for the well-known phenomenon of
Anderson localization.
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generalized polynomial chaos, uncertainty quantification

1. Introduction

An important problem in solid state physics is to describe the motion
of electrons within periodic potentials generated by the ionic cores. With
the emergence of this novel structure, this problem has been studied from a
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physical as well as a mathematical point of view and extensive results have
been achieved [2, 12, 22, 34, 36, 44]. One of the most brilliant ideas is to
combine the dispersion and periodic lattice effects together, which results in
a new energy band structure, known as the Bloch band [11]. The motivation
of such a combination is a separation of scales in this problem, where the
external fields vary on much larger scales than the periodic potentials and
can be considered weak in the comparison to the periodic fields [3].

To mathematically formulate this problem, consider the one-dimensional
deterministic Schrodinger equation for electrons in a semiclassical asymptotic
scaling,
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200 = — S0t + Ve(2) + U)y, v €RTER,
Vlico = Vin().

where 0 < ¢ < 1 is the small semiclassical parameter describing the micro-
scopic/macroscopic scale ratio. U(x) € R is the external potential and the
highly oscillating lattice potential Vi-(y) € R is assumed to be periodic with
respect to some regular lattice I'. For definiteness we may assume that

(1.1)

Ve(y +27) = Ve(y), Yy €R, (1.2)

ie., I'=2nZ.

There have also been some researches on the numerical methods for this
problem [18, 19, 20, 27]. Among these methods, the Bloch decomposition-
based time-splitting pseudospectral method (BD), developed by Huang et
al [24, 25, 26], is based on the classical Bloch decomposition theory. A
prominent advantage of this method is that it converges with Az = O(¢)
and At = O(1) and hence it works better in the case where ¢ < 1 than other
traditional methods. Furthermore, it comprises spectral convergence for the
spacial discretization and second order convergence in time.

If the medium in which electrons move is disordered like amorphous solids
and random alloys [29, 32, 33] or the lattices are influenced by thermal fluc-
tuation or randomly distributed impurities [4, 14, 15, 21], the equation we
consider should convert from (1.1) to a different but similar one with random
potential [1, 37], which will be mathematically formulated below. This is also
a basic problem in quantum mechanics. The random Schrédinger operators
have been intensively studied in a theoretical way [6, 8, 16, 30, 31]. How-
ever, the numerical literatures on them, especially on the problem (1.1) with
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random potentials are not so abundant [7]. Indeed, this kind of problems be-
longs to uncertainty quantification (UQ) for PDEs with randomness, where
randomness could appear in initial conditions, boundary conditions, coeffi-
cients of the equations, etc. There have been quite a few numerical methods
developed for UQ in recent years. The Monte Carlo (MC) method and the
stochastic collocation (SC) method [41, 42, 43] are two of the most popu-
lar methods based on sampling and repetitive calls of deterministic solvers,
which draw statistical information from the ensemble of solutions. Another
popular method is the generalized polynomial chaos (gPC) approach [40],
which is non-sampling and is a generalization of the Wiener-Hermite poly-
nomial chaos expansion. Combined with the stochastic Galerkin method,
it has been successfully applied to many physical and engineering problems
23, 28], where fast convergence can be observed if the solution is sufficiently
smooth.

In this paper, we mainly focus on the problem of motions of electrons
in a periodic potential influenced by some weakly random factors where the
periodic lattice structure is not changed, (e.g. a random electric field, etc), so
that the randomness can be restricted to the external potential U(x) in (1.1).
To cope with this problem, we combine the Bloch decomposition-based time-
splitting method with the generalized polynomial chaos expansion. With the
mathematical setting and stochastic Galerkin procedure, we would obtain a
deterministic PDE system, to which we can easily generalize the BD algo-
rithm. This new method, named as the Bloch decomposition-based stochastic
Galerkin method (BD-SG), preserves the advantage of allowing a relatively
larger time step size and comprising spectral convergence for the spatial dis-
cretization, second order convergence in time and fast convergence in gPC
order. We shall also prove that this method enjoys the property of weak
conservation of mass and is unconditionally stable. Our numerical examples
will show that our method is efficient and even enjoys the property of weak
conservation of energy. Finally, as Anderson localization [1, 17, 37] is an im-
portant phenomenon in wave propagation in disordered media, we give some
numerical evidence to this phenomenon.

The paper is organized as follows: In Section 2, we briefly review the
Bloch decomposition-based time-splitting method. In Section 3, we present
our new BD-SG scheme and introduce the classical time-splitting stochastic
collocation method as a comparison. In Section 4, we analyze the properties
of our algorithm. In Section 5, numerical examples are presented to show the
feasibility and nice properties of our algorithm. Also, numerical evidence of



Anderson localization is included. Finally, we give a conclusion in Section 6.

2. Review of Bloch decomposition-based method

In this section, we will briefly recapitulate the numerical method devel-
oped in [24]. For the convenience of the reader we first recall some ba-
sic definitions and important facts to be used in dealing with the periodic
Schrodinger operator.

2.1. Review of Bloch decomposition

For the sake of simplicity, set y = x/e. With Vi obeying (1.2), we have
the following [3]:

e the fundamental domain of our lattice I' = 277 is C = (0, 27).
e the dual lattice I'* is then simply given by ['* = Z.

e the fundamental domain of the dual lattice, i.e., the (first) Brillouin

zone, is B = (—1,1).

Next, let us consider the eigenvalue problem

(=300 + V60 ) (0 = B (Km0,

Pm(y +2m, k) = ™o, (y, k), Yk € B.

(2.1)

It’s well known [38, 39] that under very mild conditions on V-, the problem
(2.1) has a complete set of eigenfunctions ¢,,(y, k), m € N, which is an
orthonormal basis in L?(C) for each fixed & € B. Correspondingly there
exists a countable family of real eigenvalues that can be ordered according to
Ey(k) < Ey(k)<--- < Epk)<---, meN. Theset {E,,(k)|k € B} CR
is called the mth energy band of the operator H [11].

For convenience we will usually rewrite ¢,,(y, k) as

em(y, k) = e xm(y, k), Ym €N, (2.2)

where now x,,(-, k) is 2m-periodic and called a Bloch function. In terms of
Xm(y, k), the eigenvalue problem (2.1) converts to

{ H(k)Xm(y, k) = En(k)xm(y, k),

2.3
Yoy + 27, k) = xm(y, k), Vk € B, (2:3)
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where
Hk) = 5 (=i, + k)2 + Ve(y) (2.4)

denotes the so-called shifted Hamiltonian.

By solving the eigenvalue problem (2.1), the Bloch decomposition allows
us to decompose the Hilbert space H = L*(R) into a direct sum of orthogonal
band spaces [35, 39], i.e

= @%m Hm = {fm(y) = /Bg(k)wm(y, k)dk,g € Lz(B)}.

(2.5)
This leads to

Vf e L*(R = fuly),  fn € Moo (2.6)

meN

The corresponding projection of f onto the mth band space is given by [35]

fnl®) = (Buf) /(/f %m%mgwm%>%. 27

In what follows, we will denote by

- /R F(O)@m(C. K)C (2.8)

the coefficient of the Bloch decomposition. The Bloch decomposition reduces
the equation

10 — _% ot + Ve, Glico = Yin(y), (2.9)

into countably many, exactly solvable problems on H,,. In each band space,
we simply obtain

10ythm = Ep(—i0,)0m,  Umlimo = (Pmtin)(y), (2.10)

where E,,(—i0,) denotes the Fourier multiplier corresponding to the symbol
E,.(k). By using the Fourier transformation F, (2.10) is solved by

Um(t,y) =F ! (e_ZEm(k (F(Prntbin))(k )) (2.11)

Here the energy band FE,,(k) is understood to be periodically extended to all
of R.



2.2. The Bloch decomposition-based time-splitting algorithm

We shall recall here the most important steps of this algorithm. As a nec-
essary preprocessing step, we first need to calculate the energy band E,, (k)
and eigenfunctions ¢,,(y, k) from (2.1) or equivalently (2.3). To numerically
solve the eigenvalue problem (2.3), we will approximate it by an algebraic
eigenvalue problem (for more details, please refer to [24]). Upon solving this
algebraic eigenvalue problem, we will obtain {x,,(A, k)|A € {=A,...,A=1} C
7}, the Fourier coefficient of x,,(y, k), with which we can reconstruct ., (y, k)
for each k.

For convenience of the computations, we consider (1.1) on a bounded do-
main D = [0, 27] with periodic boundary conditions, which approximates the
one-dimensional whole-space problem as long as the observed wave function
does not touch the boundaries x = 0,27. Then for some N € N, ¢ > 0, let
the time step be At = ¢t/N and t, = nAt, n=1,...,N. Suppose further
that there are L € N lattice cells of I' within D and R € N grid points in
each lattice cell, which yields the following discretization

1 (-1
ky = ———I—T, where (€ {l,...,L} CN,
2 (2.12)
2r(r —1)
Y= where re{l,...,R} C N.
Thus we evaluate the solution at the grid points
T, =e(2m(0—1) 4 y,). (2.13)

Now we introduce the following unitary transformation of f € L*(R)

(Tf)(y, k)= f(y. k) = Z fle(y + 27r7))6_i2”k”, yelCkeB, (2.14)

YEZ

such that f(y, k) has the same periodicity properties w.r.t. y and k as the
Bloch eigenfunctions ¢,,(y, k) and can be decomposed into a linear combi-
nation of such eigenfunctions. Moreover, it can be shown that the Bloch
coefficient in (2.8) can be equivalently written as

Con(k) = / F (g, k)@ (y, K)dy. (2.15)

We are now ready to set up the Bloch decomposition-based time-splitting
algorithm. Suppose that at time t,, we are given ¢ (t,, 7¢,) ~ ¢},. Then wZ;’l

is obtained as follows:



Step 1. Solve the equation

2

on a fixed time interval At. Here we need to apply the transformation T
defined in (2.14) to 1 for each fixed t so that Tu(t,-) = (t,y, k) satisfies
the same periodic boundary conditions w.r.t. y as ¢, (y, k), where y = z/e.
Then 9 (t,y, k) can be decomposed as

Uity k) =Y P =Y Cult.k)em(y, k). (2.17)

meN meN

By (2.10), we have the following evolution equation for the Bloch coefficient
C(t, k)
ie0,Cp(t, k) = Ey (k) C(t, k) (2.18)

which yields
Crn(t, k) = Cpp(0, k)eEm k)=, (2.19)

Step 2. Solve the ODE
iednh = U(2) (2.20)

on the same time interval where the solution in Step 1 serves as the initial
condition here. And the exact solution is

b(t, ) = (0, x)e” Ve, (2.21)

The algorithm given above is first order in time but we can easily obtain
a second order scheme by the Strang’s splitting method. Indeed, Step 1
consists of several intermediate steps as given below:

Step 1.1. Compute v at t, by

L
Up, =Y Wf,em i), (2.22)
j=1



Step 1.2. Compute the Bloch coefficients via (2.15),

R
n 27 .
Cm(tn’ ké) ~ ml — E Z wm,fﬁpm(yra ké)
r=1
2T o - -
=2 D VX (s hi)e ™ (2.23)
r=1

2w U 57z
~ D Ve D Xm(A ke e
r=1

A=—R/2
Step 1.3. Compute the Bloch coefficients at ¢, via (2.19)
Cn—l—él _ Cm —zEm(kg)At/s. (224>

m

Step 1.4. Obtain 1& at t"*! by summing up all the band contributions

M
bt = O X (s K (2.25)

m=1

Step 1.5. Implement the inverse transformation

TL+1 Z¢n+1 ZQﬂ'k (f 1 (226)

This concludes the numerical procedure in Step 1.

2.3. Stability of the algorithm

It has been mentioned in some references [24, 25] that this splitting scheme
conserves the total mass |[¢)(¢, )|z on the fully discrete level and hence it’s
unconditionally stable. But no rigorous proofs have been found. So we are
trying to make up for this.

It’s easy to see that Step 2 conserves the total mass since U(x) € R. As
for Step 1, by (2.11) and the orthogonality of the Bloch eigenfunctions ¢,,,
it’s natural that Step 1 should conserve the total mass. To be precise, we
give the following proposition.

Proposition 2.1. Assume that the number of bands is the same as that of
grid points in each lattice, i.e., M = R, then Step 1 in the Bloch decompo-
sition based time-splitting scheme conserves the total mass, i.e., if Y™ is
obtained from Y™ through Step 1, then |[¢" |2 = |["| 2.
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Proof. We have

L

LR n+1(|2 n—l—l 2 d 1 n+1 z27rk (r—1)
|| P ZZW ZZ =30
/=1 r=1 =1 r=1 7=1
1 I B 1 L B M 2
EZZ| i 1= LZZ chﬂ‘%(yrvk)
j=1r=1 j=1 r=1 |m=1
L M L M
_ %% Z Z ‘Cn+l|2 %% Z Z ‘C;L%je_iEm(kj)At/EP
Jj=1m=1 j=1 m=1

(2.27)

(2.28)

7j=1 m=1 r=1
1 L R 1 L R | L 2
S PBITEED 9 o R
j=1 r=1 =1 r=1 | r=1
L R
LR, .,
=> ) W= - |l¥ I
/=1 r=1
Here we use the identities
zL:ei%r( )/ L L, (j—%k) modL=0,
= 0, (j—k) modL #0,
and
——— R
ngm yT7 Qpn Yr, k) == %51%117 (229)
——— R
Z Qom y’f‘7 Qom ysuk ) = %67‘3- (230)

(2.29) is the orthogonality of ¢,,(y, k) w.r.t. y on the discrete level and (2.30)



is due to

1 R/2-1
Pl k) = = > K\ Jey)e Bt (2.31)
V2T, T
and o
Z ci2m(i—k)N/R _ R, (j - k) mod R =0 (2 32)
A=—R/2 0, (j—k) mod R#0 '

where the multiplier \/%_W in (2.31) is the scaling in the preprocessing step to
make (2.29) hold and if M = R, [Xm (A, k;)] is, for fixed j, with m and A
being the indices, the matrix of eigenvectors of a Hermite matrix which is
unitary since the shifted Hamiltonian H(k;) is self-adjoint (for more details,
please refer to [24]). O

3. BD-based stochastic Galerkin method

In this section, we are about to generalize the Bloch decomposition-based
time-splitting method to the Schrodinger equation subject to random in-
puts. We first set up the mathematical formulation of the problem we are
considering.

3.1. Mathematical formulation

Recall that we focus on the case where electrons move in a periodic po-
tential influenced by a weakly random external field which does not change
the periodic lattice structure. In this case, the randomness will be restricted
to the external potential. Now the external potential should depend on
not only the spatial variable, but also a d-dimensional random variable, i.e.,
U =U(xz,z), where z € R? represents some kind of randomness. As a result,
the solution is also dependent on the random variable z, i.e., ¥ = ¥ (t, z, z).

So we are now considering the following problem,

2

1€ = —%amw + Vr(g)'l/f +U(z,2)Y, teRteR,z€QCRY,

Vlt=o = tin(2)
(3.1)
where it’s assumed that vy, € L*(R) and ||¢s,|]z2 = 1 without loss of gen-
erosity.
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3.2. gPC Galerkin method

In view of the generalized polynomial chaos expansion, we approximate
the external potential and the solution via a truncated orthogonal polynomial
series [40]. That is, for random variable z € R, we approximate them by

Uz, 2) ~ Ug(,2) = Y Upl(a)®p(2), (3.2)
Yt x,2) m gt e, 2) = Y ay(t,2)8p(2) (3.3)

where {®,(2)} are from P4, the space of d-variate orthogonal polynomials of
degree up to () > 1, and orthonormal:

/@k(z)(bj(z)du(z) =0y, 1<k j<P= dim(IP’é) = C’flﬁrQ. (3.4)

Here 41(z) is the probability distribution of z and ¢, is the Kronecker delta
function. The orthogonality with respect to u(z) defines the orthogonal
polynomials with respect to the same weight function to achieve faster con-
vergence. For example, Gaussian distribution defines Hermite polynomials;
Gamma distribution defines Laguerre polynomials, etc. Note that when the
dimension of randomness d > 1, an ordering scheme for multiple index is
needed to re-order the polynomials into a single index p. Typically, the
graded lexicographic order is used. See Section 5.2 of [43].

Once a basis is chosen, the gPC approximations (3.2) and (3.3) are in-
serted into the one-dimensional random Schrédinger equation (3.1). Then a
Galerkin projection procedure can be applied to ensure the residue is orthog-
onal to PdQ. That is, forp=1,..., P,

82

E[icdq®,| = E[—gaxm@%] + E[VF(g)@DQ@p] + E[Uq(x, 2)1q®,] (3.5)

where [E is the expectation operator. By orthogonality, we have

P P
)@Ep + Z Z Ujdqejqp (3.6)
7j=1 g=1

2
. g2 .
Zgat'gbp = —Eamtbp + VF(

o8

where e;,, = E[®;D,D,].
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Hence, we obtain the following system

2

i) = —%&cﬂh vp(g);h Apd, z€R, teR (3.7)

where ¢ = (41, ..., p)T is the coefficient vector, and Ay = (apq)1<p.q<p With

apg(T) = Z Uj(x)ejqp- (3.8)

Obviously, Ay is real and symmetric.
Since the initial condition for (3.1) is deterministic, the initial conditions
for (3.7) are

2 {@bzn(z)a P = 1> (39)

¥(0,2) = 0, p#1.

Remark 3.1. [t’s straightforward to generalize the above procedure to the
case where randommness is also included in the initial condition, i.e, 1, =
Yin(x, 2), which may be due to the uncertainty of measurement. Then the
initial condition for the PDE system (3.1) changes from (3.9) to

(0, 7) = /¢in(x, By ()du(z), p=1,--- P (3.10)
The other settings remain the same.

3.8. Bloch decomposition-based stochastic Galerkin scheme

Using gPC expansion, what we want to solve changes from a scalar
stochastic PDE (3.1) to a deterministic PDE system (3.7). Since the pe-
riodic lattice potential Vi is not coupled in the system (3.7), it’s easy to
generalize the Bloch decomposition-based time-splitting scheme to solve it.

As a preprocessing step, we still need to calculate the energy band E,, (k)
and eigenfunctions ¢,,(y, k). In addition, the matrix Ay (x) is also needed.
Note that these computations are needed only once as a preparatory step,
the numerical costs for them are negligible.

Suppose that at time ¢, we are given J(tn,xw) ~ 1@"7, Then Jlnjl
obtained as follows:

Step 1. First, we solve P equations

18

2

. ~ £ ~ T, »
Zgat'gbp = —Eaxx'gbp‘l—VF(g)wp, p= ]_,...,P (311)
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on a fixed time interval At using Bloch decomposition method. In other
words, we call P times the Step 1 (2.22)-(2.26) in the BD-based time-splitting
method, with (3.9) or (3.10) as the initial condition at .

Step 2. In the second step, we turn to solve the ODE system

ied) = Ay (3.12)

on the same time interval, where the solution obtained in Step 1 serves as
the initial condition for Step 2. We can easily obtain the analytic solution
for the system, which formally can be represented as

U(t,x) = e OG0, 7). (3.13)

3.4. A classical time-splitting spectral scheme with stochastic collocation
method

Although there’s not much numerical literature on this specific problem,
there’re some sampling methods for uncertainty quantification if a deter-
ministic solver already exists [42, 43]. Here, we introduce the stochastic
collocation method with the classical time-splitting spectral method (TS) as
the deterministic solver (TS-SC) as a comparison to the BD-SG scheme.

Stochastic collocation, unlike Monte Carlo method, makes use of the poly-
nomial approximation theory to strategically locate the sample nodes to gain
accuracy while sampling. In one-dimensional case, to gain high accuracy, the
optimal choice is usually the Gauss quadratures. For dimensions larger than
1, two popular approaches are the tensor products of one-dimensional nodal
sets and sparse grids [41].

Let {z; };V:“l be the set of nodes, where Nj, is the total number of nodes.
One may then apply the classical time-splitting spectral scheme to (3.1) for
each fixed z; and obtain solutions v;(t, z, 2;), j = 1,..., Ng.. With the solu-
tion ensembles {z;, ¢;(¢, z, z;) }, one then seeks to construct an approximation
(t,x,z). Most constructions are linear and give an approximation of the

form
NSC

Y(t,z,2) = Z¢j(t,x,zj)€j(z) (3.14)

where the form of the function ¢;(z) depends on the construction method. For
example, if the Lagrange interpolation is used, £;(zj) = d;,. Other construc-
tion methods are also used like least-square regression, discrete projection,
etc [42, 43].
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We now focus on the Lagrange interpolation. With the approximation
constructed, one may be able to study the solution statistics. Take the
expectation of the solution for example, it may be evaluated in the following

way,
NSC

Bl =Y [ )dutz). (3.19

The time-splitting scheme [9, 10, 19], as the deterministic solver, ignores
the additional structure provided by the periodic potential Vi. For the pur-
pose of comparison, we present this method here.

Step 1. In the first step, we solve the equation

2

iedp) = —%amw (3.16)

on a fixed time interval At, using the pseudospectral method.
Step 2. In step 2, we solve the ODE

ied = (Vp(g) + U(a:)) " (3.17)

on the same time interval, where the solution obtained in Step 1 serves as
the initial condition for Step 2. It’s easy to see that the solution of (3.17) is

D(t, ) = (0, z)e " (VE /U@, (3.18)

4. Properties of the algorithm

4.1. Conservation of mass

Before we dig deeper into this topic, we should note that we have in-
troduced randomness into this problem. So we must extend the concept of
conservation of mass to stochastic setting [28].

Definition 4.1. Let S be a numerical scheme for (3.1), which results in a
solution 1s(t, x,z). We say that S has the property of strong conservation
of mass if

/\ws(t,x,z)|2daj:/\ws(O,x,z)|2d:c, V>0, as. zef; (4.1)
R R

S has the property of weak conservation of mass if

E[/R|¢g(t,:c,z)\2dx] :E[A\ws(o,x, APdz), V>0, (4.2)

where () is the random domain.
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In Definition 4.1, the integral in (4.1) or (4.2) w.r.t = should be understood
to be in the discrete sense.

It’s obvious that strong conservation of mass is difficult to achieve as
it almost requires the analytical solution of (3.1) over the entire random
domain. However, weak conservation of mass is more realistic.

As for the Bloch decomposition-based stochastic Galerkin method, since
{®,(2)}5_, are orthogonal, if we take expectation and use Fubini Theorem,
we have

Hé%ﬂm@%ﬂzl%@@%x (4.3)

So weak conservation of mass is equivalent to the conservation of the gPC
coefficient vector, i.e.

/ (t, z)[*de = / 1(0, 2)[2dz, V> 0. (4.4)
C C

We proceed to deduce that our algorithm has the property of weak con-
servation of mass.

In step 1, each component of 1; evolves separately. And by Proposition
2.1, the L?-norm of each component of J is preserved during the time evolu-
tion if the assumption is satisfied.

In step 2, we solve the ODE system (3.12) analytically. Note that the
coefficient matrix Ay (z) is real and symmetric, which has P real eigenvalues
and P orthonormal eigenvectors, the L?-norm of J is preserved by the form
of the analytic solution (3.13).

Theorem 4.1. Under the same assumption of Proposition 2.1, the Bloch de-
composition based stochastic Galerkin scheme has the property of weak con-
servation of mass and hence is unconditionally stable.

Remark 4.1. The Schrodinger equation is time reversible. And how
evolves in both steps implies that our scheme is also time reversible, i.e.,
if we change At into —At, we can reconstruct " with Y™ as the initial
data.

4.2. Conservation of energy
For the one-dimensional Schrodinger equation, the local energy density is

e(t,2) = Flowt o) + (M) +U@) ko)l (45)
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In the stochastic setting, the energy density also depends on the random
variable z, i.e.,

e(t,z,2) = %z\amw(t,x,z)ﬁ n (vp(g) 4 U(a, z)) Witz 2)% (4.6)

Analogous to Definition 4.1, conservation of energy in the strong sense means
/ e(t,z, z)dr = / e(0,z,2)dx, Vt>0, as. z€Q; (4.7)
R R
conservation of energy in the weak sense means

E[/R e(t,x, z)dz| = E[/R e(0,z, z)dz], ¥t >0. (4.8)

Again, we mainly focus on the weak conservation of energy. For our BD-SG
scheme, take expectation and use Fubini’s Theorem, the Hamiltonian or the
energy that is desired to be conserved is

1O = [ F105t0F + VDI 0 + 3.0 A ()i, 2)ds, (19)

where Ay is defined as before and the integral should also be considered on
the discrete level.

Up to now, we still couldn’t prove the weak conservation of energy for
our scheme analytically. But our numerical results support this property.

4.3. Numerical errors and Numerical costs

Let us first consider truncation error. There’re two types of truncation
errors since we use gPC expansion up to a finite order and finitely many
Bloch bands in the Bloch decomposition. According to the Cameron-Martin
theorem [13], the Fourier-Hermite series converge to any L? functional in the
L? sense. Moreover, it’s shown numerically by Xiu et al [40] that an appropri-
ate choice of orthogonal polynomials can lead to exponential convergence of
gPC expansions. What’s more, the numerical experiments in [24] show that
the mass concentration in each Bloch band decays rapidly as m — 400 if ¢,
is smooth and thus only a few Bloch bands are needed to ensure sufficient
accuracy, which indicates Bloch decomposition also achieves exponential con-
vergence rate. So we just need use a few terms of both expansions since the
temporal discretization error will eventually be dominant.
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Certainly, the time-splitting scheme (3.11)-(3.12) is first order in time.
But if we adapt the Strang’s splitting procedure, we could obtain a second
order scheme. This generalized algorithm still computes the dominant effects
from dispersion and the periodic lattice potential in one step, maintaining
the strong interaction, and treats the weak non-periodic random potential as
a perturbation. Because the split-step error between the periodic and non-
periodic parts is relatively small, our algorithm still preserves the advantage
of allowing a relatively larger time step size [24].

It has been shown in [24] that the complexity of Step 1 in the BD scheme
is O(MLRlog(R)) vV O(RLlog(L)) and that of Step 2 is O(RL), which are
comparable to that of the classical time-splitting scheme. It’s obvious that
the complexity of the BD-SG scheme is O(PM LR1og(R))VO(PRLlog(L))V
O(P?RL). Numerical results will show that a moderate P will be sufficient
if the magnitude of randomness is not too large, which is consistent with the
problem we're considering. So the complexity of the BD-SG scheme should
be O(PMLRlog(R)) V O(PRLlog(L)) since P < LV R regardless of the
scale of € and note that M = R if we want to ensure the weak conservation
of mass. The above discussion indicates that the BD-SG scheme has a huge
advantage in efficiency since the sampling methods combined with a deter-
ministic solver, e.g., the classical time-splitting method, usually need a large
number of samplings and thus a large number of calls of the deterministic
solver.

Remark 4.2. The BD-SG algorithm (3.11), (3.12) can be implemented in
parallelization w.r.t. P in a very natural way. Hence, given a moderate num-
ber of processors, the numerical cost on each processor would be comparable
to the serial case where P = 1. And the total computational time can be
reduced dramatically.

5. Numerical experiments

In this section, we will present several numerical examples to illustrate
the efficiency of our algorithm. For simplicity, we shall always assume a one-
dimensional random variable z obeying the uniform distribution on [—1, 1],
and thus the Legendre polynomial chaos are adopted as the gPC basis. Multi-
dimensional random variables can be handled in a similar and straightforward
way. Typically, to examine the accuracy of numerical solutions, reference so-
lutions are used, which are computed using very fine spatial grids, small time
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steps via the classical time-splitting method and the high-order stochastic col-
location method. And all the following experiments are conducted on a PC
with 2.60 GHz CPU. To quantify the difference the difference between the
numerical solution obtained via BD-SG, ¢/2%(¢, z, ), and the exact’ solution,
W (t, x, z), the following two metrics are introduced:

Apean (8) = [B[(t, )] = E[7(t, )]l e, (5.1)

Ager(t) = |[VE[[wee(t, - )2 = VE[[UPE(E, -, ) Pl 2. (5.2)
The former is the difference in the sense of mean, while the latter is in the

sense of mean density.
We shall choose for (3.1) the initial data v, € L*(R) of the form

1/4
bon() = (9) ¢Sla=?, (53

™

For our numerical simulation below, we shall mainly use the following two
types of periodic potentials, the Mathieu’s model

Vr(x) = cos(z) + 1 (5.4)

and the Kronig-Penny’s model given by

VF(x) =1= Z 1x6[g+27r’y,37”+27r'y]' (55)

YEZL

With the above setting, we should turn to the random external potentials,
namely, the following three types,

U(z) = |v — 7> +0.5(z cos(2z) + 1), (5.6)

which is a harmonic potential with a weak noise, and then a non-smooth

potential
z+1

r+1

and
U(x,z) = (1+0.12)x (5.8)

modelling a random (electric) force field.
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In the first series of numerical experiments, we shall consider the conver-
gence test w.r.t. the temporal and spatial discretization for our scheme. The
results are given in Tables 1-4.

Table 1: Convergence test w.r.t. ¢ for Vr given by (5.4), U given by (5.6) at T
(a) e=1/4,T =1, Az = /128 and gPC order of 4

At 1/2 1/4 1/8 1/16 1/32
ABG 1.36E-01 | 3.14E-02 | 7.70E-03 | 1.91E-03 | 4.78E-04
convergence order 2.1 2.0 2.0 2.0
ARG 1.16E-01 | 2.63E-02 | 6.42E-03 | 1.60E-03 | 3.99E-04
convergence order 2.1 2.0 2.0 2.1
(b) e =1/64,T = 0.2, Az = 7/512 and gPC order of 8
At 1/10 1/20 1/40 1/80 1/160
ABG 1.26E-01 | 1.53E-03 | 2.50E-04 | 6.22E-05 | 1.55E-05
convergence order 3.0 2.6 2.0 2.0
ARG 2.22E-02 | 1.97E-03 | 3.79E-04 | 9.40E-05 | 2.33E-05
convergence order 3.5 2.4 2.0 2.0
(c) e =1/512,T = 0.02, Az = 7/16384 and gPC order of 8
At 1/50 1/100 1/200 1/400 1/800
ABCG 3.30E-03 | 1.03E-03 | 1.44E-04 | 3.13E-05 | 7.76E-06
convergence order 1.7 2.8 2.2 2.0
ARG 8.13E-03 | 2.65E-03 | 2.34E-04 | 5.68E-05 | 1.40E-05
convergence order 1.6 3.9 2.0 2.0
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Table 2: Convergence test w.r.t. ¢ for Vp given by (5.5), U given by (5.6) at T
(a) e =1/4,7 =1, Az = 7/256 and gPC order of 8

At 1 1/2 1/4 1/8 1/16
ABG 5.72E-01 | 1.05E-01 | 2.58E-02 | 6.32E-03 | 1.74E-03
convergence order 2.4 2.0 2.0 1.9
ARG 3.42E-01 | 6.88E-02 | 1.65E-02 | 4.06E-03 | 1.03E-03
convergence order 2.3 2.1 2.0 2.0
(b) e =1/16,T = 0.5, Az = w/512 and gPC order of 8
At 1/2 1/4 1/8 1/16 1/32
ABG 1.21E-01 | 3.08E-02 | 7.02E-03 | 1.96E-03 | 5.79E-04
convergence order 2.0 2.1 1.8 1.8
ARG 1.54E-01 | 3.27E-02 | 6.90E-03 | 1.72E-03 | 4.51E-04
convergence order 2.2 2.2 2.0 1.9

Table 3: Convergence test w.r.t. = for Vr given by (5.4), U given by (5.7) at T

(a) e=1/512,T = 0.02, At = 1/500 and gPC order of 8

Az /512 /1024 /2048 | /4096

ABG 2.45E+01 | 4.21E-01 | 4.72E-03 | 3.29E-06
convergence order 5.9 6.5 10.5

ARG 1.28E+02 | 1.99E+00 | 1.95E-02 | 9.51E-06
convergence order 6.0 6.7 11.0

(b) e =1/1024,T = 0.01, At = 1/1000 and gPC order of 8

Az /1024 /2048 w/4096 | m/8192

ABG 2.45E+01 | 4.12E-01 | 4.83E-03 | 4.24E-06
convergence order 5.9 6.4 10.2

ARG 1.28E+02 | 2.01E+00 | 2.00E-02 | 5.58E-06
convergence order 6.0 6.6 11.8
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(a) e =1/64,T = 0.05, At = 1/200 and gPC order of 8

Table 4: Convergence test w.r.t. = for Vr given by (5.5), U given by (5.7) at T

Ax /64 /128 /256 /512
ABCG 7.58E+00 | 4.71E400 | 3.57E-01 | 1.82E-02
convergence order 0.7 3.7 4.3
ARG 1.16E+01 | 6.56E400 | 6.17E-01 | 3.67E-02
convergence order 0.8 3.4 4.1
(b) & =1/1024, T = 0.01, At = 1/600 and gPC order of 8
Ax /1024 /2048 /4096 | /8192
ABCG 6.07E-01 | 4.80E-01 | 5.81E-02 | 1.98E-03
convergence order 0.3 3.0 4.9
ARG 3.00E+00 | 1.90E+00 | 1.88E-01 | 5.49E-03
convergence order 0.7 3.3 5.1

The results in Tables 1 and 2 show that the BD-SG scheme is second
order in time. And the results in Tables 3 and 4 show that the BD-SG
scheme exhibits exponential convergence in space in both cases of periodic
potentials while in the case of a smooth periodic potential, the convergence
rate in space is even faster.

In Figures 1 and 2, results of convergence test w.r.t. gPC order are shown.
We can see that both errors will saturate quickly at a certain gPC order as
the temporal or spatial discretization error would become dominant. And
before saturation, the fast exponential convergence w.r.t. the order of gPC
expansion can be observed. Therefore, our BD-SG scheme just has to utilize
a few gPC order to obtain an accurate solution and has the advantage of
lower computation costs.
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Figure 1: Convergence test w.r.t. gPC order for Vi given by (5.4), U given by (5.6) at T'
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Figure 2: Convergence test w.r.t. gPC order for Vi given by (5.5), U given by (5.6) at T'

Another natural idea to solve (3.1) is to combine the classical time-
splitting method and Monte Carlo method (TS-MC). In general, the con-
vergence rate of Monte Carlo method is pretty slow at O(1/v/K), where K
is the number of realizations. So we expect that the BD-SG scheme works
better than TS-MC. We apply both methods to the example of Vi given by
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(5.4) and U given by (5.8) with ¢ = 1. We define ATY —and ATM accord-
ingly. The results are shown in Figure 3 and Table 5.
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Figure 3: Vi given by (5.4), U given by (5.8) at T = 1 with e = 1. At = 1/100,Az =
/128 for both methods. BD-SG uses gPC order of 4 while TS-MC uses 1,000 realizations

Table 5: TS-MC for Vi given by (5.4) and U given by (5.8) with ¢ = 1/4,T = 1,At =
1/100, Az = /128 and K realizations while ABG, = 4.25F — 03 and AZG = 2 88F — 03

mean

for BD-SG with the same temporal and spatial discretization and gPC order of 4.

K 10 100 1,000 10,000
ATM 1 1.36E-01 | 4.61E-02 | 1.14E-02 | 8.91E-03
ATM 15 87E-03 | 2.93E-03 | 2.84E-03 | 2.84E-03

Compare the results computed by TS-MC with that computed by BD-SG,
it’s clear that, with the same temporal and spatial discretization, the TS-MC
needs around 1,000 realizations to achieve the same mean density error level
as BD-SG scheme with gPC order of 4 and more than 10,000 realizations
to achieve the same mean error level. With the same temporal and spatial
discretization, the CPU time is around 3 seconds for BD-SG using gPC order
of 4 in ignorance of the preparatory step while it’s 5 seconds for T'S-MC using
1,000 realizations and 51 seconds for T'S-MC using 10,000 realizations. Thus,
it’s easy to see that BD-SG works much better than TS-MC.

Remark 5.1. In [24], it’s numerically shown that BD method works much
better than TS method in the case where Vi is non-smooth and/or ¢ < 1.
So we may expect that the BD-SG method works much better than TS-MC

method in those cases.
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Next, we want to compare the BD-SG method and the classical time-
splitting method with stochastic collocation method (T'S-SC). Since the stochas-
tic collocation method makes use of the polynomial approximation theory, it
also works better than the Monte Carlo method. We apply BD-SG and TS-
SC to 2 cases. Again, ATC ~and ATC are defined accordingly. The results
are shown in Figures 4, 5 and Tables 6, 7.

5

: oo ‘
LVJ of U/ ~_ 1 \J

) e (T, )2 (b) [E[per — P9 (c) [E[e" — 4T
Figure 4: Vp given by (5.4), U given by (5.6) at 7' = 1 with e = 1. At = 1/100, Az =
m/128 for both methods. BD-SG uses gPC order of 4 while TS-SC uses 5 quadrature

nodes

Table 6: Comparison between BD-SG and TS-SC for Vi given by (5.4), U given by (5.6)
at T

(a) BD-SG
€ T At Az gPC order | ABC AFY
1/4 1 0.01 | /128 4 4.90E-05 | 4.08E-05
1/1024 | 0.01 | 0.001 | /8192 4 1.96E-03 | 1.83E-05
(b) TS-sC
€ T At Az number of nodes | ATC - AIC
1/4 1 0.01 /128 5 1.82E-04 | 8.80E-05
1/1024 | 0.01 | 0.000004 | 7/8192 5 1.96E-03 | 4.40E-05
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Table 7: Comparison between BD-SG and TS-SC for Vi given by (5.5), U given by (5.8)
at T'

(a) BD-SG
€ T At Az gPC order | ABC ADC
1/4 1 0.1 | m/128 4 1.35E-02 | 9.03E-03
171024 | 0.01 | 0.001 | /8192 1 3.44E-03 | 1.74B-02
(b) TS-SC
€ T At Az number of nodes | ATC - ATC
1/4 1 0.001 /256 5) 2.83E-02 | 1.17E-02
1/1024 | 0.01 | 0.00005 | /32768 5 3.69E-03 | 2.20E-02

Comparison between BD-SG and T'S-SC tells us that when V- is smooth,
these two methods give almost the same result when ¢ = O(1) but if ¢ <
1, the BD-SG method can achieve an accurate solution with At = O(1),
Az = O(e) while the TS-SC needs finer time steps to get a solution at
the same error level. When Vr is non-smooth, the BD-SG achieves better
results than TS-SC even if ¢ = O(1) and as ¢ gets smaller, the advantage
is more prominent. Thus, the BD-SG method still preserves the advantage
of allowing relatively larger time step size when Vp is non-smooth and/or
e < 1. The result is consistent with that given in [24].

Remark 5.2. As for the disposal against randomness, it’s stated in [42]
that the exact cost comparison between gPC Galerkin and stochastic collo-
cation depends on many factors, a large number of which are unknown, but
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it’s fair to say that the gPC Galerkin should be preferred if the coupling of
gPC Galerkin does not incur much additional computational cost or efficient
solvers can be developed to decouple the gPC' system, especially for the case
where the dimension of random space is high. And in [5], it’s shown that the
numerical performances of these two methods are comparable. So we don’t
present examples of direct comparison between these two method.

Remark 5.3. Apparently, the finite difference method can be chosen as the
deterministic solve for the Schrodinger equation. But in many references,
e.g. [9], it has been shown that the classical time-splitting method works
much better than the finite difference method. So we don’t generalize the
finite difference method to the stochastic setting as a comparison with our
BD-SG method.

Thus, by comparing the BD-SG method with some other methods, it
can be concluded that the combination of the Bloch decomposition and the
stochastic Galerkin method is an appropriate choice for the Schrodinger equa-
tion with a periodic potential and a random external potential.

5.1. Conservation quantities

Recall that the total mass and energy are two of the most important
conservation quantities for the Schrodinger equation. And we have discussed
the conservation of mass and energy in the weak sense in Section 4. We prove
analytically that our BD-SG scheme enjoys the property of weak conservation
of mass. In this subsection, we will numerically show that the BD-SG scheme
enjoys both properties of weak conservation of mass and energy. We define

M(t) = E[/R [U(t, z, 2)|[*dx] (5.9)

and recall that in our case, the energy we want to preserve is given by (4.9).
Figures 6 and 7 show that the performance of conservation of mass is better
than that of energy. But the errors of both quantities are acceptable.
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Figure 6: Vi given by (5.4), U given by (5.7) and e = 1/4
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Figure 7: V¢ given by (5.5), U given by (5.8) and ¢ = 1/1024

5.2. Numerical evidence for Anderson localization

The phenomenon of Anderson localization describes the absence of dis-
persion for waves in random media with sufficiently strong random pertur-
bations, which has been studied extensively.

To observe this phenomenon, we may consider a relatively weak periodic
potential

Vr(z) = 0.5+ 0.5 cos(x) (5.10)

and the random potential

U(x) = o|z| cos(z) (5.11)
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where o represents the magnitude of randomness.
To measure the presence of Anderson localization, we consider the expec-

tation of the second spatial moment of the position density, i.e.,
5() = 21 [ [oPl0(t,2,2)da] (512
R

It measures the spreading of the particle density. If the particles are localized,
S(t) should grow slowly and eventually become a constant in time.

Figure 8 shows the mean density of solutions with ¢ = i at T' = 1.5 for
different o’s. And Figure 9 shows the temporal behavior of S(¢). From both

figures, the phenomenon of Anderson localization is observed and our BD-SG
can successfully capture this phenomenon.
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Figure 9: The temporal behavior of S(t)
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6. Conclusion

Here we present a new Bloch decomposition-based stochastic Galerkin
algorithm for the one-dimensional Schrodinger equation with a periodic lat-
tice potential and a random external potential. We mainly focus on the case
where the randomness is relatively weak. We first diagonalize the periodic
part of the Hamiltonian operator using Bloch decomposition so that the ef-
fects of dispersion and the lattice potential are computed together. For the
random potential, we utilize the general polynomial chaos expansion with
a Galerkin procedure to form an ODE system which can be exactly solved.
We prove analytically that this algorithm has the property of weak conser-
vation of mass and thus it is unconditionally stable. Numerical experiments
show that it is second order in time, achieves fast convergence in spatial dis-
cretization and gPC order and even has the property of weak conservation of
energy. Moreover, we show the superiority of our method over the traditional
time-splitting spectral method with Monte Carlo method and stochastic col-
location method in the sense that the numerical cost of our method is much
lower for the problem we consider, especially in the case where the peri-
odic potential is non-smooth and/or ¢ < 1 since our method allows a larger
time step size. Finally, we see that our method can successfully capture the
phenomenon of Anderson localization.

For future extensions, we may study the approximation of orthogonal
polynomials in a more theoretical way and expect some analytical results
on the convergence rate. Furthermore, we may enlarge the space of random
bases so that a more accurate basis for the square integrable functionals of
random variables can be chosen.
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