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Abstract

We propose an extension of the discretization approaches for mul-
tilayer shallow water models, aimed at making them more flexible and
efficient for realistic applications to coastal flows. A novel discretiza-
tion approach is proposed, in which the number of vertical layers and
their distribution are allowed to change in different regions of the com-
putational domain. Furthermore, semi-implicit schemes are employed
for the time discretization, leading to a significant efficiency improve-
ment for subcritical regimes. We show that, in the typical regimes in
which the application of multilayer shallow water models is justified,
the resulting discretization does not introduce any major spurious fea-
ture and allows again to reduce substantially the computational cost
in areas with complex bathymetry. As an example of the potential of
the proposed technique, an application to a sediment transport prob-
lem is presented, showing a remarkable improvement with respect to
standard discretization approaches.

1 Introduction

Multilayer shallow water models have been first proposed in [2] to account
for the vertical structure in the simulation of large scale geophysical flows.
They have been later extended and applied in [5, 4, 6]. This multilayer model
was applied in [3] to study movable beds by adding an Exner equation. A
different formulation, to which we will refer in this paper, was proposed
in [26], which has several peculiarities with respect to previous multilayer
models. The model proposed in [26] is derived from the weak form of the
full Navier-Stokes system, by assuming a discontinuous profile of velocity,
and the solution is obtained as a particular weak solution of the full Navier-
Stokes system. The vertical velocity is computed in a postprocessing step
based on the incompressibility condition, but accounting also for the mass
transfer terms between the internal layers. In [25], this multilayer approach
is applied to dry granular flows, for which an accurate approximation of
the vertical flow structure is essential to approximate the velocity-pressure
dependent viscosity.

Multilayer shallow water models can be seen as an alternative to more
standard approaches for vertical discretizations, such as natural height coor-
dinates, (also known as z—coordinates in the literature on numerical mod-
elling of atmospheric and oceanic flows), employed e.g. in [11, 16, 19], terrain
following coordinates (also known as o—coordinates in the literature), see e.g.
[31], and isopycnal coordinates, see e.g. [9, 18]. Each technique has its own
advantages and shortcomings, as highlighted in the discussions and reviews



in [1, 11, 12, 32]. Multilayer approaches are appealing, because they share
some of the advantages of z—coordinates, such as the absence of metric terms
in the model equations, while not requiring special treatment of the lower
boundary. On the other hand, multilayer approaches share one of the main
disadvantages of o—coordinates, since they require, at least in the formu-
lations employed so far, to use the same number of layers independently of
the fluid depth. Furthermore, an implicit regularity assumption on the lower
boundary is required, in order to avoid that too steeply inclined layers arise,
which would contradict the fundamental hydrostatic assumption underlying
the model.

In this work, we propose two strategies acting at the same time to make
multilayer models more efficient and fully competitive with their z— and
o—coordinates counterparts. On one hand, we propose a novel discretization
approach, in which the number of vertical layers can vary over the computa-
tional domain. We show that, in the typical regimes in which the application
of multilayer shallow water models is justified, the resulting discretization
does not introduce significant errors and allows to reduce substantially the
computational cost in areas with complex bathymetry. In this way, multi-
layer approaches become fully competitive with z—coordinate discretizations
for large scale, hydrostatic flows. Furthermore, efficient semi-implicit dis-
cretizations are applied for the first time to the discretization of the free
surface gradients and the flow divergence in multilayer models. Notice that a
semi-implicit approach for the discretization of vertical viscosity and friction
terms has instead been introduced in [4, 26]. In order to further simplify the
presentation, we only introduce the discretization for an x — z vertical slice,
even though both, the multilayer approach (see [26]) and any of the methods
presented, can be generalized to the full three dimensional case. In this pa-
per, again for simplicity, we have restricted our attention to constant density
flows. An extension to variable density problems in the Boussinesq regime
will be presented in a forthcoming paper. However, as a first step, we present
in Appendix A a detailed description of the coupled discretization of a tracer
equation. Not only it is the basis for the variable density extension, but,
as shown in [30], the coupling of this equation to the discretized continuity
equation is not a trivial issue and it is very important to verify compatibility
conditions between the discrete continuity equation and the discrete tracer
equations.

In section 2, the equations defining the multilayer shallow water models of
interest will be reviewed. In section 3, the spatial discretization is introduced
in a simplified framework, showing how the number of layers can be allowed
to vary over the computational domain. In section 4, some semi-implicit
time discretizations are introduced for the model with a variable number



of layers. Results of a number of numerical experiments are reported in
section 5, showing the significant efficiency gains that can be achieved by
combination of these two techniques. Some conclusions and perspectives for
future work are presented in section 6.

2 Multilayer shallow water models

We consider the multilayer shallow water model described pictorially in figure
1. In this approach, N subdivisions €2,, o = 1,..., N of the domain €2 are
introduced in the vertical direction. We denote by h,, the height of the layer
a and by h = Zi\[zl he the total height. Note that Q = ngl Q, and that
each subdomain €2, is delimited by time dependent interfaces Fai%(t), that
are assumed to be represented by the one valued functions z = z, jE%(t, ).

These interfaces can be written as 2,112 = 2172 + Zgzl hg, depending on
the thicknesses hq, where z;/5 = b(z) is a function describing the bottom.
Given a function f we also define as in [26], for a = 0,1, ..., N,
- +
fa+% = (‘f|ﬂa(t))‘ra+%(t) and fa—i—% = (f|s2a+1(t))|ra+%(t)'

Obviously, if the function f is continuous,

- _ ft+ _ =
fart = Fi 0 =y = Iy

Note that this subdivision corresponds to the vertical discretization of the
domain, which, a priori, is not related to the characteristics neither of the
flow nor of the domain.

Qo¢+1

--------
~ .

Figure 1: Sketch of the domain and of its subdivision in a constant number of layers.



Following [25, 26], the equations describing this multilayer approach can be
written for a =1,..., N as

Orha + 0 (hatta) = G 1 — G

1
— 2
a—3

O (hata) + Oy (hau?)

—}-ghaagg(b—i-h):K 1—Ka+%

a—3

1 1
+ §Go¢+% (Uar1 +ua) — EGa—% (Ua + Ua—1) -

\

Here, we consider a fluid with constant density, where (uq,w,) € R? is
the velocity in the layer o, and the terms K, 11 model the shear stresses
between the layers. Notice that the atmospheric pressure is assumed to
be zero. The vertical velocity profile is recovered from both the integrated
incompressibility and the mass jump condition, obtaining for « = 1,...; N

and z € (z,_ 1, Zaq 1 1),

Wt w,2) = w’ 2(75 x) — (z—za_%(t,m)> Optin(t, ), (2a)
wl, (o) = <ua+1(t,a:) —ua(t,x)> Ouzary(t,7) + wy,,(La),  (2D)
w;r%(t, T) = w;r_%(t, x) — ho(2)0puq(t, x), (2¢)

where wi = u;0,b — G%, at the bottom. Since we are focusing in this work

2
mostly on subcritical flows, there is no special reason to choose discharge
rather than velocity as a model variable. Therefore, we rewrite the previous
system as

Oho + 0y (hatta) = Gy 1 — G,

Y

m\»—'

41 =
+3

haOitie, + hattaOrtia + ghaOy (b+ h) (3)
= Kaf% — K, +1 —i—GaJr%AﬂaJr% —i—GoﬁéAﬂai%,

«

where A, 1 = = (Ua+1 — Uqa)/2. From the derivation in [26], it follows that
Gops =Ohzqp1 + uir%&rza% - wir%, (4a)

where v denotes the kinematic viscosity and 4% .1 is an approximation of
2
O.uqy at T, 41 We then define the vertical partition of the domain, setting



ha = lo h where, for « = 1,---, N, [, are positive coefficients such that

N
Y la=1.
a=1

Note that these coefficients, whose choice is completely free, determine the
thickness of the vertical layers h,. Since these are not material layers, mass
can flow through them. Usually, the [, coefficients have been taken to be
constants, while in this paper we consider them as a function of space, as
detailed in section 3.

Note that model (1) consists of 2N equations in the unknowns

h7 {ua}azl,A..,Na {GQJ,»%}(X:l,...,N—l'

However, the mass transfer terms can be rewritten as

ua+ua+1
Ga+%zatza+%+Taxza+%—wa+%, where w1

As a consequence, the system has 2N unknowns, now corresponding to the
total height h, the horizontal velocity {uq}a=1,. n in each layer and the
averaged vertical velocity at each internal interface {w, +§}a:1,..., ~—1. Nev-
ertheless, the system can be rewritten with N + 1 equations and unknowns
as we explain in the following. By summing the continuity equations from 1
to a, Ga+% can be written as

(e}

n (athﬂ + am(hﬂuﬂ)). (5)
p=1

Moreover, we assume that G/, = G, 1= 0, as boundary conditions at the
bottom and the free surface, respectively. This represents the fact that there
is no transference of mass at the bottom nor the free surface level. Then, for
the special case @ = N, the above equation leads to

N
Oph + 0, (h > zﬁuﬂ> = 0.

B=1
Then, making use of the above equation in (5), we obtain

67

Ga+% = Z (895 (hlgug) — g Z o (l“/hu"/)> : (6)

B=1

6



As conclusion, G, 1 is written in terms of the the total height (h) and the
horizontal velocities (u,), then the system is rewritten with N + 1 equations
and unknowns.

Assuming also 0;b = 0, system (3)-(4) is finally re-written as

N
om  + 3z<h2l5uB) =0,
B=1

.

atua + uaaxuoc +98:c77 (7)
_ Kafé—KaJr% +Ga+%Aﬂa+%+Ga7%Aﬂa7%
\ ha ha ’
for « =1,---, N. Here, we have set as customary in the literature
n=>b+h. (8)

In principle, any appropriate turbulence and friction model can be considered
to define the turbulent fluxes K, 1, « =0,..., N. Here, we have employed
a parabolic turbulent viscosity proﬁle and friction coefficients derived from a

logarithmic wall law:

where k = 0.41 is the von Karman constant, u = \/7,/pp is the friction veloc-
ity and 7, denotes the shear stress. In order to approximate this turbulence
model we set fora=1,..., N —1:

«a N
o Uq+1 — U . o~
Koy = _V‘”%m’ with v, 1 = Ky, 1 <; lgh) ( Z ly) .

y=a+1

[NIES

For o = 0 and a = N, standard quadratic models for bottom and wind stress
are considered. We then set

Ko = =Cylug|ur, Knyji2 = —Cy [ty — un| (tw — un),

where u,, denotes the wind velocity and C,, the friction coefficient at the free
surface. The friction coefficient C is defined, according to the derivation in

23], as: A
Cp= K° <1_ h) 9)




where Azj is the roughness length and Az, is the length scale for the bottom
layer. Under the assumption that Azy < Az, it can be seen that
1 z—>b

1
K n(Azo)

Uy
u

where u; is the tangential velocity. In practice, we identify u;, with uy, the
horizontal velocity of the layer closest to the bottom, in the multilayer model.
The definition of C} given by equation (9) is deduced by using previous
relation of the ratio between w; and u (see [23]). Then, we set

U1K

In (> 1sh/Az)
B=1

’U/a+ =

Y

N

in the definition of K 1.

3 Spatial discretization with variable number
of layers

The multilayer shallow water model (7) can be discretized in principle with
any spatial discretization approach. For simplicity, we present the proposed
discretization approach in the framework of simple finite volume/finite dif-
ference discretization on a staggered Cartesian mesh with C-grid staggering.
A discussion of the advantages of this approach for large scale geophysical
models can be found in [24]. The C-grid staggering also has the side bene-
fit of providing a more compact structure for the system of equations that
is obtained when a semi-implicit method is applied for time discretization.
Generalization to structured and unstructured meshes can be obtained e.g.
by the approaches proposed in [19] and [13, 21, 22], respectively, but higher
order methods such as those of [38, 39] could also be applied. It is to be
remarked that the choice of a staggered mesh is by no means necessary and
that the approach proposed below to handle a variable number of layers can
be easily extended to colocated meshes as well.

On the other hand, the vertical number of layers employed, in the ap-
proach proposed in [26], is a discretization parameter whose choice depends
on the desired accuracy in the approximation of the vertical structure of the
flow. In order to make this type of model more flexible and more efficient, we
propose to allow for a number of vertical layers that is not constant through-
out the domain. This is one of the main contributions of the paper. Our
motivation is twofold: firstly, the use of this technique in order to adapt the



vertical subdivision to the characteristic of the bathymetry. This is the case
when both shallow and deep regions are present in the same computational
domain. Secondly, in the case we are interested in a detailed vertical profile
of velocity in a specific region, but not somewhere else. Then we could use
multilayer only in that region, while maintaining a coarser resolution else-
where.

The solution domain will coincide with an interval [0, L], that is assumed
to be subdivided into control volumes V; = (2;_1/2, Ti41/2), With centers x; =
(@iy1/2+i-1)2)/2, fori=1,..., M. Let us also denote Ax; = ;412 — T;_1/2
and Ax;;1/2 = xi41 — ;. The discrete free surface variables 7; are defined at
the centers of the control volumes, x;, while the discrete velocities u,, ; 41 are
defined at the interfaces, z;;1/s.

lai—1/2 loiv1/2
hi—iy2 M hiyaye
Ugi-1/2 hi Uait1/2

A Lok Tty
D | ; : :
©o | hs : : ko

: Ti—1 : Zi : Ti+1 : T
Ti—3/2 Ti-1/2 Tit+1/2 Ti+3/2

Figure 2: Sketch of the domain and of its subdivision in a variable number of layers.

The transition between regions with different numbers of layers is assumed
to take place at the center of a control volume V;, so that one may have
different N;, 1 for 7 = 0,..., M and as a consequence, the discrete layer
thickness coefficients Lo 11 are also defined at the half-integer locations 7 +
1/2. The number of layers considered at the cell center for the purpose of the
discretization of the tracer equation are defined as N; = max {N;_1, N; 1}
and the discrete layer thickness coefficients at integer locations [, ; are taken
to be equal to those at the neighbouring half-integer location with larger
number of layers. We will also assume that, whenever for some 7+ % one has,
without loss of generality, N;% > NH%, then for any f =1,... ,NH% there

)



exist
0‘:: 1 (ﬂ)
2

() <af ,(B) <N_1 suchthat lgi= > Iy 1. (10)
)]

oa:a;l
2
Note that the above formula means that the vertical mesh is assumed to
be conforming. This allows a more straightforward implementation of the
numerical approximation of horizontal advection in the velocity and in the
tracer equation, which are the only ones involving a horizontal stencil. Fi-
nally, again for simplicity of the implementation and without great loss of
generality, it is assumed that just a single transition between cells with dif-
ferent number of vertical layers is possible in a 3-point stencil, that is, two
consecutive transitions are not allowed. In terms of the number of layers, it
means that if Ni+1/2 7é Ni_l/g one has Ni_g/g = Nz‘_l/g and Ni+3/2 = Ni+1/2-
A sample configuration of this kind is depicted in figure 2. Notice that
a dependence of the number of layers on time could also be introduced, in
order to adapt the global maximum number of layers to the flow conditions,
but this has not been done in the present implementation. Note also that
the expression of the model would change in this case, namely a new term
would appear in equation (6) where we use 0;hs = (30;h.

4 Semi-implicit time discretizations

The previous definitions yield a space discretization that can be easily
coupled to any time discretization that yields a stable fully discrete space
time scheme. For example, a time discretization by a third order Runge
Kutta scheme has been employed as a reference in the numerical tests pre-
sented in section 5. This explicit method requires a stability restriction (CFL
condition) for the time step At, given by the well-known Courant number
associated to the celerity, hereafter denoted C... However, we will focus
here on semi-implicit time discretization approaches aimed at reducing the
computational cost in subcritical regime simulations. By using these semi-
implicit discretizations, a less restrictive C'F'L condition is to be complied
with, since the term associated to the celerity is removed. In that case, we
consider the Courant number associated to the velocity, hereafter denoted

10



Clper- We define the maximum Courant numbers as

At
Cret = 12%}]& 1r§r51§XN Uil _Axi’ (11a)
At
Ceet = 12?& 1rgnaang ( U ipl| T ghi> Az, (11b)

With the goal of reducing the computational cost, it is immediate to no-
tice that the formal structure of system (7) is entirely analogous to that of the
three dimensional hydrostatic system considered in [19, 20], so that we can
build semi-implicit time discretizations along the same lines, i.e. by treating
implicitly the velocity in the continuity equation and the free surface gradi-
ent in the momentum equation. It should be stressed that our aim is not to
propose new or optimal time discretizations, but rather to show that some
semi-implicit approaches, which have been widely applied to model coastal
flows and other environmental flows for standard vertical discretizations or
for one layer models, can also be naturally extended to multilayer approaches,
even when the number of layers changes in space. For this purpose, firstly we
focus on a more conventional time discretization based on the off-centered
trapezoidal rule (or f-method, see e.g. [35]). Secondly, we present a alter-
native approach based on a potentially more accurate (and equally robust)
Implicit-Explicit Additive Runge Kutta method (IMEX-ARK). Other second
and third order semi-implicit methods that could be employed are described
e.g. in [15]. Notice also that, in the semi-implicit methods that are more
standard for these applications, simplifications are usually introduced in the
standard time discretization methods employed, that amount to linearizing
in time at each time step. This is done in order to avoid solving a large
nonlinear system at each time step, which would increase significantly the
computational cost. Even though this entails a potential loss of accuracy, we
have employed these simplifications in this work, consistently with our goal
of coupling multilayer approaches to widely used semi-implicit techniques for
environmental flows.

Transport equations for passive scalars coupled to system (7) can be dis-
cretized in time consistently with these semi-implicit approaches. However,
this coupling is not straightforward, since some compatibility conditions dis-
cussed e.g. in [30] must be considered (see Appendix A for details).

Remark 4.1 Notice that, in general, time discretizations do not guarantee
positivity without additional CFL-like restrictions, see the discussion and lit-
erature review in [14). On the other hand, for the semi-implicit approaches
considered in this paper, the CFL restrictions based on the flow velocity that

11



are required by the explicit part of the scheme are usually sufficient to guar-
antee positivity. In particular, following [30], the positivity of the 0-method
can be proved under the condition

+ p—
Ciop T Cip =1,

where ¢ (¢ ) denotes the positive (negative) part

¢t = max (0, ¢); At e

— n+0
_ and  Cip172 = A E : lait1/2 Unit1/20
¢~ = max (0, —c), Tiy1/2

with u"*? = Qu™*t + (1 — O)u™. A similar condition can be derived for the
IMEX-ARK2.

4.1 A 6-method time discretization

Following [19], we first consider a semi-implicit discretization based on the
@-method, which can be defined for a generic ODE system y’ = f(y, t) as

Yne1 = ¥n + At [0f(Yns1, tnrr) + (1= 0)f(yn, t0)]

where At denotes the time step and 6 € [0, 1] is a implicitness parameter.
If 6 > 1/2 the method is unconditionally stable and the numerical diffusion
introduced by the method increases when increasing 6. For § = 1/2 the
second order Crank-Nicolson method is obtained. In practical applications,
0 is usually chosen just slightly larger than 1/2, in order to allow for some
damping of the fastest linear modes and nonlinear effects. We then proceed
to describe the time discretization of system (7) based on the §-method.
For control volume 4, the continuity equation in (7) is then discretized as

z+2 i—%
n n+1 . n n+1 . n

7 2 : lﬁ H—lhz—i—;uﬁ, i+ lﬁ,i—éhi—%uﬂ,z‘—l =
le

2+2 'Lfé

- (- Axl Zlﬁz+1h+ Ugi+l Zlm i rug;

77?“+9

It can be noticed that the dependency on h has been frozen at time level n
in order to avoid solving a nonlinear system at each timestep. As shown in
[19, 38], this does not degrade the accuracy of the method, even in the case
of a full second order discretization is employed. In addition, as suggested

12



n [30], the value of h, 11 1s taken to be that of the control volume located

upwind of the volume edge. For nodes i + %, the momentum equations for
a=2,..,N,1—1in (7) are then discretized as

n+1 n+1 n+1
1+ ge (nz+1 77'5 )
a Z+2 A‘/L‘Z-‘r%
n+1 . n+l n+l n+tl
A0 " ua+1,i+l u, it " u, it Uy 1+l
- 1. -V 1.,1
n i+5 a—35,1+5
la,z—l—% h/l-f—% lO[+ Z+;hl+7 2 2 la_7 7’+éhl+*
At
— n u,n _ _ n n
AT + AtAa,H% g(1—0) Ao (77i+1 n; )
i+35
n _n n o n
n At(1—0) o Yotrtitt — Yoipl " Uoigd — Yo1,i4l
n +l7‘+l - _17‘_;'_1 n
laH_lh AT 5,05 la+2,z+éhz+, A—5,tT3 la_l7i+% i+%
At
+ (AU g 1—|—Au LG 1)
Az aly o1l atyity T atsits —pityTasgity) )
2
(13)
— n _ _
where Au" wilift = (u Uit O”+ 1)/2, ga+ +1/sz+1 denotes a dis
cretization of the mass transfer term and .A“" denotes some spatial dis-

’ +2
cretization of the velocity advection term. In the present implementation, we

employ the following upstream based second order finite difference approxi-

mation:
(uaa:vua) = Uq,i+1/2 aﬂcua )
i+1/2 i+1/2
with
ua,i—% - 4ua,i—% + 3“0&,24—% .
if w1 >0,
2AT. 1 BT
o B +3
o -
i+1/2 Ug iy s — 4ua7i+g +3ug iy
- A if w1 <O0.
287, 1 ’

It is important to remark that, if the -scheme is also applied to the advection
and mass transfer terms, we would obtain a fully implicit method, for which
we would have to solve a global nonlinear problem. This entails a much larger
computational cost and is usually avoided in the most numerical models
for this kind of applications. Notice that, to define this advection term,
velocity values from different layers may have to be employed, if some of the
neighbouring volumes has a number of layers different from that at ¢ + %
For example, assuming again without loss of generality N, 1 > N, 11 and

1
2

13



U1 > 0 and using the notation in (10), values
g
aj_%(ﬁ)
1
uh . 1= loi1u”
Pz lgiv1 img ai=g?

2 a=a 1(5)
T2

which are the averaged velocities computed with the velocities of the involved
layers, will be used to compute the approximation of the velocity gradient at
Tip 1. Clearly, this may result in a local loss of accuracy, but the numerical
results reported show that this has limited impact on the overall accuracy of
the proposed method.
) 9
K3

denotes the upwind value depending on the

The discretization of the mass transfer term is defined as

o N N
Gatrlirl = Zlﬁ,wé ((huﬁ - Zlvhu'Y) - (huﬁ - Zlvhuv>
B=1 y=1 y=1

i+1

N
where (hug - Zlvh%)

=1 i
averaged velocity ug; = (ug;_1 +ug,.1)/2, Le.,

.

2

N
hi—%uﬁ,i—% — E l%i_%hi_;u%i_% it ug; >0,
y=1

N
(hu[g -y zvh%)
y=1

%

N
hi+%uﬁ7i+% — E l%i—&-%hi—&-%u%i—i—% if u/37z-<0.
\ v=1

Here we have used the fact that lg is a piecewise constant function where
the transitions between regions with a different number of layers are located
in the center of a control volume. Therefore [ ;1,2 is constant in (z;, ;41).
The above formula is modified appropriately for cells in which NV, 1 # N, 1
by summing all the contributions on the cell boundary with more layers that
correspond to a given term 4 i%h?i%u" ix1 o0 the cell boundary with fewer

)

layers, according to the definitions in the previous section.

Remark 4.2 The time discretization of the mass transfer terms could be

14



easily turned into an implicit one, by taking instead

w4+ g (m =)

oc H— AZL‘

i+3
_i ,yn un-i—l - un—f—l _ 6n un-i—l o Un+1
l L hn | ot+1i+l o1t oit3 a—1i+l onit+i a—1i+s
&t g i+§
At

=y AT — gl )
2

l ol hn ] ’ya—f—%,i-l—% atli+3 it a—21i+1 it a—1li+i) )’
(6] =
2
where now
4 ot+ii+l + ga+2,z+ 5 _ a—1,i+3 ga—g,w—
atdirl T a—lipl = oy
A N DTN 28z, 1 2412 la_%7i+%hi+% 2A:1:i+5

This approach might be helpful to relax stability restrictions if large values
of ga+ il arise. In the implementation employed to obtain the numerical

results 0f section 5, however, only the discretization (13) was applied so far.

At the bottom (o = 1) and at the free surface (o = Ni+%) layers, the vis-
cous terms are modified by the friction and drag terms at I'y, and I" N, 1+1/2;
it+3

respectively. We have then

n+1 n+1 n+1
+ 90— ;
1 @+1 g AfEl_i_% (n’H'l 1 )
ultt —

_ Atl I 2,1+% 1z+2 _cn ur unfll

-11,i+§ h?Jr% 145,045 ll+2,z+§hl+2 Fitrd |Mitd Li+i

At
- u,m _ n o __ pn
= iy AL =001 = ) (o = ) (14)
2
At ~

+ Au” 105 .

A$i+1l1 i+ h %H%g%’”%

_ U/n o1 T un 01
+ At(l 9) ym 2i+3 Litg On u™ u™
1+1i+2 n Liti |’

. n Fitd Yl
ll,z—i—% h”% 2 2



and

Atl —~n
n+1 n+1 n+1 n+1
u 1+ g0 (it —ni ) + Cuw i1t .
N, 1,i+35 Ar. 1 i+ 4 l X At3 N, 1it3
+3 2 i+5 NZ+1,z+ i+% i+5
n+1 - un—l—l
n Atf n 1+1,z+2 Nl+1 Lit+3
N, 1—2i+i
lN+1,”L+ h+% 1+% 2 2 l]\[z §’z+lh %
=u? L HAAY g (1-0) A (01 — i")
i+1’7'+2 1+1»'L+§ A Z+%
n (15)
AtC,, i+l .
+ u  +(1—=60) (u™ .  —u™
In 1,i+5 hzn+ wits ( ) s Niy1pits
i+ LT 2 3
un .01 _U/n L1
(1 - Q)At n Ni+%7l+§ Ni+%71,z+§
l 1 h? Nip1—50+3 [ 1h?
N+17Z+§ it+1 2 Ni-i,-g 3it3 iti
At ~
+ Au? 1gn .
A:lj 1l +17 41 h:L_,_, Ni+%_ 1_§’Z+
Notice that, in previous equation, we define Cw =C, |u L1 TUN |.
+3 i+t T2

Replacing the expressions for the velocities at time step n + 1 into the
continuity equation yields a linear system whose unknowns are the values
of the free surface 7"*'. This can be done rewriting the discrete momen-
tum equations in matrix notation as in [19], after rescaling both sides of the
equations by [, ;, 1h? ,. We denote by F , the collection of all the explicit

terms and by A” the matrix resulting from the discretization of the ver-

tical diffusion terms Since it is a tridiagonal, positive definite, diagonally
dominant matrix, it is an M-matrix and its inverse matrix exists and is also
an M-matrix (see e.g. [8]). We also define

ul,iJr% ll z+§hz+%
UH—% = Yorit s ; Hz’+% = Lo H‘ihH'%
UNyits lNi+%’i+%hi+l’

As a result, one can reformulate equations (13), (14) and (15) as
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-1
n+l __ n n
v = (Any)
At (16)

Az

-1
n+1 n+1 n n
- g0 it+1 (s =) (AH%) HH%-

The discrete continuity equation is rewritten in this matrix notation as

At
= g ((H’? JTULT - (HE )T UZL—E)

! zﬁﬁi Z+%
Ai n Tyn n TYn
- (-0 ()T, - (L )TUL).

Substituting formally equation (16) in the continuity equation yields the
tridiagonal system

n+1 n+1
ntl g62§—tQ <[HTA1H]7 mfl -t

1
! ; i+ AxH%

n+1 n+1
_ TA-1gr1” i T i
[H"A HL_% —Axi_% >

— n At T A -1 T A -1 "

= 0y (A7), - [HAT'F],)
At

- -0 () U, - )T

The new values of the free surface n/"™* are computed by solving this system,
and the values h; are updated to time t"*! using the definition of n (8). The
"+1 are then replaced in (16) to obtain u™*!

values 7, oitl”

4.2 A more accurate IMEX-ARK discretization

A more accurate time discretization can be achieved employing an IMplicit
EXplicit (IMEX) Additive Runge Kutta method (ARK) [34]. These tech-
niques address the discretization of ODE systems that can be written as
y' = fi(y,t) + f,5(y,t), where the s and ns subscripts denote the stiff and
non stiff components of the system, respectively. In the case of system (7),
the non stiff term would include the momentum advection and mass exchange
terms, while the stiff term would include free surface gradients and vertical
viscosity terms. Concretely, we have f;, = (£, f},... ,f,ﬁv)/, for k = s, ns,
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N

1
0 _ _ _ .
fg = Az, E :(lﬁ,wéhwguﬁ,wé lﬁ,i—%hi—%uﬁ,F%)v
(2 6:1
o __
fo = ——lair1hir1 9 (i — ;)
Ax, 1 @2 "2
+5
u 01— U, 1 Uyl — U, .41
I a+l,i+5 it o ayity a—1,i+3
a+35,i+5 a—3,1+5 ’
2 g taythigy S S
2073 2 2072 2
and
0 _— .
£, =0;
f¢ =1 . 1h 1A +;Aﬂ 101G v +Au, 101G 1
ns ity it g 1 ot5,it5 7 at 5,045 a—35it+57a—5,0+5 |

o+ 5
2 AwH%
fora=1,...,N.

A generic s—stage IMEX-ARK method can be defined as follows. If [,
is the number of intermediate states of the method, then for [ = 1,..., [ ax:

-1
u(l) = un + At Z (almfns(u(m)7 13 + cmAt)
m=1

(17)
+ 5lmfs(u(m), t+ CmAt)) + At Eill fs(u(l),t + ClAt),

Finally, ™! is computed:

lmax

lln+1 =u" + At Z bl(fns(u(l)a L+ CZAt) + fs(u(l)7t + ClAt))‘
=1

Coeflicients ayy,, G, ¢; and by are determined so that the method is consistent
of a given order. In addition to the order conditions specific to each sub-
method, the coefficients should respect coupling conditions. Here we use
the IMEX method proposed in [29], whose coefficients are presented in the
Butcher tableaux. The method is composed of an implicit method that is
L-stable, since it coincides with the TR-BDF2 scheme described in [33] and
of an explicit method that is stable under a standard CFL restriction, based
however, due to the IMEX approach, on the velocity of the flow rather than
on the celerity. See tables 1 and 2 for the explicit and implicit method,
respectively. The coefficients of the explicit method were proposed in [29],
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0 0
27 V2 27 V2 0
1 1—(3+2v2)/6 (3+2\/_)/6 0 a | am

T 1
573 s 1F 5 K

Table 1: Butcher tableauz of the explicit ARK2 method

1 iLf +5 1:Fﬁ§ e | Qim
+ + by

Table 2: Butcher tableauz of the implicit ARK2 method

while the implicit method, also employed in the same paper, coincides indeed
with the TR-BDF2 method proposed in [7, 33| and applied to the shallow
water and Euler equations in [38].

While a straightforward application of (17) is certainly possible, we will
outline here a more efficient way to implement this method to the discretiza-
tion of equations (7), that mimics what done above for the simpler #—method.

For the first stage, we define /"' = 77, and u, ol il = =u il respectively. For
the second stage, we get for the continuity equatlon
7,+2 N’L*%
n,2 ~ n n,2 . n n,2
mer ‘m =, Z bari Py Zﬁ . bpi-thi_ytgi s
z+2 i—3
n n n,l n n,l
= n'—a [ h? 1u — lg: 1h" qu.
m Gy E iy iy 2 ity
and for the momentum equations
+ gas—— & (3 — )
+1 i+1 7
oc 7 AZBH—%
" n,2 o un,? n,2 M2
Atagg n a—i—l,i—i—% a,i—&—% n a,i+1 a— 1,i+%
- n at+litl n T Ya-liyl n
2 2 2

— n ’fL,l -~ 7L,1
= UQ’H_% + AtaglfaH% + Ataglla’H%
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for a = 1,..., N, with the appropriate corrections for the top and bottom
layers, respectively. Here we define

1
Fn] — u,n,j A’Vn] n,j AU n,J ‘ n,j ‘
airh = Aaiti T Rg T W UobrirtFarpirs ¥ AU G0 100
and
ITL:] L= — (TI’] _,r]:.])
aiti i+1 7
n’j _ TL,j TL,j _ TL,j
n 1 n ua—l—l,i—l—% ua,i—l—% n ua,i—l—% u,Z 1i+i
T | Y. 1.1 — V. 1.1 )
a+3,0+ 5 n a—3,0+5 n
loird P b T bt T A

and all the other symbols have the same interpretation as in the presentation
of the §— method. It can be noticed that, again, the dependency on h has
been frozen at time level n in order to avoid solving a nonlinear system at
each timestep. As shown in [10, 19, 38], this does not degrade the accuracy of
the method. Also the dependency on time of the vertical viscosity is frozen
at time level n. The same will be done for both kinds of coefficients also
in the third stage of the method. As in the previous discussion, the above
discrete equations can be rewritten in vector notation as

U’n 2 A’n, -1 Fn,l ~ i n,2 n,2) An -1 Hn 18)
i+l T\ it i+l — 9022 Az; (i — it+1 i1 (
3
where now le L1 has components given by
2
n,1 ~ n,l
loz,i-l—% h?+% <u27i+% + Ataglfa7i+% + AtamIa’H%) .

The discrete continuity equation is rewritten in this matrix notation as

n n ~ Al n n,
m, 2 _ n 2 CLQQA_:L‘i (( zfLJr%)T Uif% — (Hf_ )TU 2%>
~ At
_ GQIA_:J;Z- <(H?+%)T UZ% — (H?_%)T U?—§> )

Substituting formally equation (18) in the momentum equation yields the
tridiagonal system

At2 nn’Q _ nn’ nn,2 . nn,Q
.2 T A1 iv1 — Tl T A1 di  hiel
U/ 9a22A ([H A” HL+% AQ;H% [H A~ H} -3 Axi,% )

~ At _ n _ n
= - aggAxi ([HTA IFI]H; — [HTA lFl]z;%)
~ At n T n n T n
- g ()70, - (LU,
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The new values of the free surface 7" 2 are computed by solving this system
and they are replaced in (18) to find qu 1
T
The last stage of the IMEX-ARK2 method can then be written in vector
notation as

Un3 _ An -1 Fn,2
i+t: it+1 it+3

~ At n.3 n,3 n -1 n
- 90633F (77i+1 -1 ) (AH%) itd

i1
+35

(19)

2 .
where now Fzr’l has components given by
2

logrs Wy (W20 + Atag F)

az+2

it ‘|‘Ata32]: +1 + Ataﬂzo?:;l—s—l T At&gQIjil) '
52 ’ 2 ’ 2

The discrete continuity equation is rewritten in this matrix notation as

At
n,3 n,3 ~ n n,3 n tTTN,3
n; = M — 433 Az, <(H ) U- (HZ ) U )

H‘z +2

~ ﬁ((Hn )T, - (H)TUL)

a1 Ax; it+3 it+3 T3 3
- At
— ang—xi ((HZ:_ ) UH— 1~ (H:’_%)T Ulz_%)

As a result, substitution of (19) into the third stage of the continuity equation
yields the tridiagonal system

At? nhs — g g
m; —g~§3A [H"A~ IHL+2 Bt 70 gra-g)r, B e g

where now all the explicit terms have been collected in &;. The new values
of the free surface 77Z are computed by solving this system and they are
replaced in (19) to find u™ 3+1
The final assembly of the solution at time level n 4+ 1 has then the form

n+l _ n
,'71 - 777,

“’2 1—* (20)

n 5] 'I’L 7.7
szzb Zzﬁ%hw%uﬁﬁz Zlﬁ,z_li%u .

J=1
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for the continuity equation, and

. -1
it ity

3
n+l _ . n T n.j ) \J
Y - + At Z (bJIZ,H% * bﬁlw%) (21)
j=1

for the momentum equations for o = 1,..., N, +1 with the appropriate cor-
rections for the top and bottom layers, respectively.

Notice that the two linear systems that must be solved for each time step
have identical structure and matrices that only differ by a constant factor,
thanks to the freezing of their coefficients at time level n. This implies that,
recomputing their entries does not entail a major overhead. It was shown
in [38] that, while apparently more costly than the simpler §—method, this
procedure leads indeed to an increase in efficiency by significantly increasing

the accuracy that can be achieved with a given time step.

5 Numerical results

In this section, we describe the results of several numerical experiments that
were performed in order to investigate the accuracy and efficiency of the
proposed methods. In particular, the potential loss of accuracy when reduc-
ing the number of vertical layers is investigated in each test, as well as the
reduction of the number of degrees of freedom of the system achieved by
simplifying the vertical discretization in certain areas of the domain.

Regarding the use of a variable number of layers, the presented tests are
related with the motivations explained in section 3. In sections 5.1 and 5.2
we look for an accurate approximation of the vertical profile of velocity in
a specific region only. In particular, we study the extreme case in which
the multilayer configuration is completely removed in a half of the domain.
A more complex application for this motivation is shown in section 5.4, for
a sediment transport problem. The objective of adapting the vertical dis-
cretization to a domain with complex bathymetry is investigated in section
5.3. In that test, we deal with a shallow region at the beginning of the domain
and we simplify the vertical discretization there, whereas the full multilayer
approach is kept elsewhere. In all these tests we show that this configura-
tion is indeed effective, that is, there is no significant loss of accuracy in the
regions in which a higher vertical resolution is maintained.

In order to evaluate the accuracy of the semi-implicit schemes, we com-
pute the relative errors between the computed solution and a reference so-
lution. We denote by Err, [l2] and Err, [l | the relative error for the free
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surface when considering the usual l; and [, norm, respectively. For the
velocity we define

N o s 2 1/2
re
Zazl Zi:l Ugird —U 1 Axihcx,i
T a,it5
Erry[ls] = ~ ~ PRIE ; (22a)
re
D a1 Daim1 UQ,H% Azihg
) o ref
MaXy MAX; Uy ;1 = Uy 1
Erryls] = o , (22b)
Max, Max; |, = 1

where u™/ denotes the reference solution. We consider as a reference solution
the one computed by using an explicit third order Runge Kutta method with
a maximum value for the celerity Courant number of 0.1. Therefore, for the
explicit scheme the Courant number is fixed and we consider an adaptive time
step for the explicit scheme the Courant number is fixed and we consider an
adaptive time step At = min;<;<pr(Ax;/\;)Ceer, where ); is an upper bound
on the eigenvalues of the multilayer system. Following [36], we deduce the
following bound of the associated eigenvalues of the multilayer system (7) :

N N
)\i == |ﬂ1’+ ghl -+ 2 Z (ﬂi — ua,i)2, with Ei = Z la,i Ue i
a=1

a=1

In practice, since we only consider subcritical regimes, it is sufficient to con-
sider the approximation \; = [u;| + v/g h;.

In all these tests, we use the viscosity defined by the chosen turbulence
model in section 2, and 10 layers in the multilayer code, unless specified
different.

5.1 Free oscillations in a closed basin

We consider here a subcritical flow in a closed domain of length L = 10 km.
The bottom topography is given by the Gaussian function

b(x) =4 e (@=z0)*/0%

where 2o = 5 km and ¢ = 0.1 L (see figure 3). At the initial time the flow is
at rest and we take as initial free surface profile 1(0,z) = 10 + ax m, where
a is chosen so that the water height is h = 10 m at x = 0 and A = 11 m at
r = 10 km. We simulate the resulting oscillations until ¢ = 10800 s (3 h).
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Figure 3: Sketch of the multilayer configuration with the variable number of layers for
the free oscillations test.

All the simulations are performed by using a uniform space discretization
step Az = 50 m. The friction coefficient Cy is defined by (9) with Az, = hy
(hy = l1h), Azg = 3.3 x 107° and x = 0.41. The wind drag is defined by
the coefficient value O, = 1.2 x 107% and we set a constant wind velocity
Uy = —1 m/s.

In figure 4 we show free surface profiles at different times until the final
time, as computed with the semi implicit methods described in section 4.
The 6-method and the IMEX-ARK2 are very close to the reference solution.
However, the IMEX-ARK2 captures the shape of the free surface slightly
better that the #-method when considering the same time step. By using
the implicitness parameter § = 0.55 and the IMEX-ARK2 with At = 12.5
or 25 s, we get a difference in the free surface of approximately 3 cm at the
final time. In table 3 we report the corresponding relative errors and the
maximum Courant number achieved by (22)-(11), at time ¢ = 10000 s. We
see that the IMEX-ARK2 method slightly improves the results with respect
to the #-method.

Even though it is hard to make a rigorous efficiency comparison in the
framework of our preliminary implementation, for the subcritical regime the
semi-implicit methods turn out to be more efficient than the explicit one.
Actually, the computational time required to get the 3 hours of simulation
(on a Mac Mini with Intel®Core™ i7-4578U and 16 GB of RAM) is approx-
imately 12 s for the explicit scheme using the Courant number C,.; = 0.9
(103 s for the reference solution), while it is approximately 1.64 s (3.83 s) for
the f-method (IMEX-ARK2) with At = 12.5 s. This time is 0.82 s (1.92 s)
with At =25 s and 0.4 s (0.97 s) when considering the time step At = 50 s.

We then compare results obtained with a fixed and variable number of
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SI-method At (s) Cua Cea  Err, [lo/ls] Erry, [la/ls]
(x1073) (x1071)

6 =0.55 125 018 262  1.6/32 0.9/1.5
IMEX-ARK2 125 0.18 262  0.6/2.0 0.4/0.6
6 =0.55 25 034 524  2.6/5.4 1.3/1.7
IMEX-ARK2 25 034 524  0.9/2.2 1.2/1.7
0 =0.52 50 0.7 1048  3.1/6.3 1.6/1.5
6 =0.55 50  0.68 1047  3.9/7.7 2.2/2.0
IMEX-ARK2 50  0.69 1048  2.4/5.2 1.4/1.7

Table 3:  Relative errors and Courant numbers achieved by using semi-implicit methods
in the free oscillations test at t = 10000 s.

(t = 3000 s) (t = 6500 s) (t = 10800 s)

10.8

o Reference solution
—0=0.55—-At=125s
---IMEX - ARK2- At =12.5s| 10.8+
---IMEX - ARK2- At =25s

z (km) z (km) z (km)

Figure 4: Free surface profile at different times by using the semi-implicit methods (color
lines) and the reference solution (black circles) computed with the explicit scheme in the
free oscillations test.

vertical layers. Figure 5 shows the absolute error for the free surface by using
the #-method with # = 0.55 and At = 25 s, as computed using either N = 10
layers throughout the domain or considering (see figure 3)

(23)

1 otherwise.

] <
N:{ 10 if z <5000,

Similar results are obtained if the time step is At = 12.5 s. We see that usu-
ally the difference between the constant and variable layer cases computed
by the semi-implicit method is of the order of 0.1% of the solution values (ab-
solute error 1 cm), while the number of degrees of freedom of the multilayer
system is significantly reduced (from 2210 to 1310).
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(t = 3000 s) (t = 6500 s) (t = 10800 s)

6
—60 = 0.55-At =25 s - N constant
5 0 = 0.55-At = 25 s - N variable
b
o
=4
X
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°2
=~
U
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0 mﬂ/ ‘ \_ ‘ ‘ ‘
0 2 4 6 8 10 4 6 8 10
z (km) z (km)
Figure 5: Absolute errors for the free surface at different times in the free oscillations
test, obtained with the 8-method (6 = 0.55 and At = 25 s) and either 10 layers in the whole
domain (solid black line) or a single layer in the first half of the domain only (dashed yellow
line).
(t = 3000 s) (t = 6500 s) (t = 10800 s)
10f o o Reference solution 1 ° 10 )
\ —0 = 0.55-At = 25 s - N constant |
\ b 0 = 0.55-At = 25 s - N variable | o |
\ ——Third order Runge Kutta - 1 layer | ] 8 |
8r \‘f ——Third order Runge Kutta - 2 layers | ° e'
b - - Third order Runge Kutta - 5 layers || | o
\ 6 ‘ 16
—~ B \ |
E q\\ \‘ °
N o\\ “ o
4r o\ 4 | o 4
Vo |
o 4 o '
2t \ 2 [ 2
\ ‘\ )
\ |
! [ o ! e

—00.12 -0.115 -0.11 -0.105 -0.1 -0.095 -0.09 -(9.06 -0.055 -0.05 -0.045 -0.04 -0.035 -0.03 -(9.05 -0.045 -0.04 -0.035

u(m/s) u (m/s u (m/s)

Figure 6: Vertical profiles of horizontal velocity in the free oscillations test, obtained
with the reference solution (black circles), the 6-method (0 = 0.55 and At = 25 s) and
either 10 layers in the whole domain (solid black line) or a single layer in the first half of
the domain only (dashed yellow line), and with the third order Runge-Kutta method with
constant number of layers 1, 2 and 5. Profiles are taken at the point x = 2475 m and

times t = 3000, 6500, 10800 s.

Moreover, figure 6 shows the vertical profiles of horizontal velocity at the
point x = 2475 m (see figure 3), as computed by the semi-implicit method
with a constant and variable number of layers (see (23)) and with the refer-
ence Runge-Kutta method for constant number of layers 1, 2 and 5, respec-
tively. The advantage of using a variable number of layers is apparent. We
see that a good approximation of the velocity profiles is obtained even when
removing the multilayer configuration in a half of the domain. Actually,
these vertical profiles are more accurate than the ones obtained by using 1
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and 2 layers in the whole domain. As a conclusion, the vertical effects, which
are induced by both the turbulence viscosity and the friction at the bottom
and increased by the obstacle, are relevant enough to consider a multilayer
approach for this test.

5.2 Steady subcritical flow over a peak with friction

The proposed semi-implicit schemes are exactly well-balanced for water at

rest solutions. Indeed, if u =0 for « = 1,..., N is imposed in the equations
of section 4, 77?“ = nP and uzt}rl =0, Vn > 0,Va, Vi results. In this test,
)

we consider a steady flow in the subcritical regime, as done for example in
[37]. The length of the domain is L = 50 m, and the bottom bathymetry is
given by the function

2 cos? <71r_g) . if |z < 5;

b(x) = 0.05 — 0.001z + (24)

0 otherwise.

The initial conditions are given by 1(0,2) = 5 m and ¢(0,z) = 4.42 m?s~!

and subcritical boundary conditions are considered, (see e.g. [37]). The
same values of discharge and free surface are used for the upstream condi-
tion ¢(t, —25), and the downstream one n(t, L). We take a uniform space
discretization step Ax = 0.25 m and the same values for the turbulent vis-
cosity and bottom friction as in the previous test, while the wind stress is
not taken into account in this case.

9
—Bottom 4.98¢
4 o Reference solution

ES ——Semi-implicit methods 4.96+
2 4.94r
1 4.92f

0 -20 -10 0 10 20 49 -20 -10 0 10 20

z (m) z (m)

Figure 7: Free surface profile at steady state, as computed in the steady subcritical flow
test by the semi-implicit methods (solid red line) and reference solution (black circles)
computed with the explicit scheme. The inset figure is a zoom of the free surface profile.

In figure 7 we see the free surface at the steady state, as computed with the
semi-implicit #-method and IMEX-ARK2, along with the reference solution.
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SI-method At (s) Cha Cea  Erry, [lo/l] Erry, [l2/1s]
(x1079) (x107°)

6 = 0.55 011 0.71 358 1.58/1.8  1.84/7.11
0 =0.7 011 0.70 3.58 1.58/1.8  1.84/7.11
IMEX-ARK2 0.1 0.72 35  1.58/1.8  184/7.11

Table 4: Relative errors and Courant numbers achieved by using semi-implicit methods
in the steady subcritical flow test.

5

z=-5 T ‘ =0
4 o Reference solution
—60 =0.55-At =0.11 s - N constant
0 =0.55-At =0.11 s - N variable
3
2 35
N
2
3
1 25
0 2
0.85 0.86 0.87 0.88 0.89 0.9 1.5 1.52 1.54 1.56
u (m/s)
5 25
w=15 . ”77N1m,r_ TIN=10 ”
4 T2
=
~3 i1.5
2 T
N
1 Sos
8 0
.8 0.85 0.9 -20 -10 0 10 20
u (m/s) z (m)

Figure 8: Vertical profiles of horizontal velocity in the steady subcritical flow test, obtained
with the reference solution (black circles), and the 8-method (§ = 0.55) with either 10 layers
in the whole domain (solid black line) or a single layer in the first half of the domain only
(dashed yellow line). Profiles are taken at steady state at the points x = —5,0,15 m. The
solid black line denotes the absolute difference between the free surface computed with 10
layers in the whole domain or a single layer in the first half of the domain only.

In table 4 we show the relative errors and the maximum Courant numbers
achieved. The results computed with the semi-implicit methods are identical
in this steady state case. Figure 8 shows the absolute difference on the free
surface by using a semi-implicit method with either a constant number of

28



layers or considering

N:{ 10 if x > —10, (25)

1 otherwise.

The order of this difference is 107, with larger values where only one layer
is employed. We also show the vertical profiles of horizontal velocity at three
different points x = —5,0,15 m. These results show that we can reduce the
number of degrees of freedom of our system from 2210 to 1661, without a
significant loss of accuracy where the multilayer configuration is kept.

5.3 Tidal forcing over variable bathymetry

N var z 10 layers
100 ()
80
__ 60 b(z
B (=)
® 40
20
0 : ,
-5 0 5 10 15 20
z (km)
25 km

Figure 9: Sketch of the bottom topography.

In this test we try to simulate a more realistic situation for coastal flow
simulations. We consider a domain of length L = 25 km. The bottom
bathymetry is taken as in figure 9, such that the bathymetry is much shal-
lower in one part of the computational domain than in the other. We define

b(z) = 2 — 21 tanh(\ (z — mg)) + 70 e~ @—#1)*/7%

with zy = —2; = 44, ¢y = 7500, x; = 16000, A\ = —1/3000 and o = 2000.
We consider water at rest and constant free surface 7(0, ) = 100 m at initial
time. Subcritical boundary conditions are imposed, namely the upstream
condition is ¢(t, —5000) = 1 m? s7!, and the tidal downstream condition is
n(t,L) = 100 + 3sin(wt) m, where w = 27/43200. We simulate three 12-
hours periods of tide, i.e., 36 hours. The friction parameters are taken as in
previous tests with the exception of Azy = 3.3 x 1073, which increases the
bottom friction in order to obtain a more complex velocity field. In this case,
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a wind stress is included with a wind velocity of 1 ms~!. As in previous

tests, we use 10 vertical layers in the multilayer system and a uniform space
discretization step Ax = 50 m.

Figure 10 shows the obtained velocity field, where we can see some re-
circulations. Moreover, regarding the deepest area we realise that the upper
and lower velocities have opposite direction.

Velocity magnitude®

—2.429e-01

0.002

=—0.00025

i manu

3.2e-5

1.509e-05

Figure 10: Vector map of the whole velocity field uw = (u,w) at time t = 383 h. Colors
represent the magnitude of the velocity in logarithmic scale.

Figure 11 shows the free surface position at different times. We see that
both the #-method and the IMEX-ARK2 method are close of the reference
solution. As in the free oscillation test, the IMEX-ARK2 approximates better
the shape of the free surface. In particular, looking at table 5, where we report
the relative errors at final time (¢ = 36 h), we see that this method notably
improves the results of the 8-method. Note also that, in this typical coastal
subcritical regime, large values of the Courant number can be achieved, the
maximum value being C\,; = 34.8, without sensibly degrading the accuracy
of the results.

In table 6 we report the computational times and speed-up achieved.
With the explicit code about 16 minutes of computation are required (2.5
hours for the reference solution), while the semi-implicit methods can re-
duce this time to seconds. Note also that the IMEX-ARK2 is sensibly more
efficient than the #-method in this case, since it is about 2.3 times more
expensive than the 8-method, whereas the errors decrease by a much bigger
factor.
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We also investigate the influence of simplifying the vertical discretization
in the shallowest part of the domain (see figure 9). We consider three different

(t=12h) (t=15h) (t=20h)

(t=30h)

1 100F
o Explicit RK3
—0=055-At=25s
---IMEX-ARK2 - At =25
g, |- --IMEX-ARK2- At =10s | g7
99.98

99.975

-5 0 5 10 15 20 -5 0 5 10 15 20 -5 0 5 10 15 20
z (km) z (km) z (km)

Figure 11: Free surface profile at different times by using the semi-implicit methods
(color lines) and the reference solution (black circles) computed with the explicit scheme
in the tidal forcing test.

SI-method At (s) Cua Cea  Erry, [lo/ls] Err, [lo/1s)]
(x107°) (x1072)

6 =0.55 25 003 16 0.77/2.08  0.55/1.01
IMEX-ARK2 25 003 1.6 0.10/0.26  0.05/0.06
0 =0.55 5 005 32 1.32/295  0.89/1.35
IMEX-ARK2 5 005 3.2 0.24/0.75  0.16/0.19
6 =0.55 10 0.1 6.3 241/445  1.51/1.86
IMEX-ARK2 10 0.1 6.3  0.69/1.42  0.32/0.65
0 = 0.55 25 024 158 5.34/8.36  3.08/3.53
IMEX-ARK2 25 025 158 1.02/2.31  0.44/0.90
6 =0.55 55 052 34.8 10.2/14.7  5.26/5.81

IMEX-ARK2 55 0.55 34.8 1.43/3.29 0.67/0.89

Table 5: Relative errors and Courant numbers achieved by using semi-implicit methods
att = 36 h in the tidal forcing test.
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Method At (s) Cleel Comput. time (s) Speed—up

Runge-Kutta 3 - 0.1 (ref. sol.) 9040 (150.6 m) -
Runge-Kutta 3 - 0.88 1014 (16.9 m) 1
0 = 0.55 2.5 1.6 230 (3.8 m) 4.4
IMEX-ARK2 2.5 1.6 544 (9.1 m) 1.9
6 = 0.55 5 3.2 116 (1.9 m) 8.7
IMEX-ARK2 3 3.2 271 (4.5 m) 3.74
= 0.55 10 6.3 o8 17.5
IMEX-ARK2 10 6.3 136 (2.3 m) 7.5
0 =0.55 25 15.8 23 44.1
IMEX-ARK2 25 15.8 54 18.7
0 =0.55 99 34.8 10 101.4
IMEX-ARK2 95 34.8 24 42.3

Table 6: Computational times and speed-up in the tidal forcing test case for the simulation
up tot =36 h.

configurations, which we denote hereinafter as (NVAR1)-(NVAR3). Firstly,
we totally remove the vertical discretization by considering a single layer in
the first part of the domain:

pr— 1 < N
N - { 1, =1, if x <4000; (NVAR1)

10, l; =1/10,i=1,...,N, otherwise.

Secondly, we keep a thin layer close to the bottom in order to improve the
approximation of the friction term:

(NVAR2)

vo[2 h=015L=09, if 2 < 4000;
1 10, I;=1/10,i=1,...,N, otherwise.

Finally, we improve again the vertical discretization close to the bottom by
adding another thin layer:

N - { 3, L=10=01103=0.8, if2z <4000; (NVAR3)

10, ; =1/10,i=1,...,N, otherwise.

In this way, the number of degrees of freedom of the multilayer system
is reduced from 5510 to 3890 (NVARI1), 4070 (NVAR2), or 4250 (NVAR3).
Note that configurations (NVAR2) and (NVAR3) employ a non-uniform dis-
tribution of the vertical layers. Figure 12 shows the absolute errors with
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the #-method with At = 5 s (C.y = 3.2) using 10 layers in the whole do-
main and with configurations (NVARI1)-(NVAR3). We see that the simplest
configuration (NVAR1) leads to the largest error. However, by using config-
urations (NVAR2) and (NVAR3) these errors are much more similar to the
case in which a constant number of layer is employed in the whole domain.
As expected, the smallest error is achieved with the configuration (NVAR3).
Figure 13 shows the vertical profile of horizontal velocity at point x = 16025
m (the top of the peak) at different times. The conclusions are similar, i.e.,
the differences are larger with configuration (NVARL1), whereas (NVAR2)
and (NVAR3) give accurate approximations of the vertical profile obtained
with a constant number of layers.

n
N

(t=12h) (t=15h) (t =20 h)

o —— N =10 layers ‘

56 (NVAR1) 6 6

& —— (NVAR2)

=4 (NVAR3) 4 4

iy

S

<

S

2
K
Mﬁff\” M&f - )
0 5 10 15 2 0

-5 0 5 10 15 20 -5 0 5 0 -5 0 5 10 15 20
(t=24h) (t=30h) (t=136h)

4 4 4l

=

Z3 3 3

52 2 2
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59 1 1

o
0f~ 0 — Q o
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Figure 12: Absolute errors for the free surface at different times obtained in the tidal
forcing test with the 6-method (6 = 0.55 and At =5 s) and either 10 layers in the whole
domain (solid black line) or configurations (NVAR1)-(NVARS3) in the first part of the
domain.

5.4 An application to sediment transport problems

In order to emphasize the usefulness of the proposed method and the po-
tential advantages of its application to more realistic problems, we consider
the extension of equations (7) to the movable bed case. For simplicity, we
work with a decoupled, essentially monophase model, according to the clas-
sification in [27], [28], which is appropriate in the limit of small sediment
concentration. Quantity b in (7) is then assumed to be dependent on time
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Figure 13: Vertical profiles of horizontal velocity obtained in the tidal forcing test with
the reference solution (black circles), the 6-method (0 = 0.55 and At =5 s) and either
10 layers in the whole domain (solid black line) or configurations (NVAR1)-(NVARS3) in
the first part of the domain. Profiles are taken at the point x = 16025 m and times
t =12, 15, 20, 24, 30, 36 h.

and an Exner equation for the bed evolution is also considered

b 0Q,
5 TEar =0, (26)

where £ = 1/(1 — 1)) with ¢y the porosity of the sediment bed, and the solid
transport discharge is defined by an appropriate formula, see e.g. [17]. Here
we consider a simple definition of the solid transport discharge given by the
Grass equation
Qp = Ag |u|2 u,
where A, (s*/m) € (0,1) is an experimental constant depending on the grain
diameter and the kinematic viscosity. For control volume 4, equation (26) is
easily discretized along the lines of section 4. For the 8-method, the discrete
equation reads

At
n+l __ 1n = n+l 12, n+l  _ |, n+l |2, ntl
it =0 4 084, Ar <|ulz %| Uyt |u1,i+% ul,i-i—%)

(27)
At n 2,n n 2, n
+ (1-0)¢4, Ax <|u1,i—%| U1 = |u1,z‘+%| “1,i+%> :
On the other hand, the IMEX-ARK2 discretization of equation (26) con-
sists of a simple updating of the values of the movable bed, since the values
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u™ are known when 0™ is computed. For the first stage we have b?’l =0

Next, b* and b/"* are computed by the formula

J
b”,j = 4+ A At ~ | nk 12, nk _| nk 12 nk
Y f 9 Ay Ak ul,i—% [ (& () .
k=1

.1 L1 1
li—3 1i+3 1i+35

Finally, the solution at time n + 1 is

3
= €A, Sk (P, — P
j=1

We consider a simple test in which a parabolic dune is displaced by the
flow (see [17]). The computational domain has length 1000 m and 150 nodes
are used in the spatial discretization. We set the constant A, in the Grass
formula to 0.001 and we take the porosity value 1y = 0.4. We consider vis-
cosity effects with the same parameters as in the previous tests, disregarding
wind stress. Subcritical boundary conditions are imposed, namely the up-
stream condition is ¢(¢,0) = ¢(0,0) and the downstream one is n(t, L) = 15

m. The initial condition for the bottom profile is given by

) 7(xz — 300)

0.1 2=
+ sin ( 500

0.1 otherwise,

b(0,z) =

] << :
) if 300 < 2z < 500; (28)

and the initial height is h(0,z) = 15 — b(0,z). For the discharge, we take
into account the vertical structure of the flow in order to have a single dune
moving along the domain. With this purpose, we run a first simulation of
the movement of the dune (28), where the initial discharge is ¢; = 15 m? s~}
for ¢ = 1,..., N, until it reaches a steady structure at the outlet. These
values of the discharge are used as initial and upstream boundary condition
in the final simulation. If a constant discharge were used, this would sweep
along the sediment in the initial part of the domain and create another dune
within the computational domain. While this is physically correct, we prefer
in this test to study a simpler configuration.

We use 10 layers in the multilayer code and simulate until ¢ = 691200 s (8
days). Figure 14 shows the evolution of the dune and figure 15 shows zooms
of evolution of the free surface and of the movable bed, as computed with
either the explicit third order Runge-Kutta or the semi-implicit (#-method
and IMEX-ARK2). The results are essentially indistinguishable. This is
confirmed looking at table 7, where we report the relative errors and the
Courant number achieved. We see that there are not significant differences

)
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Figure 14: Profile of the dune at different times in the sediment transport test case,
including the initial condition and the final position.

(b) Bottom b
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Figure 15: Free surface and bottom profile at different times in the sediment transport
test case, as computed by the semi-implicit methods (solid red line) and by the reference
explicit scheme (black circles).

between the semi-implicit methods, due to the fact that the flow is essentially
a steady one and the bed evolution is very slow.

As remarked before, a rigorous comparison of the efficiency of the pro-
posed methods is not possible in our preliminary implementation. However,
a preliminary assessment is reported in Table 8, showing the computational
time and the speed-up obtained for the simulation of 192 hours (8 days). For
the reference solution with the explicit scheme approximately 13 hours are
necessary (78 minutes with maximum C;), whereas 8 minutes (respectively,
19 minutes) are needed with the #-method and IMEX-ARK2 method when
considering a time step At = 2 s. This gives a speed up of 9 (4 for the
IMEX-ARK2). Even taking a small time step (At = 1 s) the computational
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SI-method At (s) Cua Cea Erry, [l2/l] Erry, [la/los]  Erry [l2/1]
(x1077) (x1076) (x107?)

0 =0.55 1 017 1.98 1.4/535  029/1.41  1.09/1.52
IMEX-ARK2 1 016 1.97 1.29/539  0.27/1.41  1.03/1.40
0 =0.55 2 034 394 169/6.13  0.55/2.90  2.25/3.13
0 =06 2 034 394 169/6.13  0.55/2.90  2.25/3.13
IMEX-ARK2 2 033 393 1.68/647  050/2.33  2.11/2.87

Table 7: Relative errors and Courant numbers achieved in the sediment transport test
case by semi-implicit methods at t = 192 hours (eight days).

Method At (s) Clel Comput. time (s) Speed—up

Runge-Kutta 3

0.1 (ref. sol.) 45978 (12.7 h)

Runge-Kutta 3 - 0.99 4700 (78.33 m) 1
f-method 1 1.98 1048 (17.5 m) 45

IMEX-ARK2 1 1.97 2368 (39.4 m) 1.99
f-method 2 3.94 509 (8.5 m) 9.2

IMEX-ARK2 2 3.93 1164 (19.4 m) 4.04

Table 8: Computational times and speed-up in the sediment transport test case for the
stmulation up to t =192 h (eight days).

time required is notably reduced to 17 min (39 min for the IMEX).

Finally, we can further reduce the computational time by reducing locally
the number of layers employed. In this test, the vertical structure cannot
be completely removed without causing a major loss of accuracy, since the
dynamics of the movable bed depends on the velocity of the layer closest to

the bottom. For this reason, we consider the following configuration (see also
figure 16):

; = =1, ... i < z < 700;
N:{m, li=1/10,i=1,...,N, if 200 < o < 700; (20)

6, [;,=1/10,7i=1,...,5;l =0.5, otherwise.

Note that, in this way, both a variable number of vertical layers and
a non-uniform distribution of these layers are tested. Figure 17 shows the
absolute differences on the free surface and on the movable bed profiles at
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Figure 16: Sketch of the multilayer configuration with the variable number of layers for
the sediment transport test case.

different times when we use either a constant number of layers (N = 10) or
the configuration (29). The difference between both configurations for the
bottom is lower than the 2% of its thickness, whereas the number of degrees
of freedom of the problem is reduced from 1660 to 1352.

(a) Free surface g

(t = 2 days) (t =5 days)
2.5 1 2.5
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Figure 17: Absolute differences for the free surface () and bottom (b) at different times
in the sediment transport test case, by using the 6-method (§ = 0.55 and At = 2 s).
We compare the results with 10 layers in the whole domain (solid black line) with those
obtained with the variable number of layers (see (29), dashed yellow line).
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6 Conclusions

We have proposed two strategies, which can act simultaneously, to make
multilayer models more efficient and fully competitive with their z— and
o—coordinates counterparts. On one hand, we have shown how the number
of vertical layers that are employed can be allowed to vary over the compu-
tational domain. Numerical experiments show that, in the typical regimes
in which the application of multilayer shallow water models is justified, the
resulting discretization does not introduce any major spurious feature and
allows to reduce substantially the computational cost in areas with complex
bathymetry. Furthermore, efficient semi-implicit discretizations have been
applied for the first time to this kind of models, allowing to achieve sig-
nificant computational gains in subcritical regimes. This makes multilayer
discretizations fully competitive with z—coordinate discretizations for large
scale, hydrostatic flows. In addition, a more efficient way to implement an
IMEX-ARK method to discretize the multilayer system, which mimics what
is done for the simpler #-method, has been proposed. In particular, in the
applications to tidally forced flow and to a sediment transport problem, we
have shown that the computational time required is significantly reduced
and that the vertical number of layers, as well as their distribution, can be
adapted to the local features of the problem.

In future work, we will be interested in the design of optimal strategies
for adapting the layer subdivision, as well as the application of this approach
to more realistic simulations. In particular, we will extend the proposed
approach to variable density flows in the Boussinesq regime. Furthermore, we
plan to couple multilayer vertical discretizations to the adaptive, high order
horizontal discretizations proposed in [38, 39|, in order to achieve maximum
accuracy for the envisaged application regimes.
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A Semi-implicit method for a tracer equation

The transport equation for a passive scalar can be coupled to the continu-
ity and momentum equation of system (7), in such a way as to guarantee
compatibility with the continuity equation in the sense of [30]. If p,, denotes
the average density of the passive scalar in €2, it verifies the following tracer
equation:

at (pozha) + V.T : (pahaua) - pa—i—l/QGoH-% - pa—l/QGa—%u (30)

where

Pa + Pa+1 1
parijs = PP 4 Son(Gs) (ot — a)-

2 2

In previous equation the mass transference term must be discretized at
the center of the control volume, in contrast with the case of the momentum
equation, so that we set instead

1 8%

n _ n n _ . n n

Corti T An Zﬁ L
=1

N;
n n n n
lg,i 2 : <l%i+%hz‘+%u%i+% l%i—%hi—éu%i—%> '

=1

(31)

In the following, we detail the discretization of the tracer equations using the
time discretizations presented in section 4.

A.1 The 6-method time discretization

By using the #-method, the evolution equation for p, is discretized as

n+l n+1 _
la,ih; Pai _lOé7ihznp¢;L,i

_ﬁ l . 1hTL 1pn. lunfel _l
Ax; \ @2 iy Naits Tasit;

AL (pr, Gy G )
3

1 1
ats,t atg,t a—z,

it apl i,luan;) (32)

2 2 2 QT3

where u"t? = gu™t! + (1 — 0)u”. The values pg’ii%,pzi%ﬂ. can be defined by
appropriate numerical fluxes. Also the discretization of the tracer equation
could be easily turned into an implicit one in the vertical if required for
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stability reasons, by setting

Lo+ T — eAt< ;T G- p;‘j} G Z) — o hmpl,
27
At
- n+6 n+0
- (lae bt i A VY, %%ua’F%) (33)

+(1 9)At< G Z—pa_%(;g_li).

27
Notice that, as in formula (31), the previous definitions have to be modified
appropriately for cells in which N;_ 7& i+l by summing all the contribu-
tions on the cell boundary with more layers that correspond to a given term

Lo +1 Rl . ,oa P ilu”ﬁ% on the cell boundary with fewer layers, according to

the deﬁn1t1ons in the previous sections.

It is also important to remark that, if p”Jrl = po; = 1 is assumed in
either (32), (33), as long as a consistent flux is employed for the definition of
pZﬂ. i%,pz ey discretizations of the first equation in (1) are obtained, which
then summed over the whole set of layers a = 1,..., N; yield exactly for-
mula (12). This implies that complete consistency with the discretization
of the continuity equation is guaranteed. The importance of this property
for the numerical approximation of free surface problems has been discussed
extensively in [30].

A.2 The IMEX-ARK2 time discretization

In this subsection we detail the discretization of the tracer equation (30)
following the lines in section 4.2. For the first stage we trivially have pgi =
Pai- Next, the evolution equation for p, is discretized in the second stage as

n,2 n,2
la,ihi Payi = lalh”paz

At
R, n #*,2 _ n n,1 *,2
ALUZ' (la l+2 h2+1pa 1+§ua,i+% la 1,%}%7 pa zflua zfl>

+a21At< Gnl - pn711 .Gn711 > 9

+2,z a—35,1 a—g5,l
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where now u%? = Gypu™? + agu!. For the last stage, the tracer density is
then updated as

l hn3 n,3 l hn2 n,2

Pa g Pa )
_ﬁ h? u*3 — R 7,2 u*,3
AZL‘Z‘ OZH‘Q z+1pa z+2 az+1 ar—3 i—%pa,i—% a,i—%
n,2 n,1 n,2
+ a32At ( +2, Ga+%,i ’Oafé,iGafé,l)
At
= n o *,2
Ax; <la l+2hz+ az+%ua it+3 la Z*%hz‘f%pa i—g i é)
n,l n,1 n,1
—|—CL31At ( +2,1Go¢+2,z pa—%,iGa—%,z) ’
where now u’ = Gzou™3 + azu™?. Finally, the assembly of the solution at

time level n + 1 is

n+1 _n+1
lavihi paz _lalhnpgz

At & . ; . ;
‘Axiz;bf <lw+lhz+lpaz+—“az+ - lw—%hiflpaz—l“w—ﬁ (34)

2 2
A A n,j n,j
NN (pa+%7iGa+%’ o, G )

j=1

Notice that, also in this case, consistency with the discrete continuity equa-
tion in the sense of [30] is guaranteed and an implicit treatment of the vertical

advection term would be feasible with the same procedure outlined above for
the #—method.
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