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Abstract

In this paper, we develop a novel phase-field model for fluid-structure interac-
tion (FSI), that is capable to handle very large deformations as well as topology
changes like contact of the solid to the domain boundary. The model is based
on a fully Eulerian description of the velocity field in both, the fluid and the
elastic domain. Viscous and elastic stresses in the Navier-Stokes equations are
restricted to the corresponding domains by multiplication with their charac-
teristic functions. To obtain the elastic stress, an additional Oldroyd-B - like
equation is solved. Thermodynamically consistent forces are derived by energy
variation. The convergence of the derived equations to the traditional sharp
interface formulation of fluid-structure interaction is shown by matched asymp-
totic analysis. The model is evaluated in a challenging benchmark scenario of an
elastic body traversing a fluid channel. A comparison to reference values from
Arbitrary Lagrangian Eulerian (ALE) simulations shows very good agreement.
We highlight some distinct advantages of the new model, like the avoidance of
re-triangulations and the stable inclusion of surface tension. Further, we demon-
strate how simple it is to include contact dynamics into the model, by simulating
a ball bouncing off a wall. We extend this scenario to include adhesion of the
ball, which to our knowledge, cannot be simulated with any other FSI model.
While we have restricted simulations to fluid-structure interaction, the model
is capable to simulate any combination of viscous fluids, visco-elastic fluids and
elastic solids.
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1. Introduction

In fluid-structure interaction (FSI) problems, a solid structure interacts with
an internal or surrounding fluid. Such problems arise in many scientific and
engineering applications, for example in aeroelasticity, sedimentation, biological
fluids and biomechanics, see [15] for a recent review. Yet the modeling of FSI
problems is mathematically challenging due to the fundamental differences of
the involved materials: a continually deforming (i.e. flowing) fluid, as opposed
to a structurally rigid solid whose atoms are tightly bound to each other.

Most modeling approaches deal with this discrepancy by introducing two dif-
ferent coordinate systems and two numerical meshes for the two materials. The
most popular approach is the Arbitrary Lagrangian-Eulerian (ALE) method
[16] in which the computational domain is subdivided into a fluid domain Q;
and a structure domain 25. The elastic structure is described in the Lagrangian
coordinate system, with deformations captured in a displacement vector field.
On the contrary, the fluid domain is described in an Eulerian coordinate system
and the variable of interest is the velocity field. Both meshes are aligned at the
fluid/solid interface which is typically moved with the calculated velocity. While
this methodology provides a sound mathematical description and leads to a very
accurate domain representation, it also comes with limitations on the evolution
of the solid structure, which breaks down for large deformations or large trans-
lational and rotational movements. Hence, even simple scenarios like an elastic
body moving through a viscous fluid may become impossible to simulate, since
technically advanced (re-)triangulation methods and clever interpolations are
needed. This has led to the development of alternative modeling approaches in
recent years, in particular full Eulerian formulations [10] and interface capturing
methods.

In interface capturing methods, the fluid and solid domain and their respec-
tive interface are implicitly described by an additional field variable. Most pop-
ular interface capturing methods are the level-set [2T], volume-of-fluid [14], and
phase-field method [7]. Only in the recent decade numerical schemes have been
developed to describe fluidstructure interactions in level-set methods [9, 17} [13]
and volume-of-fluid methods [22].

Phase-field models provide an alternative interface capturing approach which
may offer, depending on the application of interest, some distinct advantages.
An auxiliary field variable ¢, the phase-field, is introduced and used to indicate
the phases, e.g., ¢ = 1 in the solid and ¢ = —1 in the fluid. The phase-field
function varies smoothly between these distinct values across the interface, re-
sulting in a small but finite interface thickness. Depending on the application
of interest, phase-field methods offer some distinct advantages over other in-
terface capturing methods. For example, they can intrinsically include mass
conservation and transport stabilization and allow for fully discrete energy sta-
ble schemes, see e.g. [, [12] , for two-phase flows. Further these methods offer
a simple mechanism to couple the multi-phase system to additional physical
processes, for example on the interface or in the bulk phases, see for examples
[18, 6, [11]. In case of a non-negligible surface energy, phase-field methods allows



for a monilithic coupling of interface advection and flow equations, which can
prevent time step restrictions due to stiff interfacial forces [2].

While phase-field methods are state-of-the-art for multi-phase flow problems,
only one preliminary approach has been made to provide a phase-field model
for FSI [23]. This might be due to the fact, that the interface in phase-field
method is diffuse with a finite thickness, making it harder to combine the solid
and the fluid material in a consistent way. Here, we present an improved phase-
field method for fluid-structure-interaction along with analytical and numerical
validation.

We start by recapitulating the sharp interface equations for FSI in Sec.
The equations are extended to a phase-field formulation in Sec. The model
is based on a thermodynamically consistent derivation (Sec. [2.3). We provide
a formal sharp interface limit showing convergence of the derived equations to
traditional FSI formulations (Sec. [3)). Numerical tests are presented in Sec.
Special focus is put on a comparison to the ALE reference solution of an elastic
cell traversing a cylindrical channel. After this validation, we demonstrate the
potential of the method in Sec. [5| by simulating

(i) a solid object moving through a fluidic channel without grid remeshing,

)
(ii) FSI with strong surface energy, i.e. surface tension forces,
(iii) contact dynamics of a bouncing ball, and
)

(iv) adhesion of an elastic object to a rigid wall.

The paper closes with conclusions on the applicability of the method in Sec. [6}

2. Phase-Field Model for FSI

2.1. Sharp Interface Model

Before deriving the phase-field model, let us begin by presenting the sharp
interface equations for FSI. Let the computational domain Q C R”™ be divided
into a fluid domain and a solid domain. To be consistent with the later phase-
field model, we call these domains Q_;(fluid) and §;(solid). We introduce a
common velocity field v :  — R” to indicate movements of the fluid and the
solid material. Further, let us denote the material derivative by 9° = 0, +
v - V. Throughout this work, we consider incompressible elastic materials, i.e.
of 1/2 Poisson ratio, although the model can be easily adapted to account for
compressible solids. Balance laws for mass and momentum yield the evolution
equations

V-v=0 in QZ‘
for i = —1,1, where v, p,S; denote the velocity, pressure and phase- dependent

stress.



To describe the elastic stress in the Eulerian framework we introduce the
left Cauchy-Green strain tensor o. In an undeformed configuration, this strain
tensor is equal to the identity tensor I. During movement of the elastic material
the strain tensor memorizes deformations by following the evolution equation

0*c —Vvl .o —0-Vv=0 in Q (2.3)

The left-hand side of Eq. is also known as the upper-convected Maxwell
time derivative that rotates and stretches with the deformation. The corre-
sponding elastic stress is 1 (o —I), where p; is the shear modulus of the elastic
material. In a fluid, the elastic stress vanishes since there is no strain, i.e.

o=1 in Q_; (2.4)

for all times. The total phase-dependent stress is then given by the elastic stress
plus a viscous part,

Si = v;(Vv + Vv + pi(o —T) (2.5)

where v; is the viscosity and p; is the shear modulus of the respective phase. In
particular p—1 = 0 in a purely viscous fluid, and v; = 0 if the elastic solid has
no additional viscosity.

Finally two jump conditions are specified at the fluid/solid interface,

MT=0.  —[S]*-n+[ptn =y, (2.6)

where [f]T = fi1 — f_1 denotes the jump in f across the interface. The first
is the continuity of the velocity. The second condition is the interfacial force
balance including a possible surface tension force at the fluid/solid interface
with surface tension 7 and total curvature k.

2.2. Phase-field modeling

Let ¢ denote a phase-field that distinguishes between the fluid domain (¢ =
—1) and the solid domain (¢ ~ 1) within a computational domain Q. Hence
Q; is approximated by the domain where ¢ & i. Since the phase-field approach
allows mixing of the two domains to a certain degree, we define the velocity
field now to be the volume-averaged velocity of this mixture, see [I] for details.
The density is chosen as a linear combination of the densities in the two phases:
p(@) = p1(1+¢)/2+ p_1(1 — ¢)/2. Balance laws for mass and momentum yield
the evolution equations for phase-field and velocity:

9*6=-V-J in Q (2.7)
0*(p(¢)v) =V -S(¢)+Vp+F in Q (2.8)
Vov=0 in Q (2.9)

where the stress depends now on the phase-field and the force F and flux J are
specified later to meet the requirement of non- increasing energy.



To obtain an equation for the diffuse elastic strain tensor, we need to combine
Egs. and . A typical approach in phase-field modeling is to multiply
an equation with a characteristic function of its domain (here: Q_; or ;) and
to extend the domain then to the larger computational domain (here: 2), see
[? ]. We follow a similar approach here and multiply Eq. with a function
a(¢) and Eq. with a function A(¢). Adding up both results, we obtain the
common equation for the diffuse elastic strain tensor as

o) (0°0 — Vv o0 —0-VVv) +a(¢)(c — 1) =0. (2.10)

while for A\ = 0 it reduces to the strain description of a fluid, i.e., Eq.
In case a = 1, Eq. is also known as Oldroyd-B equation. This equation
is used to describe Maxwell-type visco-elasticity with A being the relaxation
time controlling the dissipation of elastic stress. The above generalization of
the Oldroyd-B equation to arbitrary c, leads to the relaxation time A/c. Note,
that this ratio is the only free parameter of Eq. , but the introduction of
a effectively allows to choose this ratio equal to infinity by setting o = 0.

The total phase-dependent stress is then given by the elastic stress plus a
viscous part,

For a = 0 the equation reduces to the strain evolution for an elastic solid (2.3)),
3)

S(¢) = v(¢)(VV + VvT) + u(¢)(o ~ ) (2.11)

where v(¢) is the viscosity and (@) is the shear modulus of the respective
phase. We use linear interpolations for all phase-dependent quantities,

W) =p(1+¢)/2+ p-1(1 - ¢)/2
V(@) =vi(1+6)/2+v_1(1—¢)/2
AM@) =M1 +)/2+A1(1—¢)/2
(@) =a1(l+¢)/2+a_1(1—¢)/2

Hence to model interaction of a solid (¢ = 1) with a fluid (¢ = —1), we insert
the given physical parameters for elastic shear modulus pu1, the fluid viscosity
v_1 and set u_1 = v = a3 = A_1 = 0. It remains to specify a_; and A\; which
can be interpreted to control the relaxation time in the diffuse interface region
where a mixture of fluid and elastic phase is present. Note, that due to the
structure of Eq. the only free parameter here is the ratio A;/«_1, which
we can also think of an interface relaxation time. Obviously, this time has to be
scaled somehow with the characteristic time scale T' of the considered problem,
which suggests to simply use A\;/a_1 = T, for example by setting « = 1, A = T.
This parameter choice will also be numerically tested in Sec.

An overview of the parameters can be found in Tab. [} Note, that also
visco-elastic material phases can be modeled. For Kelvin-Voigt visco-elasticity
it suffices to add a viscosity inside of the elastic material. For Maxwell visco-
elasticity one can just prescribe the Maxwell relaxation time for A. Hence, any
combination of two phases, be it viscous, visco-elastic or solid, can be modeled
by choosing the parameters as given in Tab. [I}



viscosity ~ shear modulus relax. time corresponding material
v() (o) A(¢) (o)
* 0 0 1 viscous fluid
0 * T 0 elastic solid
* * T 0 visco-elastic Kelvin-Voigt
0 * * 1 visco-elastic Maxwell

Table 1: Different material laws can be obtained by different choice of pa-
rameters. The star symbol '+’ marks parameters that are given by the physical
problem itself, T indicates the characteristic time scale of the given problem.

2.3. Energy Dissipation

To close the system of equations, it remains to specify the flux J and force F
to obtain a thermodynamically consistent evolution. We define the total energy
E of the system as sum of kinetic, elastic [§] and diffuse surface energy [3] as
follows,

p(¢) |V‘2

Q 2

1
E = +'u(2¢)tr(a—lna—]l)+’7<;|V¢|2+6W(q§)> dz. (2.12)
Here, ’tr(A)’ is the trace of a Matrix A, ¥ = 3/2v/2-7 the (scaled) surface
tension, e the interface thickness and W (¢) = 1(1—¢?)? a double-well potential.

Inserting (2.8)-(2.11)) into Eq. (2.12) we can compute the time evolution of the

energy. The complete computation is carried out in the appendix. We obtain

d v T

th:/Q—(;)’Vv—i-Vv |
+J-Vv ['u/gf))tr(a —lnoe—-I)+7 <1W’(¢) - €A¢>:|
+v - [F+V-(p(o)ved)+eyV- (Vo @ Vo) dz.

_ TGS
/Q o Gy e+ 21) d (2.13)

under appropriate boundary conditions. Note, that the last term is non-negative
for any given tensor o and bounded as explained in Sec. [7.I}] Hence, with the
choice

F=—V.(d()ved) -5V (Vo © Vo), (2.14)

H'é‘ls)tr(a—lncr—]l)-F:Y <1W’(¢) —6A¢>} (2.15)

J=-m(¢)V



for some mobility function m(¢) > 0, we obtain non-increasing energy,

dp__ [v9) i, L g

S E= /Q 5 Vv + Vv |+m(¢)\J| dz
. GO
/Q\{A:O} 2\0) tr(oc+ o 2l) dz

< 0.

2.4. Governing equations

In the following we summarize the governing equations for the thermody-
namically consistent visco-elastic phase-field model. As noted earlier, the model
can be used to describe any combination of viscous, visco-elastic and elastic ma-
terials, by choosing the parameters accordingly, see. Tab.

& (p(&)v) + F AV - (v @ m(9)V) (2.16)

V- (v(¢) (Vv + VD) + () (0 = 1)) = Vp=—7eV- (Vo @ V9),
V.v=0, (2.17
9=V (m(¢)Vq), (2.18)
a ;"5) tr(oc —Ino—T) +5 (1W’(¢) _ eAqb) . (2.19)
o) (8°0 — Vv -0 —0-Vv) +a(p)(c — 1) =0, (2.20)

In numerical tests we find, that if the chemical potential ¢ as defined in
Eq. is used in the evolution equation of the phase-field, the resulting
¢ does not provide a good description of the interface layer because of the
contributions of the elastic strain. Since the primary purpose of ¢ is to track
the two-phase interface, we use a simplified version of the ¢ in the numerical
simulations, which omits the strain-dependent terms,

= %W’(q&) _eAd (2.21)

replacing Eq. . This amounts into a classical advected Cahn-Hilliard equa-
tion for ¢. Note that the resulting system is no longer variational and does not
necessarily decrease the energy. However, this effect tends to be higher order
since away from the interface W’(¢) = A¢ = 0 and near the interface ¢ locally
equilibrates yielding W’'(¢) ~ €2A¢ and thus ¢ ~ 0. Note that if ¢ = 0, then
the energy is non-increasing, %E < 0 which follows from Eq. .

In the following Section we derive relations of our phase-field model in the
sharp interface limit (i.e. € — 0) with the aid of formal asymptotic expansions.
We perform the analysis for the full model containing the strain dependent
terms in ¢, but we will see that the asymptotic analysis holds equally for the
simplified model involving Eq. .



3. Sharp Interface Asymptotics

In the following we only consider the case A(—1) = 0,a(—1) = 0,A(1) =
T > 0,a(1) = 0, which corresponds to the coupling of a viscous fluid and an
elastic solid. Following [1], we perform formally matched asymptotic expansions.
Therefore we consider a solution (v, p, ¢, ¢, o) of the system given by Egs. (2.16)-
(2.20). For the mobility m we distinguish two cases in the following:

m(e) = {emo case I,

my(1—¢?)y case II

where mg, m; > 0 are constants and (.), is the positive part of the quantity in
the brackets. A lot of calculations and arguments follow closely [I] with suit-
able modifications. For the convenience of the reader we include them in detail
although some are the same as in [1].

3.1. Outer expansions

The first step is to expand the solution in regions away from the interface.
Therefore we assume an expansion of the form

oo

v = iekvk, ¢e = Zqubk, e (31)
k=0

k=0

An expansion of Eq. (2.21) at order 1 leads to W’ (¢g) = 0, which yields the
stable solutions ¢g = +1. Expanding the Eq. (2.16) we obtain

0°* (inO) -V (I/i (VV() + va) + MiUO) + vpo =0 in Qi7 (32)

V- Vo = 0 in Qi7 (33)

gy = I in Q_l, (34)

8'0’0 —VV;J;%TO —UO'VVO =0 in Ql, (35)

where 7 = —1,1 and (; the domain where ¢¢ = i. Furthermore we denoted by

px1 = p(£1), v41 = v(£1) and py; = p(£1). Note that we recover the sharp
interface equations given in Sec.

3.2. Inner expansions

As a second step we prepare the expansion in the interface region and there-
fore introduce new coordinates in a neighborhood of the smoothly evolving
interface T' =T (t), t > 0. We define a local parameterization of T by

C:IxU—R" (3.6)

with a time interval I C R and a spatial parameter domain U C R”~!. The unit
normal to I' (¢) will be denoted by n and points into €. In the following we



adopt the notation from [I]. We consider the signed distance function d (¢, ) of
a point x to the sharp interface I'° () with d (t,z) > 0 if z € Q4 (¢). In addition,
we denote by z = % a rescaled distance. We now introduce the new coordinates

by defining a local parameterization of I x R™ close to ¢ (I x U) as follows:
G (t,s,2) = (t,€ (t,8) + ezn (¢, s)) (3.7

with s € U. It will turn out that we need the following identities, containing a
scalar function b (¢, z) and a vector field j (¢, z):

%b(t,w) =-1v3.b+ hot., (3.8)
V.b=Vr. b+ 19.bn, (3.9)
V,-j=divr_j+ 10.j-n, (3.10)
Agb=Ar_b—L(k+ez[S]?).b+ 50..b+ hot., (3.11)

with the correspondences

° l} is the denotation of b in the new coordinates with
b(t,s(t,x),z(t,x)) =b(t,x).

e V = 0, -n is the scalar normal velocity.

e h.o.t. stands for higher order terms as ¢ — 0.

V. is the gradient with respect to the spatial variables.

is the surface gradient on I'c, := {{(s) + ezn(s) | s € U}.

Vr.,

. dinuj is the divergence ofj onT,,.

e r is the mean curvature of T'(¢).

|S| is the spectral norm of the Weingarten map S of I'(¢),

cf. [1]. Note, that we omit the time dependence in the following argumentations,
as done for I, above. Moreover, we will make use of the relations (see Appendix
of [11)
Vr..b(s,z) = Vrb(s, z) + h.o.t.,
divy__ j(s, z) = divpj(s, z) + h.o.t.,
Ar__b(s,z) = Arb(s, z) + h.o.t.,

where Vr,divp, Ar are the respective surface operators on I'.



3.3. Matching conditions

As for the outer variables, we now assume an e-series approximation for the
unknown functions (V, P,®,Q,Y) in the inner variables:

Ve = iekvk, P = iek@k, e
k=0 k=0

Representatively, we obtain the following matching conditions for the phase field
function at x = ¢ (s):

Erin Dy(z,5) = ¢po(zt), (3.12)
Erﬂ? 0,P1(z,8) = Vego(zL) -n , (3.13)

where ¢g(z=+) denotes the limit ;ii% ¢o(x £ on).

3.4. The equations to leading order

We insert the asymptotic expansions into Egs. (2.16])-(2.20)) and ask that each
individual coefficient of a power in e vanishes. The leading order of equation

(2-19) is 1, which gives
0=20,.P9 — W (D). (3.14)

Using (3.12) we obtain
Dy(z) > £1 for z — +oo. (3.15)

We now assume additionally that
Dy(0) =0.

Together with this condition (3.14]), (3.15)) has a unique solution. Hence ®¢ does
not depend on t and s. The leading order of Equation (2.17)) yields

62V0 ‘N = 8Z(V0 . 1’1) =0. (316)
The matching condition implies that (Vg -n)(z) is bounded. Hence

(vo-n)(z+) = (Vo-n)(z) = lim (Vo-n)(z) = (vo-n)(z—).

lim

Z—r 00 Z—r—00
Thus

[vo-n]t =0,

where [u]t(z) = u(z+) —u(z—) denotes the jump of a quantity at the interface.
For the analysis of Eq. (2.18) we have to distinguish the different case for the
mobility.

Case I: m(¢) = emy .
Equating the order % term we obtain from Eq. (2.18)

—Vo,®q + (VQ . n)(‘)z@o = Bz(moﬁonn) ‘n=mp0,,Qq . (317)

10



Moreover, matching yields
0.Qop — 0 for z— +oo.
If we integrate with respect to z, we obtain
YV =vp-n.

Since 0,,Qo = 0, we conclude that Qg is independent of z.

Case II: m(¢) = my(1 — ¢?) .
Equating the order 6% terms, we obtain

0=09.(m1(1 — ®§)9.Qon) -n = 9. (m1(1 — ©§)9.Qo) -
Moreover, matching yields
mi(1 — ®2)0.Qp — 0 for z— +oo

and therefore
m1(1 — @%)@QO = 0,

which implies
Qo = Qo(s,1).

At order % we obtain
—Vaz‘l)o + (Vo) . naztl)o =0.
As before integration yields V = vq - n.

Next we discuss the equation for the conservation of linear momentum. Ap-
plication of Eq. (3.9) for each component yields

V.v = 19.Vven+Vr V,
D,v = 130.Vven+n®0d.V)+i(Vr_ V+ (V. V)").
For the following we define £(A) = (A+AT) for a quadratic matrix A. Hence
Ve W(9)Dyv) = £0.(w(®)E(D.V ®@n))n+ L9.(v(®)E(Vr, V))n

(
+eVr,. - (W(®)E(0:V @n)) + Vr,. - (V(2)E(Vr,. V)
(

— 10.(@)E(O.V @ n)n) + L0, ((@)E(Vr, V)

+1Vr,. - (v(®)E(8:V ®@n)) + Vr,_ - (1(®)E(Vr, . V)),
where we used 9,n = 0 as in [I]. We conclude from Eq.

n®d, Von=(0,Vg-n)n=0.
Since ®( is independent of ¢ and s, Eq. implies

VoV = é(@zéo)z(n ®n) + %8Z<I>182<I>0(n ®n)+ h.o.t.

11



Because of (Vrn)n = 0, we conclude
eV - (VopaVe) = £0.(0.90)*n+2(9.90)*(Vr -n)n+10,(9,9,0.9)n+ h.o.t..

Since the leading order of the chemical potential does not depend on z, we the

term div(v ® m(¢)Vm) gives no contribution to the order %. Therefore the

order 6% terms from the momentum equation yield

70.(0.®0)*n + 0. (v(®()d. Vo) = 0. (3.18)

Multiplication of Eq. (3.18) with n, taking 9,n = 0 and 9,Vo-n = 0 into
account yields
70.((0.90)?) = 0.

Therefore (3.18]) implies
0, (v(®)0.Vy) =0. (3.19)

The matching conditions yield that V(z) is bounded. Thus Eq. inter-
preted as an ODE in z has only solutions V( which are constant in z. Again
matching yields

[vo]T =0. (3.20)

Thus we recover the first part of the sharp interface jump condition in Eq. (2.6)).

8.5. The momentum balance in the sharp interface limit

Now we analyze the momentum equation to the next order. The term
V- (v(¢)Dv) gives to the order 1,

0, (V(®9)E(0. V1 @n)n) + 0, (v(P)E(VrVp)n) .

Because of the matching conditions, we require lirf 0. Vi(z) = Vvo(zt)n.
Z— I 00

Hence
0,Vi®n+VrVyg— Vv for z— Fo00. (3.21)

Moreover, the term div(v ®m(¢)Vq) gives no contribution to order 1. Thus we
obtain from the momentum equation at order %:

- 0, (p((l)o)V())V + 0, (p((I)o)(Vo ® VQ))I’I
— 20,(W(P®p)€(0. V1 ®@n)n) — 20, (v(Py)E(VrVy)n)
- 7(0.%0)*kn + 70.(9,910,P0)n + 0, (1(P9)X0) + 0, Pon = 0.
Integration with respect to z yields after matching and the use of Eq. (3.21))
— [,OOV()]i_V + [poVQ]tVO ‘n — Q[Vg(vaO)]tl’l

- :Y</Oo (32@0)2d2> k0 — [p(do)oo]Tn + [po]Tn=0.

—o0
Since vg-n =V, we conclude

—2[vDvo]Tn + [po]™n — [1u(po)oo]Tn = Frn. (3.22)
Therefore we recover the second part of the sharp interface jump condition in

Eq. .

12



4. Numerical tests

Numerical tests are indispensable to validate numerical models and to as-
sess their accuracy. Nowadays, the standard benchmark for fluid-structure-
interaction is the FeatFlow benchmark [24] where a channel flow induces oscil-
lations of a thin elastic bar attached to a rigid object. Obviously, the phase-field
model is not well suited to represent such a thin structure, since the correspond-
ing interface thickness would be required to be much thinner than the structure
itself, resulting in an extremely fine grid and very high computational costs.
Consequently, we choose a different benchmark system serving the current pur-
pose of testing the phase-field model in a practically relevant situation.

We consider the flow of a deforming solid ball through a fluid-filled channel.
Firstly, this highlights the ability of interface capturing methods to account for
movements of the solid and fluid domains with respect to each other. Secondly,
the test scenario is based on a physically relevant simulation of biological cells
traversing a flow channel. Such simulations have been recently established to
enable ultra-fast identification of cell mechanical properties [19]. Therefore cells
are approximated as homogeneous incompressible elastic solids surrounded by
a cortex with an active surface tension. While we neglect this active tension in
the benchmark stage, we will add it to the model later to make use of one dis-
tinct advantage of the phase-field modeling: the stabilization of stiffness arising
between interface advection and surface forces [2].

4.1. Test Setup

We simulate the flow of an initially spherical solid object, also called cell,
through a fluid-filled channel. To be consistent with the reference simulations
[19], we consider the solid object and the channel to be axisymmetric. Axisym-
metry effectively reduces the problem to a two-dimensional flow with axisym-
metric operators. Hence, we consider a two-dimensional rectangular domain )
whose lower boundary represents the symmetry axis, see Fig. [§ for an illustra-
tion. Here, 2 = [0, 40]um X [0, 10]wm which corresponds to a cylindrical channel
of radius 10 um, see Fig. [1] for an illustration.

Periodic boundary conditions are used at channel inlet and outlet for all
fields but the pressure, which effectively leads to a channel of infinite length. A
pressure difference between the channel inlet and outlet is imposed to drive the
flow. Consistently with [I9] this pressure difference is chosen such that a flow
rate of 4e—11m3 /s appears. At the channel wall, we impose no slip (v = 0) for
the velocity and no flux for the Cahn-Hilliard system.

Surface tension forces are neglected at first, but we choose ¥ = 1 in Eq.
such that we keep the stabilizing Cahn-Hilliard diffusion. Moreover, we choose
the following physical parameters for our simulations: 11 = v_; = 10Pa-s,
p1 = p—1 = 1000 %, -1 = 0. The shear modulus of the cell, p; is related to
its Young’s modulus F by E = 3u;. Different values of E are used in the tests.
The radius of the initially spherical cell is set to cell » = 6 pm.

Unless otherwise stated, the standard model parameters are ¢ = 0.0125pm
and constant mobility m = 107® m3s/kg. The characteristic time scale of the

13



e

/'70 w

Figure 1: Illustration of the simulated scenario. An initially spherical elastic
cell (green) is deformed by pressure and shear forces as it flows through a fluid-
filled cylindrical channel. Streamlines (black) visualize fluid movement relative
to cell velocity.

considered problem is approximately 1 ms, we choose the parameters for the
Oldroyd-B equation accordingly a; = 0,7 = 1,A; = 1 ms,A_; = 0, as
suggested in Tab. [} Note, that the only free parameter here is A1, we will later
assess the influence of variations in Ay in our numerical tests.

The problem is discretized in the finite element toolbox AMDIS [257 ]. We
chose an adaptive mesh refinement strategy where coarsening and refinement of
the mesh are controlled by gradients in the phase-field function. The refinement
level at the interface is chosen depending on the choice of €, such that the
interface is resolved by at least five degrees of freedom. Away from the interface
the larger grid size h = 0.625um is chosen.

P1 finite elements are used for the pressure and P2 elements for the other
variables. The time discretization is based on a implicit Euler method. Thereby,
the Navier-Stokes and Cahn-Hilliard system are monolithically coupled while the
Oldroyd-B equation is solved separately in each time step. For details on
the axisymmetric equations and the time discretization we refer to the Appendix
(2]

4.2. Benchmark Quantity

After being deformed by pressure and shear forces, the solid will assume a
stationary shape whereupon its flow becomes purely translational. We aim in
particular to reproduce this state of stationary deformation. Note that this is a
highly challenging problem for a phase-field method, since the structure needs
to resist any movement, while the fluid keeps flowing around it and continuous
movement takes place, even in the diffuse interface.

We introduce the deformation as a measure of the deviation of the cell shape
from a circle,

2V AT
P )

d =1 — circularity =1 —
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50 ps 100 s 3000 ps

Figure 2: Cell shape at different times for £ = 6kPa, r = 6um, which cor-
responds to the parameter set discussed in Fig. Remarkable changes of the
shape occur within the first 100 ps. The last image compares the stationary
shape of the phase-field method with the ALE reference shape (dashed).

where A and P denote the area and the perimeter of the 2D view of the deformed
object. It has been shown in [19] that d is a delicate measure of the cell shape
that can be uniquely related to the exact elastic modulus of the cell. We hence
use this quantity as a main indicator for comparison of the phase-field model
with the ALE reference solution.

Reference values for the stationary cell shapes are given in [19] for various
cell sizes, flow rates and elastic moduli. There, an ALE method was employed
using a co-moving grid to keep the cell in the center of the computational domain
throughout the simulation. These data in [19] has been shown to be extremely
accurate in terms of spatial and temporal discretization errors. The ALE data
has been extensively used to draw comparisons to corresponding experiments.
The experimental technique, called Real-Time-Deformability Cytometry (RT-
DC), can be used to probe mechanical properties of biological cells in flow
[20]. A validation study with purely elastic spherical particles showed excellent
agreement between ALE simulations and experiments.

4.3. Simulation Results

In this section we compare the phase-field method presented in this paper
with the ALE reference data and perform a parameter study to justify our choice
of A1, € and m, respectively.

Fig. [I] provides an idea of the actually simulated 3D scenario. It illustrates a
stationary state shape in the cylinder, together with the streamlines of the flow.
Moreover, Fig. [ shows the cell shape for different times. It can be seen that
the initially spherical cell deforms due to fluid pressure and shear forces until it
assumes a quasi-stationary state. A comparison with the ALE reference shape
shows good agreement (Fig. [2] right).

Fig. [3| shows the corresponding evolution of the cell deformation. In a) we
investigate the dependence of the deformation evolution on the interface width
€. A doubling of € leads to a slighty higher cell deformation. For ¢ = 0.0125um
we find already a very good agreement to the ALE reference value, as expected
from the sharp interface limit of the equations.

Next, we vary the mobility to test the influence of the intrinsic Cahn-Hilliard
dynamics on the simulation results. Therefore, we conduct a simulation with
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Figure 3: Cell deformation in comparison to ALE reference values for varying
parameters. In (a)-(c) we use the fixed physical parameters E = 6kPa, r =
6pm. The standard model parameters are \; = 1ms, € = 1.25-10%m and
m = 10~3m3s/kg. One of these parameters is varied to investigate the influence
of interface thickness € (a), mobility m (b) and interfacial relaxation time A\; (c).
(d) provides stationary deformation values at ¢ = 2 ms for different cell sizes and
elastic moduli. Lines depict the results of the ALE method and marker points
represent those of the phase-field method.
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larger mobility such that the Cahn-Hilliard dynamics is doubled. As seen in Fig.
b)7 the steady-state deformation changes only slightly. This indicates that the
chosen mobility is already small enough that the Cahn-Hilliard dynamics has
no remarkable effect on the results.

As a last step of the parameter study, we vary the only free parameter in
the Oldroyd-B equation, A;. We find that small variations of A; have almost no
influence on the evolution and steady state of the cell shape. To push our model
to its limits, we vary \; across several orders of magnitude in Fig. [3|c). We find
that for very small \;, the cell deformation continously increases and reaches
no stationary state. In this case, the very small value of A\; leads to a very small
relaxation time in the diffuse interface region and hence to a large dissipation of
elastic stress there. The drop in elastic stress lets the cell increasingly deform.
On the other hand, when A; is very large, a small amount of elastic stress from
the diffuse interface may accumulate in the fluid, leading to increased stiffening
of the fluid and a decrease in cell deformation. We conclude that the parameter
A1 has to be carefully chosen with a good choice being in the range of the
problem’s characteristic time scale.

Finally, we show that the results of the phase-field method are accurate over
a range of cell sizes and elastic moduli. We simulated cells of five different sizes in
the range ~ 77 pm? to 160 um?. For each cell size, we chose five different values
for the Young’s Modulus between 4.5kPa and 12kPa. As seen in Fig. d),
the stationary deformation values of the phase-field method are in very good
agreement to the ALE reference values. Only for the highest deformation values,
the phase-field method underpredicts cell deformation, possibly due to small
Cahn-Hilliard dynamics which becomes more prominent for larger deviations
from a circular shape.

5. Illustration of the Method’s Potential

In this section we perform further simulation studies in order to illustrate the
potential of the presented phase-field FST model. At first, we stick to the simu-
lations of a cell in a cylindrical channel, but we now include surface tension to
demonstrate the model’s capability to simulate elastic bodies with strong surface
tension, as they are common in biological applications. Therefore, we choose
three different values for the surface tension, v = 5e—4N/m, v = 1le—3N/m
and v = 5e—3N/m. Further parameters are E = 3kPa and r = 6 pm. Fig.
shows that the surface tension has a strong influence on the stationary cell
shape, which varies from triangular (v = 5e—4N/m) to almost almost circular
(v = 5e—3N/m). The stiff surface tension forces here are treated with a mono-
lithic coupling of the interface advection and flow equations which relaxes any
related time step restrictions [2].

Next, we simulate the inflow and outflow of the cell. Such simulations are of
great interest for biotechnological applications as the dynamics of cell deforma-
tion provides additional information on the cell’s state. Therefore, we choose
a realistic computation channel domain with a conical inlet/outlet of 45°[20].
The chosen parameter set is: E = 1.5kPa, v = 1le—3N/m, A = lms, m =
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Figure 4: Comparison of the steady state shapes for varying the surface tension
~v = 5e—4 N/m (black), v = le—=3N/m (blue dashed) v = 5e—3 N/m(thin red)

10~8m3s/kg, cell radius » = 8 ym and € = 0.1um. As for the cylindrical domain,
a pressure difference is implemented between the left and the right boundary,
which induces the flow. Fig. [5]shows a cut through the computational domain,
the initial cell position and various cell shapes during the traversal of the chan-
nel.

The deformation curve in Fig. p|shows a strong increase of cell deformation
(elongation) during inflow, followed by a drop in deformation as soon as the
cell is completely with in the cylindrical part of the channel. The elongated cell
almost approaches a stationary shape around ¢t = 2ms, but as it is already close
to the outlet, the stationary state is never reached. Instead the cell starts to
become shorter and wider. This leads to a drop in the deformation, followed by
a peak when the cell reaches a maximum thickness and an oblate shape as it
leaves the cylindrical channel. Afterwards, the cell relaxes back to a sphere.

Note, that such simulations are typically challenging for ALE methods as
re-triangulations and interpolations are needed to reconnect the different grids
while they move past each other. Our phase-field model needs neither re-
triangulations nor interpolations to simulate this test case.

Finally, we illustrate the capability of the phase-field method to deal with
contact between an elastic material and a rigid wall. Therefore we simulate a
bouncing elastic ball immersed in a fluid. The fluid fills a cylindrical column of
height 40pm and radius 10um. The ball of radius r = 6um is initially placed
20pm in the middle of the column. The parameters for this toy problem are
vy =4 pPa-s, v_; = 10 yPa-s, E = 500 Pa, p; = 1000kg/m?, p_; = 100kg/m3,
A =1ms, e =0.2um, m = 2-10""m3s/kg.

A gravity force of magnitude 10°m/s?)p(¢) is included to make the heavy
ball fall down. A no slip condition v = 0 is specified at the top and bottom
boundary of the liquid column. An additional no-wetting condition, ¢ = —1,
on all domain boundaries ensures that the ball is repelled from the boundaries.
A free slip condition is imposed at the sides of the column.

Snapshots of the simulation results are shown in Fig.[6] The ball and the fluid
around it are accelerated as the ball starts falling in the begin of the simulation.
Around t = 0.18ms the ball ’touches’ the rigid wall whereupon it is compressed
in the direction of motion. After the maximum compression is reached around
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Figure 5: Simulation of cell inflow/outflow in a modified channel geometry.
The length of the narrow cylindrical channel is 40 pm. Left: Snapshots of cell
shapes at t=0ms, 1.25ms, 1.927ms, 2.595ms, 3.6 ms, 5.509ms. Right: Cell
deformation over time.
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Figure 6: Simulation snapshots of an elastic ball bouncing off a rigid wall at
different times.

t = 0.2ms the stored elastic energy is transformed into kinematic energy and the
ball starts jumping upwards. This bouncing up and down is repeated several
times, but quickly damped due to the viscosity of the surrounding fluid, such
that the ball assumes a resting position ’lying’ on the rigid wall.

Note, that no special treatment is needed to realize the contact dynamics
here. The only thing is the no-wetting condition, ¢ = —1, which needs to be
imposed at the contact boundary.

In a last step, we extend the simulation even further by adding adhesion
of the ball to the substrate (wall). Adhesive behavior is typical for biological
cells and fluids and appears as soon as the surface energy between the wall and
the solid is low. Here, we impose equal surface energies of the fluid/wall and
the solid/wall interface, which according to the Young-Laplace law leads to a
contact angle of 90°. This yields a Neumann boundary condition for the phase-
field, n- V¢ = 0. Arbitrary surface energies and contact angles can be treated
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Figure 7: Simulation snapshots of an adhesive elastic ball bumping into a rigid
wall.

as described in [5] 3].

We repeat the simulation of the bouncing ball now with this new bound-
ary condition to model adhesion. The parameters are as before, except for the
mobility which is increased by a factor of 40 to overcome the typical stress singu-
larity at the contact line, see [5] for a discussion. Fig. mshows the corresponding
time evolution. As soon as the ball touches the wall it starts to adhere to it
with the prescribe 90°angle. Still, the ball is compressed shortly after contact
and the elastic energy is released by lifting the ball up. But this time the ball
remains bound to the wall and the oscillations are even more quickly damped.
And the ball develops an almost stationary position around ¢ = 0.4ms. To our
knowledge this is the first numerical method to model adhesive elastic structures
of arbitrary surface energy and contact angles in flow.

6. Conclusion

In this paper, we presented a novel phase-field model for Fluid-Structure-
Interaction. The model is based on a monolithic Navier-Stokes equation that
solves for the velocity field in both, the fluid and the elastic domain. Viscous
and elastic stresses are restricted to the corresponding domains by multiplication
with their characteristic functions. To obtain the elastic stress, an additional
Oldroyd-B - like equation is solved including an interfacial relaxation time. To
close the system of equations, we derived globally thermodynamically consis-
tent forces and fluxes using energy variation arguments. Provided that suitable
power series expansions exist, matched asymptotic analysis shows the conver-
gence of the derived equations to the traditional sharp interface formulation of
FSI equations.

We conducted several numerical tests to validate the applicability and ac-
curacy of the new model. A challenging benchmark scenario of an elastic cell
traversing a fluid channel is employed and results are compared to reference
values from ALE simulations[19]. We find very good agreement for various cell
sizes and elastic moduli. In particular, we show that the interface thickness €
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and the mobility + are small enough to influence the results only marginally.
Results are also shown to be robust with respect to the introduced interfacial
relaxation time.

Finally, we highlight some distinct advantages of the new model as compared
to traditional ALE approaches for FSI. We demonstrate the movement of a solid
object through a fluidic channel without grid re-triangulations. We include
strong surface energy, i.e. surface tension forces, into the model, whose stable
discretization is one of the advantages of phase-field models. At last, we show
how easy it is to include contact dynamics into the model. We demonstrate this
by simulating a ball bouncing off a wall. We conclude with the simulation of
adhesion of an elastic ball to a rigid wall, a scenario which, to our knowledge,
cannot be simulated with any other FSI model so far.

While we have restricted simulations to fluid-structure interaction, the model
is capable to simulate any combination of viscous fluids, visco-elastic fluids and
elastic solids. We therefore believe that the proposed phase-field model is well
suited to tackle a range of complicated multi-physics problems, in particular
from biology, in the future.

Acknowledgements SA acknowledges support from the German Science
Foundation (grant AL 1705/3) and support from the Saxon Ministry for Science
and Art (SMWK MatEnUm-2).

7. Appendix

7.1. Energy Time Derivative

In the following we present the complete computation of the time evolution
of the energy given in Section As discussed in [§], we assume o € R™"*"”
to be a symmetric positive definite matrix and thus calculate the trace of the
matrix logarithm In o by

tr(lno) = zn:ln)\i (7.1)
i=1

with the eigenvalues \;. According to Eq. (2.12]), we consider three parts of the
total energy:

E:/ @W\Q + tr(U—lna—H)+ﬁ<;|V¢|2+1W(¢)) dv .
Q N— i

kinetic energy Fxin elastic energy Fq;

1)
2

Cahn-Hilliard energy Ecu

(7.2)
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The following identities will be useful to compute the time derivative of the
three energies:

Vv (Vv+Vv) |Vv+VvT| (7.3)
“00) = (0 (r.4)
(”| ) = 50" o) V" + 0" () - o)
i

= 0% (p(¢)v) -v —0°p(¢)——

: (7.5)

In the following computation of the energy time derivatives, we will neglect
boundary integrals that arise from integration by parts, as we assume appropri-
ate boundary conditions. We compute,

d R— 14 _ o@ 2
%Ekm Q@ (p(@)v)v —0 5 [v|® dz

/Q(FJrV- <V(¢) <VV+VVT>>+V[)+V- (N(¢)U)> -vfa'@w\? dz

/F-vfzz(¢>) (VerVvT) :vaz;V~vf,u(gZ>)<7:vaa'@\v\2 dx
Q 2

( )

(p)o : Vv+v-F+ 222 v’V -J de,

- /Q

Gen = [ 5 (b0 4 TW(9)) 06t v (V- (V9@ V4)) da

-/ 6ECHV_J+V.(V.(E'7V¢®V¢)) dz ,

where we defined 5?% =7 (—eAd + 1W'(9)).

% e1=/98' (@)tr(a—lna—ﬂ)-ﬁ-@@'tr(a—lna—]l) dz
_ /_u’(¢) I
DD /o 2

1
.

[ @) o —
,/Q 5 V-Jtr(oc—Ino—1) da:—!—/{/\zo}

V-Jtr(c—Ino —@tr (8* (0 —Ino)) dzx

@tr (I-0"1H9%) dz

M(¢) r _0_71 .0' T
+/Q\{A:0} 5t ((1 )0%0) d

Y ()
0 2

- /Q\{A:O} %@ B ((H —o7) <VVT AARAAS igz; (o= D)) a

V-Jtr(c—Ino—1) dx
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Note, that Eq. (2.10) yields the boundedness of the last integrand in the set
O\{\ = 0} given the solution is sufficiently smooth. Consequently, we obtain
the variation of E as

& E = —@lvwvff—u(é)a:VV+V'F+@|V\2V-J (7.6)
Q
*@V-J tr(o—lna—ﬂ)*V'J(S?;H +v- (V- (Vo © V) do

+/S2\{A_O}“(f) tr((l[—a_l) (VvTa—i—aVV— m(a—ﬂ))> dz

In order to reformulate the trace term in the last line, we use the symmetry
of o and the following properties:

tr (ABA™') = tr (B) for a regular matrix A (7.7)
tr(AB)=A:B" =A"T:B :
tr(Vv)=V.v=0 (7.9)

and thus get for A # 0

tr <(11 —oh) <vVTa +0oVv — i‘gg (0 — ]I)>)

a(¢)
A(@)

tr(c+o- ' =2I) . (7.10)

20 : Vv —2tr (Vv) —
ooy 29)
= AAYE)

Note, that also the last term of Eq. (7.10) is bounded, which follows from
Eq. (2.10) and [tr(c + o~ — 2I)| < C||o — I]| in a neighborhood of the identity
matrix. We obtain a simplified version of Eq. (7.6):

= tr (0—|—a_1 —2]1)
.3

dEch
oo

th:/ —”(2¢) |Vv+VvT|2+v-F+@MQV-J—VJ
Q

_ M/é(ﬁ)v.‘] tr(c —Ino—I)+v- (V- (yVp @ V9¢)) dx
M r(o 0’71— X
_/Q\{/\—O} ) " h

Furthermore we reformulate the density term in ([7.6)) applying integration by
parts twice and using that p’(¢) is constant:

P’(¢) 2 _ o V- V- — v- (A v T
[ B2 Pva= [ <o (D)= V(v (fove D) o

which yields the energy time derivative given in Eq. (2.13]).
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Figure 8: Illustration of the axisymmetric computational domain. The bound-
ary line segments I'y to I'y circumscribe the rectangular 2D domain sp. The
use of axisymmetric terms in the governing system of equations, allows to sim-
ulate the flow of an initially spherical object through a cylinder.

7.2. Time-discrete axisymmetric equations

We consider axisymmetric flow and geometries which allows to rewrite the
equations in a 2D manner using cylindrical coordinates. Thereby the 2D merid-
ian domain Qop = {(x0,7)| 0<zp <a,0<r <b} represents the 3D domain
Q = {(xo,x1,22)| ©1 = rcos(d),z2 = rsin(d), (zg,r) € Qap,0 € [0,27m)}, see
Fig. [§ for an illustration. In the following, all fields are defined on {lsp, the
velocity field on this domain is defined to consist of only axial and radial com-
ponent v = (vp,v,). The gradient, divergence and Laplace operator in the
cylindrical coordinate system are defined by

~ 1 - 1
v:(a$0’a"')7 V. = <8w0’;+a’r‘>a AZV‘v:awowo +a7'7‘+;8r.

As derivatives in azimuthal (6-) direction vanish, the strain tensor assumes the
form

oo 001 0
g = 010 011 0

0 0 ogp

For a shorter notation we introduce the matrices

__ (000 Oo1 _ 1 0
02D = (010 011) ; Iop = (0 1)

We assume the density p to be constant. Hence, we may neglect the cor-
responding term in Eq. . The lower, upper, right, and left boundaries
are denoted by I'y, I's, I's and 'y, respectively. In the comparison study with
the ALE simulations, the computational domain is moved along with the cell
velocity, i.e., the spatially averaged velocity of the cell, named vy, is subtracted

from the velocity in the advection terms in Egs. (2.7), (2.8) and (2.10). This
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modification helps to reduce the amount of remeshing and also leads to a con-
sistent comparison with the ALE model which also applied such a co-moving
grid.

For the time discretization we chose an equidistant time partitioning with
time step size 7. Thereby we consider the discrete time derivative d;f™ :=
f%)w for some scalar variable f and time step index m. For simplification,
we denote the viscous stress tensor D(v) = % (Vv + VVT) in the following. At
each timestep we solve the following systems in Qop:

1. The Navier-Stokes system

p (dth + (vm—l _ Vb) 'va) _ me _ 2@' (Vm_lD(Vm))

l/mfl O - m— m— m— Mmfl O
- (—iv1”> PO (o~ Tap)) — (o - DI (1>
— V- (Vo '@ Ve 1)
V-vm =0 (7.11)

where 1™ = v(¢™), ™ = u(¢™). We apply the following boundary
conditions for the velocity:

v=0 onTy , (7.12)
v = 0 on Fl . (713)

Equation ([7.12)) corresponds to a no-slip condition at the channel wall and
(7.13) avoids a radial flow at the symmetry axis. In case of channel flow,
we set periodic boundary conditions for v on I'y and I'; and

p=0 only,
P =Ppo on Iy,

where py > 0 imposes the desired pressure difference between I'y and I's
driving the flow through the channel.

2. The Cahn-Hilliard system
di™ + (V™ —vp) Vo™l —m(¢)Ac™ =0 (7.14)
~ 1
4 eAp™ — EW’((;S”’) =0 (7.15)

To avoid the nonlinear terms, we choose a Taylor expansion of linear order
for W'(¢™):
W' (¢™) = (¢™)° = o™
m— 2 m—
<3( ) o -2 (0

As for the velocity, periodic boundary conditions for ¢ and c¢ are given on
I's and I'4y. No flux conditions are used on the other boundaries.

L (7.16)
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3. The Oldroyd-B system

A@™) (diolh + (v = vi) Vg = Vv afit = ot (V)T

= D (Ao%h — Aoz ) — a(é™) (o5h — 1) (7.17)
A(¢™) (dto% + (V™ = vy) Vogy — 20?079”91>
=D (Aagy — Aapy ') — a(¢™) (ogy — 1) (7.18)

Note that - express 5 equations for the 5 unknowns of the
elastic stress tensor. To ensure numerical stability we have added a small
artificial diffusion term with D = 2-1071m?, whereupon natural no-flux
boundary conditions emerge.
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