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#### Abstract

The present paper develops two new techniques, namely additive correction multicloud (ACMC) and smoothed restriction multicloud (SRMC), for the efficient solution of systems of equations arising from Radial Basis Functiongenerated Finite Difference (RBF-FD) meshless discretizations of partial differential equations (PDEs). RBF-FD meshless methods employ arbitrary distributed nodes, without the need to generate a mesh, for the numerical solution of PDEs. The proposed techniques are specifically designed for the RBF-FD data structure and employ simple restriction and interpolation strategies in order to obtain a hierarchy of coarse-level node distributions and the corresponding correction equations.

Both techniques are kept as simple as possible in terms of code implementation, which is an important feature of meshless methods. The techniques are verified on 2D and 3D Poisson equations, defined on non-trivial domains , showing very high benefits in terms of both time consumption and work to convergence when comparing the present techniques to the most common solver approaches. These benefits make the RBF-FD approach competitive with standard grid-based approaches when the number of nodes is very high, allowing large size problems to be tackled by the RBF-FD method.
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## 1. Introduction

Complex geometries characterize most problems of engineering relevance, whose numerical solution with classical methods requires domain meshing, i.e., a spatial discretization of the domain with proper elements [1]. The global effort 5 needed to generate such geometrical mesh can often be much greater than the one required by the remaining parts of the simulation chain, in particular when high quality grids are required: this fact led to the birth and growth of the so-called meshless methods covering a wide range of problems [2].

This work is focused on a particular class of meshless methods which uses equired space are approximated on a local set of nodes (local support) by deriving the RBF expansion. This approach is known as RBF-generated Finite Differences (RBFFD) [4] 9] since it resembles the standard Finite Differences on irregular node

The iterative solution of systems of equations in mesh reduction methods has already been investigated [12]. In the linear case, a typical choice [6] for an iterative solver is BiCGSTAB [13] since the resulting matrix is nonsymmetric, with an incomplete LU factorization (ILU) as preconditioner [14. This choice can be prohibitive in terms of both time and memory consumption when the therefore more efficient solvers have to be used. In order to achieve such desired convergence acceleration, the basic concepts of multigrid (MG) methods 15 are in this paper extended to the linear systems arising from RBF-FD discretization of two-dimensional (2D) and three-dimensional (3D) Poisson equations. We use ${ }_{30}$ the name multicloud (MC) for the developed techniques since the multilevel approach is coupled to the meshless discretization and data structure. The multicloud denomination is also used by Katz and Jameson [16] to define meshless coarse-level operators within a similar multilevel approach. Algebraic MG (AMG) [17, 18] can be employed with meshless discretizations since it operates 35 at equation level without any additional geometrical information. However, it is useful to develop simple MC approaches which are specifically designed and tuned for the RBF-FD discretizations. This is of utmost importance for the use of the RBF-FD approach in large scale problems [19].

The working principle of the MG approach, formally defined in the paper 40 of Brandt [20], is to optimally reduce the various frequency components of the error on a hierarchy of coarser grids by means of proper interpolation, restriction and smoothing operators. The key idea behind this working principle was somehow previously discovered by some authors that implicitly introduced a two-level correction which is the foundation of the recursive definition of the
frameworks and stated that such techniques are "almost essential to practical success". Stiefel [22] proposed an analogous block relaxation for a FD discretization of a Poisson problem and observed that the steepest descent for the quadratic function of residuals is equivalent to impose zero-mean residuals on the block, i.e., the summation of block equations; it is then suggested to use smaller blocks within the starting block, i.e., a MG approach. Fedorenko [23, 24] formalized the first correction scheme with a two-level FD discretization of a 2D Poisson problem and bilinear interpolation. De la Vallee Poussin and Timlake [25] obtained an additive block correction strategy from the case of a FD
55 discretized heat conduction problem with internal "slots" with infinite thermal conductivity and reported convergence acceleration also for the case of constant thermal conductivity, while Settari and Aziz [26] formalized a general additive correction strategy showing its feasibility to practical problems.

Even after the formalization of the MG approach, many additive correction MG approaches have been proposed and employed to solve practical problems [27-30] due to ease of implementation, since the involved interpolation/restriction operators are given by piecewise constant functions. Another slightly more complex, but still simple choice, for interpolation/restriction operators is given by smoothing the piecewise constant operators using the problem equations themselves [31 34. These two types of AMG are particularly attractive for meshless applications because of their straightforward implementation, independence upon geometric discretization and because they require only a single fine-grid discretization.

The application of MG principles to meshless methods has been previously 70 investigated only in a limited number of works: Leem, Oliveira and Stewart [35] studied the application of AMG with smoothed transfer operators to a Poisson problem discretized with the Reproducing Kernel Particle Method (RKPM). Seibold [36] studied the same problem with AMG but using a Generalized Finite Difference Method (GFDM). More recently, Katz and Jameson [16] developed a multigrid technique with meshless transfer operators at coarse levels, and called it multicloud (MC).

The work presented in this paper represents the first attempt to extend the multigrid solution approach to RBF-FD meshless methods in the case of straight additive correction and smoothed transfer operators strategies. Such strategies are employed in the present paper to develop two simple MC techniques: additive correction multicloud (ACMC) and smoothed restriction multicloud (SRMC) which differ for the type of restriction strategy only. In ACMC the restriction operator is piecewise constant over the restriction support while in SRMC it is smoothed from constant by applying one Jacobi iteration using the ${ }_{85}$ problem equations themselves, resulting in an increased support size. The implementation of such procedures is quite simple and straightforward within the RBF-FD meshless data structure. Both techniques can be used as standalone solvers and as preconditioners for iterative solvers such as BiCGSTAB, allowing the convergence acceleration in the case of RBF-FD discretizations of 2D and
90 3D Poisson equations.
A particular attention is given to the study of the factors influencing the
convergence properties of the proposed MC approaches. Tests are carried out with different domains and different boundary conditions for 2D and 3D Poisson equations in order to assess the characteristics of the developed techniques from a practical point of view. Excellent results have been obtained as compared to a standard BiCGSTAB solver with ILU preconditioning (BiCGSTAB/ILU). High benefits in terms of savings in computing time (up to 20 times in 2D) and amount of work to convergence (up to 10 times in 2D) have been achieved when a large number of nodes is employed $\left(\approx 10^{6}\right)$. ACMC shows slightly worse performance than SRMC but it is less sensitive to the choice of MC parameters and its implementation is easier and extremely straightforward, while the coupling with a classical iterative solver such as BiCGSTAB allows additional gains in performance and in the reduction of sensitivity to MC parameters in 2D cases.

Benefits in terms of savings in computing time have also been obtained in the 3D case (up to 2-2.7 times) for large size problems, i.e., $N>10^{6}$ nodes, while the convergence work for MC strategies is shown to grow slower than the BiCGSTAB/ILU convergence work when the size of the problem $N$ is increased, in the range for $N$ employed in this work.

## 2. Meshless discretization

### 2.1. Problem definition

The model problem is a Poisson equation in the unknown field $u$, defined on a domain $\Omega \subset \mathcal{R}^{D}$ in $D$ dimensions and subjected to mixed boundary conditions (BCs), i.e., Dirichlet BCs on $\Gamma_{D}$ and Neumann BCs on $\Gamma_{N}$

$$
\left\{\begin{array}{rlrl}
-\nabla^{2} u & =q & & \text { in }  \tag{1}\\
u & =\bar{u} & & \text { on } \\
\Gamma_{D} \\
\frac{\partial u}{\partial \mathbf{n}} & =\bar{f} & & \text { on }
\end{array} \Gamma_{N}\right.
$$

where $\Gamma_{D} \cup \Gamma_{N}=\partial \Omega$ is the domain boundary, $\mathbf{n}$ is the exterior normal to the boundary, $q, \bar{u}$ and $\bar{u}_{n}$ are known functions. A negative Laplacian is considered in order to deal with positive-definite matrices in the following. The numerical solution of Problem (1) is of primary importance in many physics/engineering problems such as fluid mechanics, solid mechanics and electromagnetics.

### 2.2. Node distributions

The isotropic node distributions required by the RBF-FD meshless discretizations have been obtained through the modified quadtree algorithm followed by repel refinement recently proposed by Zamolo and Nobile [37] for 2D cases, while 3D distributions are obtained through an analogous octree-based algorithm 38. The algorithms are briefly summarized as follows.

Given a prescribed spacing function $s(\mathbf{x})$, which defines the local linear spacing between the nodes, an initial node distribution is obtained through the


Figure 1: Example of a local support for the RBF expansion around $\mathbf{x}$. The nodes $\mathbf{x}_{j}$ inside the circle are the 7 nearest nodes from $\mathbf{x}$.
quadtree/octree algorithms modified with a dithering correction in order to reduce the "nodal quantization error", i.e., the difference between the integer
where $J_{n}(\mathbf{x})$ represents the set of indices $j$ of the $n$ nodes $\mathbf{x}_{j}$ closest to $\mathbf{x}$ (local support), $\overline{\mathbf{x}}$ is the mean position of these local nodes $\mathbf{x}_{j}$ and $a_{j}$ are the RBF expansion coefficients. $\mathbf{b}$ and $c$ are the coefficients for the linear polynomial part and $\mathbf{b}$ is a $D$-component column vector . A 2D example of local support in the 45 case of $n=7$ is depicted in Figure 1. $v(\mathbf{x})$ is therefore a linear combination of $n$ radial functions $\varphi$ centered at $n$ local nodes $\mathbf{x}_{j}$ plus a linear polynomial in $\mathbf{x}$.

Hardy's Multiquadric (MQ) [39,41] are chosen as RBFs [11, 42, 43]

$$
\begin{equation*}
\varphi(r)=\sqrt{1+(\varepsilon r)^{2}} \tag{3}
\end{equation*}
$$

where the shape factor $\varepsilon$ is rescaled as $\varepsilon=s_{M} \bar{\varepsilon} / d_{n}(\overline{\mathbf{x}}) ; \bar{\varepsilon}$ is the rescaled shape
where $v_{i}$ is the unknown value for $v$ in $\mathbf{x}_{i}$. A natural constraint is to require exactness of Eq. (2) for any linear function $v$ : Eq. (5) with $v_{i}=\mathbf{b}^{T} \mathbf{x}_{i}+c$ gives the unique obvious solution $a_{j}=0$ since MQ-RBF interpolation matrix is always invertible [44]. Therefore any homogeneous linear system in $a_{j}$ with rank $D+1$ could be employed. It is then convenient to impose the following homogeneous conditions in order to get a symmetric interpolation matrix

$$
\begin{equation*}
\sum_{j \in J_{n}(\mathbf{x})} a_{j}\left(\mathbf{x}_{j}-\overline{\mathbf{x}}\right)=\mathbf{0}, \quad \sum_{j \in J_{n}(\mathbf{x})} a_{j}=0 \tag{6}
\end{equation*}
$$

where $\mathbf{x}_{j}$ and $\overline{\mathbf{x}}$ are $D$-component colums vectors. If any of the $\mathbf{x}_{j}$ local nodes lie on Neumann boundary $\Gamma_{N}$, for each of these $n_{N}=n-m$ Neumann nodes $\hat{\mathbf{x}}_{l} \in \Gamma_{N}$ the corresponding boundary condition has to be satisfied

$$
\begin{equation*}
\left.\frac{\partial v}{\partial \mathbf{n}}\right|_{\mathbf{x}=\hat{\mathbf{x}}_{l}}=\sum_{j \in J_{n}(\mathbf{x})} a_{j} \Psi_{j}\left(\hat{\mathbf{x}}_{l}\right)+\mathbf{b}^{T} \mathbf{n}_{l}=\bar{f}_{l} \tag{7}
\end{equation*}
$$

where $\bar{f}_{l}$ is the value of Neumann BC term $\bar{f}$ at the Neumann node $\hat{\mathbf{x}}_{l}, \mathbf{n}_{l}$ is the exterior normal to the boundary at the node $\hat{\mathbf{x}}_{l}$ and $\Psi_{j}(\mathbf{x})=\frac{\partial}{\partial \mathbf{n}}\left[\varphi\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right)\right]$.

The local interpolation system obtained from Eqs. (5)-(7) is

$$
\left[\begin{array}{ccc|cc}
\varphi\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{1}\right\|\right) & \cdots & \varphi\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{n}\right\|\right) & \mathbf{x}_{1}^{T}-\overline{\mathbf{x}}^{T} & 1  \tag{8}\\
\vdots & \ddots & \vdots & \vdots & \vdots \\
\varphi\left(\left\|\mathbf{x}_{m}-\mathbf{x}_{1}\right\|\right) & \cdots & \varphi\left(\left\|\mathbf{x}_{m}-\mathbf{x}_{n}\right\|\right) & \mathbf{x}_{m}^{T}-\overline{\mathbf{x}}^{T} & 1 \\
\hline \mathbf{x}_{1}-\overline{\mathbf{x}} & \cdots & \mathbf{x}_{n}-\overline{\mathbf{x}} & 0 & \cdots \\
& & & 0 \\
1 & \cdots & 1 & 0 & \cdots \\
\hline \Psi_{1}\left(\hat{\mathbf{x}}_{1}\right) & \cdots & \Psi_{n}\left(\hat{\mathbf{x}}_{1}\right) & 0 \\
\vdots & \ddots & \vdots & \mathbf{n}_{1}^{T} & 0 \\
\Psi_{1}\left(\hat{\mathbf{x}}_{n_{N}}\right) & \cdots & \Psi_{n}\left(\hat{\mathbf{x}}_{n_{N}}\right) & \mathbf{n}_{n_{N}}^{T} & 0
\end{array}\right]\left\{\begin{array}{c}
a_{1} \\
\vdots \\
a_{n} \\
b_{1} \\
\vdots \\
b_{D} \\
c
\end{array}\right\}=\left\{\begin{array}{c}
v_{1} \\
\vdots \\
v_{m} \\
0 \\
\vdots \\
0 \\
\bar{f}_{1} \\
\vdots \\
\bar{f}_{n_{N}}
\end{array}\right\}
$$ boundary contributions $\bar{f}_{l}$ in local column vectors $\mathbf{a}, \mathbf{v}$ and $\overline{\mathbf{f}}$, respectively, the local interpolation system becomes

$$
\mathbf{G}_{\mathbf{x}}\left\{\begin{array}{l}
\mathbf{a}  \tag{9}\\
\mathbf{b} \\
c
\end{array}\right\}_{\mathbf{x}}=\left\{\begin{array}{l}
\mathbf{v} \\
\mathbf{0} \\
\overline{\mathbf{f}}
\end{array}\right\}_{\mathbf{x}}
$$

where the zero vector is a $D$-component column vector $\sqrt{6}) . \mathbf{G}_{\mathbf{x}}$ is a square $(n+$ $D+1) \times(n+D+1)$ matrix whose first $(m+D+1)$ rows represent the contribution of MQ-RBF interpolation with an appended linear polynomial as expressed by Eq. (2), while the remaining $(n-m)$ rows represent the contribution of Neumann BCs if any local node lies on the Neumann boundary. If $m=n$, i.e., no Neumann local nodes, an $L D L^{T}$ factorization is performed on $\mathbf{G}_{\mathbf{x}}$ since it is symmetric - but not positive definite, otherwise a Schur complement 45 is first performed for the Neumann contributions, followed again by an $L D L^{T}$ factorization on the remaining symmetric part of $\mathbf{G}_{\mathbf{x}}$.

### 2.3.2. Collocation

Poisson Eq. (1) with the local RBF expansion of Eq. (2) becomes

$$
\begin{equation*}
-\nabla^{2} v(\mathbf{x})=-\sum_{j \in J_{n}(\mathbf{x})} a_{j} \nabla^{2} \varphi\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right)=q(\mathbf{x}) \tag{10}
\end{equation*}
$$

The compact form of the previous equation for a generic node $\mathbf{x}_{k}$ is

$$
\begin{equation*}
-\mathbf{L}^{T}\left(\mathbf{x}_{k}\right) \mathbf{a}=q\left(\mathbf{x}_{k}\right) \tag{11}
\end{equation*}
$$

where $\mathbf{L}\left(\mathbf{x}_{k}\right)$ is the column vector of the Laplacian of $\operatorname{RBF} \varphi$, evaluated in $\mathbf{x}_{k}$ for each of the $n$ neighbors $\mathbf{x}_{j}$. Solving Eq. (9) for a gives

$$
-\mathbf{L}^{T}\left(\mathbf{x}_{k}\right)\left[\mathbf{G}_{\mathbf{x}_{k}}^{-1}\right]_{\mathbf{a}}\left\{\begin{array}{l}
\mathbf{v}  \tag{12}\\
\mathbf{0} \\
\overline{\mathbf{f}}
\end{array}\right\}_{\mathbf{x}_{k}}=q\left(\mathbf{x}_{k}\right)
$$

where $\left[\mathbf{G}_{\mathbf{x}_{k}}^{-1}\right]_{\mathbf{a}}$ is the top $n \times(n+D+1)$ submatrix of $\mathbf{G}_{\mathbf{x}_{k}}^{-1}$. The stencil for node $\mathbf{x}_{k}$ is therefore defined by the first $m$ components of row vector $-\mathbf{L}^{T}\left(\mathbf{x}_{k}\right)\left[\mathbf{G}_{\mathbf{x}_{k}}^{-1}\right]_{\mathbf{a}}$ (stencil coefficients) and by the index set $J_{n}\left(\mathbf{x}_{k}\right)$ of the corresponding nodes, excluding possible Neumann nodes. The first component of stencil coefficients refers to the "central" node $\mathbf{x}_{k}$.

By writing Eq. (12) for each of the $M$ nodes $\mathbf{x}_{k}$ which do not lie on the boundary $\Gamma$ (internal nodes) gives the following linear system

$$
\begin{equation*}
\mathbf{A} \mathbf{v}+\overline{\mathbf{A}} \overline{\mathbf{f}}=\mathbf{q} \tag{13}
\end{equation*}
$$

where $\mathbf{v}$ is the column vector of all internal and Dirichlet nodal values for $v$,
$\overline{\mathbf{f}}$ is the column vector carrying all the local Neumann contributions $\overline{\mathbf{f}}$ (if any), $\mathbf{A}$ and $\overline{\mathbf{A}}$ are the corresponding coefficient matrices and $\mathbf{q}$ is the column vector of all the right hand side nodal contributions $q\left(\mathbf{x}_{k}\right)$. By rearranging Eq. (13), using a partition of $\underline{I}$ nternal and $\underline{\text { Dirichlet nodes for } \mathbf{v} \text {, gives }}$

$$
\begin{equation*}
\mathbf{A}_{I} \mathbf{v}_{I}=\mathbf{q}-\overline{\mathbf{A}} \overline{\mathbf{f}}-\mathbf{A}_{D} \mathbf{v}_{D} \tag{14}
\end{equation*}
$$

205 Eq. (14) represents the final linear system that has to be solved for $\mathbf{v}_{I}$. The coefficient matrix $\mathbf{A}_{I}$, whose size is $M \times M$, is sparse and unsymmetric. The sparsity is due to the local nature of the RBF trial function in Eq. (2), while the asymmetry is due to the fact that the local RBF formulation does not ensure the same contribution for any couple of the neighboring nodes.

## 3. Domains, node distributions, BCs and analytical solutions

Two 2D and one 3D complex shaped domains are employed in this work in order to demonstrate the application of the proposed techniques to practical problems which are characterized by complex geometries and non-trivial node arrangements.

### 3.1. Case 1

Geometry. The geometry of the 2 D domain $\Omega$ is a circle with $N_{g}=8$ periodical angular grooves, as depicted in Figure 2 a together with the coordinate system. The ratio $R_{i} / R_{e}$ between the internal and the external radii of the grooves has been chosen to be 0.8.

220 Node distributions. The following spacing function $s(\mathbf{x})$ is employed for the generation of node distributions over this domain:

$$
\begin{equation*}
\frac{s_{M}}{s(\mathbf{x})}=1+\bar{r}^{2} \frac{2-\cos \left(2 N_{g} \vartheta\right)}{3}\left[1+k_{E} \exp \left(-k_{S}\left(\bar{r}-\bar{r}_{S}\right)^{2}\right)\right]^{2} \tag{15}
\end{equation*}
$$

where $s_{M}$ is the maximum spacing function over the domain, $\bar{r}=r / R_{i}$ is the dimensionless radius, $k_{E}=0.75, k_{S}=50$ and $\bar{r}_{S}=1-\left(1+k_{E}\right) /\left(2 k_{E} k_{S}\right)$; 225 the ratio between the maximum and the minimum nodal spacing is therefore $s_{M} / s_{m} \approx 4$. An example of node distribution with $N=10^{4}$ nodes obtained with 50 refinement iterations 37] is displayed in Figure 22. A snapshot of the particular part $P$ of the node arrangement in the neighborhood of a corner is displayed in Figure 2d.
${ }_{230}$ Boundary conditions. Dirichlet BCs on the whole boundary $\Gamma$ are considered.


Figure 2: Case 1: geometry (a), analytical solution (b), example of node distribution with $N=10^{4}$ nodes (c) and a snapshot of the particular part $P$ of the domain (d).

Analytical solution. The following analytical solution is used for BCs and for the definition of the error norms:

$$
\begin{equation*}
u(\mathbf{x})=\bar{r}^{3}\left[2-\cos \left(2 N_{g} \vartheta\right)\right]\left[1+k_{E} \exp \left(-k_{S}\left(\bar{r}-\bar{r}_{S}\right)^{2}\right)\right]^{3} \tag{16}
\end{equation*}
$$

A graphical representation of this analytical solution is reported in Figure 2 $\mathbf{b}$, after scaling it to the interval $[0,1]$, i.e., $u_{G}(\mathbf{x})=u(\mathbf{x}) / u_{M}$, where $u_{G}$ is the scaled analytical solution and $u_{M}$ is the maximum value for $u$ on $\Omega$.


Figure 3: Case 2: geometry (a), analytical solution (b), example of node distribution with $N=15000$ nodes (c) and a snapshot of the particular part $P$ of the domain (d).

### 3.2. Case 2

Geometry. The 2D domain $\Omega$ is implicitly defined as the set $\left\{\mathbf{x} \in \mathcal{R}^{2}: G(\mathbf{x}) \geq\right.$ $0\}$ where $G$ is defined as

$$
\begin{equation*}
G(\mathbf{x})=\frac{2}{3}\left[\cos (6 \pi x) \cos (6 \pi y)-2\left(x^{4}+y^{4}\right)^{2}+\frac{1}{2}\right] \tag{17}
\end{equation*}
$$

The geometry of such complex shaped domain with multiple holes is depicted in Figure 3a together with the coordinate system. The boundary $\Gamma$ is simply given by the level set $G(\mathbf{x})=0$.

Node distributions. The spacing function $s(\mathbf{x})$ employed for the generation of

$$
\begin{equation*}
s(\mathbf{x})=s_{m}\left[1+k_{G} G^{2}(\mathbf{x})\right] \tag{18}
\end{equation*}
$$

where $s_{m}$ is the minimum spacing function over the domain and $k_{G}=3$. The ratio between the maximum and the minimum nodal spacing is therefore $s_{M} / s_{m}=1+k_{G}=4$. An example of node distribution with $N=15000$ nodes of the particular part $P$ of the domain is displayed in Figure 3d, showing the node arrangement in the neighborhood of a double boundary.

Boundary conditions. Two types of BCs have been considered for this domain:

- Case 2Dir: Dirichlet BCs on the whole boundary;
- Case 2Mix: Mixed BCs: Dirichlet BCs on the "external" boundary, Neumann BCs on the boundary of the 40 "internal" holes.

Analytical solution. The analytical solution that has been used for BCs and error norms is simply defined as $u(\mathbf{x})=G(\mathbf{x})$. A graphical representation of this analytical solution is shown in Figure 3b, after scaling it to the interval $[0,1]$, i.e., $u_{G}(\mathbf{x})=u(\mathbf{x}) / u_{M}$, where $u_{G}$ is the scaled analytical solution and $u_{M}$ is the maximum value for $u$ on $\Omega$.

### 3.3. Case 3

Geometry. The 3D domain $\Omega$ is obtained by extruding the 2D geometry of Case 2, Figure 3, along the $z$ direction from $z=0$ to $z=H_{z}=1$. The geometry of such complex-shaped domain is depicted in Figure 4 a.

Node distributions. The spacing function $s(\mathbf{x})$ employed for the generation of node distributions over this 3D domain is the same defined by Eq. (18), for which there is no dependence upon the $z$ coordinate. An example of node distribution with $N=4 \cdot 10^{5}$ nodes obtained with 50 refinement iterations 38] is displayed in Figure 4b and 4 .

Boundary conditions. Dirichlet BCs on the whole boundary are considered. Since the geometry is obtained by extruding the 2D profile of Case 2, which is characterized by an external curve and 40 internal holes, the boundary $\Gamma$ is then composed by two planar surfaces at $z=0$ and $z=H_{z}$, an external curved surface and 40 cylindrical holes.

Analytical solution. The analytical solution used for BCs is the same as employed for Case 2: $u(\mathbf{x})=G(\mathbf{x})$, where $G$ is defined by Eq. 17), i.e., there is no dependence upon the $z$ coordinate.


Figure 4: Case 3: geometry (a), enlarged views of the node distribution over a portion of the domain using $N=4 \cdot 10^{5}$ nodes (b,c).

## 4. Multicloud techniques

In this section the basic concepts of MG methods are introduced and extended to the RBF-FD meshless discretization defined in Section 2. Analyses of MG methods are elaborated in [15, 17, 20].

### 4.1. Multigrid

### 4.1.1. Mathematical formulation

Let us consider the following sparse linear system arising from local discretization of the Poisson Eq. (1) (which is the case of the linear system (14))

$$
\begin{equation*}
\mathbf{M u}=\mathbf{b} \tag{19}
\end{equation*}
$$

The solution of system (19) using classical iterative methods, e.g., Jacobi, Gauss-Seidel, successive over-relaxation (SOR), leads to an efficient reduction of the high-frequency error components in space, while the low-frequency error
components are slowly reduced 24]. This property can be seen by considering the continuous-space approximation of the Jacobi iteration defined by $u_{k+1}=u_{k}+\alpha\left(q+\nabla^{2} u_{k}\right)$, where $\alpha=\mathcal{O}\left(h^{2}\right)>0$ and $h$ is the local reference size of the discretization.

Then, by considering a Fourier component of the error $e_{k}=u-u_{k}=E_{k} e^{i \boldsymbol{\omega} \cdot \mathbf{x}}$ with $\boldsymbol{\omega}$ denoting the vector of spatial frequencies, the convergence factor $\mu(\boldsymbol{\omega})$ is

$$
\begin{equation*}
\mu(\boldsymbol{\omega})=\left|\frac{E_{k+1}}{E_{k}}\right|=1-\mathcal{O}\left(\|\boldsymbol{\omega}\|_{2}^{2} h^{2}\right) \tag{20}
\end{equation*}
$$

where $\mathcal{O}(1)=\omega_{m} \leq\|\boldsymbol{\omega}\|_{2} \leq \omega_{M}=\mathcal{O}\left(h^{-1}\right)$. Therefore, rapidly fluctuating errors, i.e., $\|\boldsymbol{\omega}\|_{2} \approx \omega_{M}$, have favorable convergence factors $\mu \ll 1$, while lowfrequency components, i.e., $\|\boldsymbol{\omega}\|_{2} \approx \omega_{m}$, are very slowly decaying because $\mu \approx 1$. Jacobi iteration acts as an error smoother and thus cannot be used as a practical single-grid solver for discretizations with a large number of unknowns.

Nevertheless, this smoothing property can be somehow exploited to improve this iterative method: the application of $p$ smoothing iterations leaves only a smooth error $\mathbf{e}_{p}=\mathbf{u}-\mathbf{u}_{p}$. Then, the linear system (19) in terms of error becomes

$$
\begin{equation*}
\mathbf{M e} \mathbf{e}_{p}=\mathbf{b}-\mathbf{M} \mathbf{u}_{p}=: \mathbf{r}_{p} \tag{21}
\end{equation*}
$$

which states that the error $\mathbf{e}_{p}$ can alternatively be computed from the residual $\mathbf{r}_{p}$. Since $\mathbf{e}_{p}$ is smooth, it can therefore be well approximated using a smaller number of meaningful unknowns $\tilde{\mathbf{e}}_{p}$ through a suitable interpolation operator $\mathbf{I}_{H}^{h}$

$$
\begin{equation*}
\mathbf{e}_{p}=\mathbf{I}_{H}^{h} \tilde{\mathbf{e}}_{p} \tag{22}
\end{equation*}
$$

The application of a restriction operator $\mathbf{I}_{h}^{H}$ to Eq. (21) with the smooth approximation 22 gives the coarse grid correction equation

$$
\begin{equation*}
\underbrace{\left(\mathbf{I}_{h}^{H} \mathbf{M} \mathbf{I}_{H}^{h}\right)}_{\tilde{\mathbf{M}}} \tilde{\mathbf{e}}_{p}=\underbrace{\mathbf{I}_{h}^{H} \mathbf{r}_{p}}_{\tilde{\mathbf{r}}_{p}} \tag{23}
\end{equation*}
$$

where $\tilde{\mathbf{M}}$ and $\tilde{\mathbf{r}}_{p}$ are the coarse correction matrix and the coarse residual, respectively.

Eq. 23 , solved for $\tilde{\mathbf{e}}_{p}$, allows the final coarse grid correction

$$
\begin{equation*}
\mathbf{u}_{p}^{\prime}=\mathbf{u}_{p}+\mathbf{I}_{H}^{h} \tilde{\mathbf{e}}_{p} \tag{24}
\end{equation*}
$$

This correction is then followed by further $p^{\prime}$ smoothing iterations needed to smooth the high-frequency error components due to interpolation in the final
correction step. If linear system 23 is still too large to be solved directly or by simple iterative methods, this two-level approach can then be recursively rise to a hierarchy of coefficient matrices $\mathbf{M}_{l}$ where $l$ is the MG level. This iterative approach yields the classical V-cycle MG algorithm [20].

### 4.1.2. Transfer operators

The performances of MG methods depends upon the choice for transfer
their interaction with the smoothing operator. A recommended choice is

$$
\begin{equation*}
\mathbf{I}_{h}^{H}=\left(\mathbf{I}_{H}^{h}\right)^{T} \tag{25}
\end{equation*}
$$

which states that the restriction is obtained from interpolation in order to fulfill variational principles [17]. This condition is not always respected in the present work in favor of simpler numerical implementation.

For second order PDEs, such as the Poisson Eq. (1), the following condition has to be satisfied [20] in order to get the real MG convergence, i.e., convergence rate independent from the size of the problem

$$
\begin{equation*}
r_{R}+r_{I}>2 \tag{26}
\end{equation*}
$$

${ }^{40} \quad$ where $r_{R}$ and $r_{I}$ are the order of restriction and interpolation operators, respectively. For this reason piecewise linear interpolation $\left(r_{I}=2\right)$, with its transpose piecewise linear restriction $\left(r_{R}=2\right)$, is very common in geometric MG 15.

We briefly present two AMG approaches which are particularly attractive for meshless applications because of their simple implementation, independence 35 upon geometric discretization, low memory requirements and their need of the fine grid discretization only, i.e., no coarse-level discretizations are needed. Therefore boundary conditions are needed only at the finest level and do not need any additional treatment at the coarse levels.

Aggregation-type $M G$. The simplest AMG approach, also known as aggregationoperators and it can be implemented very easily. Nonetheless, a straight additive correction implementation does not produce a true MG convergence for diffusion problems because of an incomplete reduction of the smooth error components [17, 27]. This lack of MG convergence is also confirmed by Eq. 26) which is not satisfied since $r_{R}=r_{I}=1$ for piecewise constant transfer operators.

A partial solution to this problem is overcorrection [27], which amplifies the coarse grid correction 24 with an overcorrection factor $t>1$ as follows

$$
\begin{equation*}
\mathbf{u}_{p}^{\prime}=\mathbf{u}_{p}+t \mathbf{I}_{H}^{h} \tilde{\mathbf{e}}_{p} \tag{27}
\end{equation*}
$$

where $\mathbf{I}_{H}^{h}$ is piecewise constant. For a Poisson equation the optimal value of
$t$ depends upon the size of the aggregates and therefore it depends upon the specific geometric discretization.
$M G$ with smoothed transfer operators. It is possible to overcome the problem of the incomplete reduction of the smooth error components encountered with the aggregation-type MG by smoothing transfer operators [31-34. An underrelaxed homogeneous Jacobi iteration, i.e., with a relaxation smoothing factor [24] $\omega_{S}<1$, is applied to the piecewise constant interpolation using the coefficient matrix $\mathbf{M}_{l}$ at each MG level $l$ [18, while the restriction operator is given by Eq. (25).

### 4.2. Multicloud

4.2.1. C/F-splitting

A coarsening strategy is required to define a set of coarse-level variables required by interpolation, Eq. (22), resulting in a Coarse/Fine-splitting (C/Fsplitting). In the RBF-FD meshless context, variables and equations are associated to nodes, therefore a $C / F$-splitting is given by a set of coarse nodes 375 obtained from a set of fine nodes by using a nodal coarsening strategy. We assume that the coarse-level node set is a subset of the fine-level node set.

In this work we employ the nodal coarsening strategy proposed by Katz and Jameson [16] which is similar to the one proposed by Chan et al 46]: starting from a fine-level set where each node has a null flag $F=0$, i.e. it is a free node, each free node is visited sequentially, its flag is set to $F=2$ and its $n_{C}$ nearest neighboring nodes with $F=0$ are set to have a flag $F=1\left(n_{C}=6\right.$ in 2D, $n_{C}=13$ in 3D). Then the coarse-level set is given by the nodes with $F=2$. This choice leads to coarse sets whose number of nodes is approximately $2^{D}$ times less than the number of fine-level nodes. Such isotropic coarsening strategy is compatible with the isotropic node generation algorithm [38] employed in this work. The total number of nodes at MC level $l \geq 0$ is $M_{l} \approx M / 2^{l D}$ and $M_{0}=M$ is the total number of internal nodes at the finest level $l=0$.

### 4.2.2. Additive correction multicloud technique (ACMC)

The first MC technique proposed in this work is additive correction mulor ticloud (ACMC), which is based on aggregation-type MG with overcorrection, described in Subsection 4.1.2, where both transfer operators are piecewise constant over their support. Given a $C / F$-splitting, the interpolation support is defined by choosing which coarse-level variables/nodes are employed to interpolate a fine-level variable, Eq. (22). Similarly, the restriction support is defined by choosing which fine-level equations are employed to obtain a coarse-level correction equation by restriction, Eq. (23).

One nearest neighboring coarse-level node is used as the support for the constant interpolation. Therefore the interpolation operator $\mathbf{I}_{H}^{h}$ is a $M_{l} \times M_{l+1}$ matrix whose entries $a_{i j}$ are non-zero only if coarse-level node $j$ (at level $l+1$ )
400 is the nearest coarse-level node to the fine-level node $i$ (at level $l$ ), and the corresponding entry is $a_{i j}=1$. The restriction is then given by Eq. 25), i.e., the constant restriction support is given by the fine-level nodes employing the
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- coarse-level nodes $\quad--$ equation links
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Figure 5: 2D interpolation and restriction support nodes for ACMC (a) and SRMC (b).
same coarse-level node as interpolation support. This strategy is depicted in Figure 5 a for a 2D case where the arrows indicate interpolation (coarse to fine nodes) or restriction (fine to coarse nodes) with uniform and isotropic coarse/fine node distributions. For the sake of graphic clarity, the coarse-level nodes have been moved in order not to coincide with the fine/coarse-level nodes. The coincidence of some fine/coarse-level nodes is actually assumed in the nodal coarsening strategy described in Subsection 4.2.1 since the coarse-level node set is a subset of the fine-level node set.

By considering a stencil with $n=7$ neighboring nodes in 2D and $n=14$ neighboring nodes in 3D for the RBF-FD approach (these particular choices are explained in Subsection 4.3.1, the corresponding MC strategy maintains a constant stencil size, on average, at each level. In the 2D case, this property
can be deduced from Figure 5a by considering the central coarse-level node C1 and its related equation: its stencil is given by the coarse-level nodes employed to interpolate all the fine-level nodes (marked with symbol - in Figure 5a) which are involved in restriction to C1. For example, the equation for fine-level node f1, which is one of the nodes used for the restriction to C1, depends upon its 6 fine-level neighbors whose interpolation support employs only coarse-level nodes C1, C2 and C3. Finally, it is possible to observe that the coarse correction equation for C 1 depends upon 6 coarse-level neighbors, and therefore the stencil size $n=7$ is maintained at all coarse levels on the average.

### 4.2.3. Smoothed restriction multicloud technique (SRMC)

The second MC technique proposed in this work is smoothed restriction multicloud (SRMC), which is obtained from ACMC by smoothing the piecewise constant restriction operator as described in Subsection 4.1.2 More precisely, the rows $\mathbf{r}_{i}$ of the SRMC restriction matrix $\mathbf{I}_{h}^{H}$ are obtained by applying one under-relaxed homogeneous Jacobi iteration to the rows $\overline{\mathbf{r}}_{i}$ of the ACMC restriction matrix defined in Subsection 4.2.2, using the coefficient matrix $\mathbf{M}_{l}$. Let us consider the homogeneous linear system

$$
\begin{equation*}
\mathbf{M}_{l} \mathbf{z}=\mathbf{0} \tag{28}
\end{equation*}
$$

to be solved for $\mathbf{z}$ by Jacobi iteration where the initial solution is set to be $\mathbf{z}^{(0)}=$ $\overline{\mathbf{r}}_{i}^{T}$, i.e., the transpose of the $i$-th row of the piecewise constant ACMC restriction matrix. Then the corresponding $i$-th row of the SRMS restriction matrix is obtained after the first under-relaxed Jacobi iteration as $\mathbf{r}_{i}^{T}=\mathbf{z}^{(1)}$. The effect of the Jacobi iteration is an increased radius for the restriction support.

The interpolation is still maintained piecewise constant as in ACMC using 1 nearest neighboring coarse-level node for support, therefore Eq. 25) does not hold anymore.

This strategy is depicted in Figure 5b in the 2D case where the solid line arrows indicate interpolation (coarse to fine nodes) or restriction (fine to coarse nodes) with uniform and isotropic coarse/fine node distributions. Again, for the sake of graphic clarity, the coarse-level nodes have been moved in order not to have coincident fine/coarse-level nodes.

By considering the central coarse-level node of Figure 5 b and an RBF-FD stencil with $n=7$ neighboring nodes, we observe that the radius of the restriction support is increased from 4 fine-level nodes of ACMC approach to 14 fine-level nodes (marked with symbol - in Figure 5b) because of the smoothing operation on the piecewise constant operator. This "extended" restriction support is given by the fine-level nodes whose stencils include any of the "original" 4 fine-level nodes defining the piecewise constant restriction support.

We also observe that this MC strategy does not maintain a constant stencil size, on average, across the levels. This property can be deduced in the 2D case from Figure 5 by considering again the central coarse-level node and its related equation: its stencil is given by the coarse-level nodes employed to interpolate
all the fine-level nodes involved in the restriction to the central coarse-level node. It is then possible to observe that the coarse correction equation for the central coarse-level node depends upon 9 coarse-level neighbors, and therefore

### 4.3.1. Positive stencils

In Appendix A the RBF-FD coefficient matrix of Eq. (14) is proved to be an $M$-matrix under the hypothesis of positive stencils for every internal node. ${ }^{85}$ The validity of such hypothesis depends upon the number of support nodes $n$ for the MQ-RBF interpolation of Eq. (22, their geometrical arrangement and upon the MQ shape factor $\varepsilon$ of Eq. (3). In what follows is the investigation of these factors on stencil positivity.

First of all, we investigate the effect of the number of support nodes $n$ and MQ shape factor $\varepsilon$ on stencil positivity for a 2 D local node arrangement given by a central node surrounded by $n-2$ nodes which are distributed over a circle with angular intervals $\Delta \alpha=2 \pi /(n-1)$, while the position $\mathbf{y}$ of the remaining node is free. The positions of such a free node allowing a positive stencil are depicted as hatched areas in the diagrams of Figure 6 for $n=7,8,9$ and $\varepsilon=0.1,1,10$, 95 while the areas delimited by red-dashed curves represent "safe" areas where the stencil coefficients $g_{1}(\mathbf{y}), \ldots, g_{n}(\mathbf{y})$ satisfy the condition $G(\mathbf{y})>G_{M} / 2$, where $G(\mathbf{y})=\min \left\{g_{1}(\mathbf{y}),-g_{2}(\mathbf{y}), \ldots,-g_{n}(\mathbf{y})\right\}$ and $G_{M}$ is the maximum value for $G$ over the whole plane. The larger these areas, the more likely it is to get a positive stencil from general node arrangements with $n$ support nodes. To the


Figure 6: 2D stencil positivity plots for $n=7$ (top row), $n=8$ (middle row) and $n=9$ (bottom row): grey hatched areas represent positive stencil areas, while red dashed curves delimit "safe" areas for stencil positivity (see Subsection 4.3.1).
best of author's knowledge, this is the first time that such analysis is performed in the context of multiquadric RBF-FD.

From Figure 6 it is possible to deduce that increasing $n$ from 7 to 9 nodes will decrease the positive stencil area, also due to obvious geometric reasons, while the effect of shape factor $\varepsilon$ is non-monotonic: the positive stencil area decreases and then increases considering an increasing shape factor from $\varepsilon=0.1$ to $\varepsilon=$ 10. This is unwanted because "small" $\varepsilon$ will produce numerical instabilities when solving interpolation Eq. (9), while "big" $\varepsilon$ will produce bad interpolants [43, 44. Nonetheless, $\varepsilon$ has to be chosen on the basis of discretization properties for a specific problem, and therefore it is not a tunable parameter 48.

Lastly, we investigate the effect of the node distribution on stencils positivity for 2D node distributions with $N=10^{5}$ nodes for Case 1 and Case 2Mix. The


Figure 7: Effect of refinement iterations on stencils positivity for Case 1 (a) and Case 2Mix (b), $N=10^{5}$ nodes and $\bar{\varepsilon}=1$.
fraction of nodes with non-positive stencils is reported in Figure 7 as a function of the number of refinement iterations in the node generation algorithm 37, for $n=7,8,9$ and two strategies for the choice of RBF neighboring support nodes:

- Neighbor strategy A: $n$ nearest neighboring nodes are always chosen;
- Neighbor strategy B: all the nodes within a circle of radius proportional to $s(\mathbf{x}) \sqrt{n}$ are chosen.

The difference between the two previous strategies is that the number of support nodes remains $n$ with Neighbor strategy A, while with Neighbor strategy B the number of support nodes is $n$ only on average and a small deviation from $n$ ( 1 or 2 nodes) can occur depending upon the local node arrangement.

The curves reported in Figure 7 reveal that the refinement iterations have a positive effect in the reduction of the fraction of non-positive stencils for $n=7$ only, while for $n=8,9$ this effect is limited and non-monotonic. Neighbor strategy B is also more effective than Neighbor strategy A in the reduction of the fraction of non-positive stencils, especially with $n=8,9$. Nonetheless this strategy is found to produce unacceptable discretization errors and therefore only Neighbor strategy A ( $n$ nearest neighbors) is employed.

To conclude, $n=7$ is found to be the most appropriate choice in 2 D cases, for which 50 refinement iterations are a reasonable balance between computational effort and an adequate reduction of non-positive stencils. For this choice the fraction of non-positive stencils drops significantly below $1 \%$ for both cases 1 and 2 , and therefore the presence of these few non-positive stencils destroys the $M$-matrix property. However, this is not a necessary condition [36] for the convergence of the proposed MC techniques. The choice $n=7$ for the 2D case has also a geometrical interpretation since each node is surrounded by 6 nearest neighbours in an isotropic 2D node distribution, i.e., with hexagonal arrange-

Table 1: MC parameters.

| Parameter | Symbol | ACMC | SRMC | Range |
| :--- | :---: | :---: | :---: | :---: |
| - MC pre/post smoothing SOR | $p=p^{\prime}$ | $1^{* *}$ | $1^{* *}$ | $\mathcal{N}^{+}$ |
| iterations |  |  |  |  |
| - SOR relaxation factor | $\omega$ | $1.2^{*}$ | $1.2^{*}$ | $[1,1.5]$ |
| - ACMC overcorrection factor | $t$ | variable | - | $[1,3]$ |
| - SRMC under-relaxation | $\omega_{S}$ | - | variable | $[0,1]$ |
| Smoothing factor | $r_{I}$ | $1^{*}$ | $1^{*}$ | $[1,2]$ |
| SOR iteration multiplier at <br> coarse levels |  |  |  |  |

[^1]ments. This interpretation allows an extension to 3D isotropic node arrangements where each node is surrounded by 12 nearest neighbours, corresponding to the choice $n=13$ [49], which is employed in the 3D case.

### 4.4. Preconditioning

Similarly to the traditional MG methods, both the proposed MC techniques can be used as standalone solvers and as preconditioners for traditional iterative solvers. As suggested by Stüben [18, the coupling of MG methods as preconditioners with reliable and robust iterative methods is more effective than trying to fine-tune a standalone MG solver, especially in cases where the exact convergence proofs cannot be stated. This is our situation because of the presence of non-positive stencils.

When the proposed MC techniques are used as preconditioners, then the BiCGSTAB method [13 is used as an iterative solver. Such iterative solver is one of the most common choices for the solution of nonsymmetric linear systems. The resulting approaches are denoted by BiCGSTAB/ACMC and BiCGSTAB/SRMC.

### 4.5. Multicloud parameters

The working parameters that completely define the proposed MC approaches are briefly summarized in Table 1, where $r_{I}$ is the SOR iteration multiplier at coarse levels, which defines an amplification factor for the number of MC presmoothing SOR iterations from a MC level $l$ to the successive coarse level $l+1$ : $p_{l+1}=r_{I} p_{l}$. Therefore $r_{I}$ defines the amount of smoothing work at coarse levels.

The coarsest level is assumed to be reached when the number of equations at this level is less than 4000, and the corresponding linear system is solved by direct $L U$ solution.

### 4.6. Work count and residual norm

 erations in different algorithms is measured in terms of work units (WU), which is defined as the amount of work needed for one residual evaluation at the finest level. For the MC techniques, the amount of work is automatically evaluated by considering the pre/post smoothing SOR iterations, residual evaluation, restriction and interpolation phases. For BiCGSTAB solver, each full iteration is composed by two semi-iterations, each of which has a cost of $1 \mathrm{WU}+10 M$ operations [13, where $M$ is the number of internal nodes (number of fine-level equations).The convergence histories are plotted in terms of normalized RMS residual, 5 which is defined as $\|\mathbf{r}\|_{2} /\|\mathbf{b}\|_{2}$, where $\mathbf{b}$ is the right hand side term in Eq. (14) and $\mathbf{r}$ the corresponding residual vector; a null vector is employed as a starting solution vector.

### 4.7. Implementation details

The implementation of the presented procedures has been done through sо MATLAB ${ }^{\circledR}$ environment using MATLAB linked MEX functions which are compiled from C source code for the computational expensive tasks, on a modern laptop equipped with an Intel ${ }^{\circledR}$ i7 2.6 GHz processor with 4 cores. Multi-core parallelism is achieved by using OpenMP ${ }^{\circledR}$ API for the C source code employed in node generation, MC setup phase, SOR smoothing iterations, residual evalua55 tion, interpolation and restriction. Some of the remaining MATLAB operations, including BiCGSTAB algorithm, are natively parallelized on all available cores by MATLAB.

### 4.8. Error norm

The comparison between the computed solution $v$ and the corresponding analytical solution $u$ in 2D cases is done by computing the normalized RMS norm of the error:

$$
\begin{align*}
\text { Normalized RMS error } & =\sqrt{\frac{1}{A(\Omega)} \int_{\Omega}\left(\frac{u-v}{u_{\max }-u_{\min }}\right)^{2} \mathrm{~d} \Omega} \approx \\
& \approx \sqrt{\frac{1}{A(\Omega)} \sum_{i=1}^{N}\left(\frac{u\left(\mathbf{x}_{i}\right)-v_{i}}{u_{\max }-u_{\min }}\right)^{2} s^{2}\left(\mathbf{x}_{i}\right)} \tag{29}
\end{align*}
$$

where $A(\Omega)$ is the area of $\Omega$. The integral has been approximated by numerical quadrature using the prescribed spacing function $s^{2}$ as quadrature weight.


Figure 8: Normalized RMS error as function of rescaled shape factor $\bar{\varepsilon}$, Case 1 (a) and Case 2Dir (c), and as function of number of the nodes $N$, Case 1 (b) and Case 2 (d).

## 5. Results

### 5.1. Preliminary analyses

First of all, we investigated the effect of the rescaled shape factor $\bar{\varepsilon} \in[0.1,10]$ on the normalized RMS error as reported in Figures 8a and 8f for both 2D domains and for $N=10^{5}$ and $N=10^{6}$ nodes. As expected, the error reduces as $\bar{\varepsilon}$ decreases, while below $\bar{\varepsilon}=1$ the error reaches an asymptotic behaviour and therefore $\bar{\varepsilon}=1$ has been chosen for the following results, including the 3D case. The choice $\bar{\varepsilon}<1$ would also imply numerical stability issues for large $N$ in the local RBF interpolation phase.

Figures 8b and 8d show the convergence curves in the case $\bar{\varepsilon}=1$ for both


Figure 9: Effect of ACMC overcorrection parameter $t(\mathrm{a}, \mathrm{b})$ and SRMC smoothing factor $\omega_{S}$ (c,d) on the convergence work, $N=10^{5}$ nodes, Case 1.

605 domains, revealing an order of accuracy ${ }^{1} p \approx 1.8$ for Case 1 and $p \approx 1.7$ for Case 2Dir. When smoother analytical solutions are employed, as reported in 38, the order of accuracy is always $p \approx 2.0$. Convergence curves for Case 2Mix reveal also that the present RBF-FD approach is sensitive to the imposition of Neumann BCs.

### 5.2. Case 1

### 5.2.1. Multicloud parameters

The influence of MC parameters on the convergence work, i.e., the work needed to reach a normalized RMS residual less than $10^{-14}$, is reported in Figure 9 for ACMC and SRMC both employed as standalone solvers and as preconditioners for BiCGSTAB in the case $N=10^{5}$ nodes.

Figure 9a shows that for the standalone ACMC the convergence work decreases with the overcorrection factor $t$ as expected, until a minimum is reached for an optimal value of $t$ depending upon the choice for SOR iteration multiplier $r_{I}$ and SOR relaxation factor $\omega$. Beyond this optimal value, which lies in the range [1.7,2.0] for the MC parameters considered here, the convergence work quickly increases and therefore an accurate choice for $t$ is crucial. The convergence work for ACMC used as preconditioner for BiCGSTAB is reported in Figure 9 p , where the almost flat curves reveal that this strategy is more effective and robust than the standalone ACMC strategy because its sensitivity to MC parameters is very low, especially for an overcorrection factor $t \in[1.5,3.0]$.

Convergence work for standalone SRMC is reported in Figure 9; where it can be observed that the effect of $r_{I}$ and $\omega$ is very limited and therefore there is a "single" optimal smoothing factor $\omega_{S} \approx 0.6$, beyond which the growth of the convergence work is very steep. Once again, the effect of using SRMC as preconditioner for BiCGSTAB, shown in Figure 9 d , is beneficial since the curves show a smoothed behaviour near the optimal $\omega_{S} \approx 0.6$, but the steep growth beyond this optimal value is present as well.

An initial comparison between the previous strategies reveals that the preconditioned versions are always convenient. BiCGSTAB/ACMC strategy is less sensitive than BiCGSTAB/SRMC to the choice of MC parameters, while BiCGSTAB/SRMC strategy can offer a slightly smaller optimal convergence work than BiCGSTAB/ACMC.

### 5.2.2. Multicloud results

Figure 10 shows the convergence histories in the case of $N=10^{5}$ and $N=10^{6}$ nodes for all the MC strategies previously proposed and also for BiCGSTAB with incomplete LU factorization (ILU) preconditioning and reverse Cuthill-McKee ordering [50]. In the case of $N=10^{5}$ nodes, Figure 10a, each MC strategy has shown to be much more effective in the reduction of the residual than BiCGSTAB with $\operatorname{ILU}(0)$ preconditioning, i.e., 0 level of fill in. Comparable performance between ACMC and BiCGSTAB/ILU can be obtained employing a small ILU factorization drop tolerance $t h r=0.002$, which implies non-negligible memory requirements and time consumptions in the initial factorization phase. In the case of $N=10^{6}$ nodes, Figure 10b, shows that $\operatorname{BiCGSTAB} / \mathrm{ILU}(0)$ is practically unfeasible (its convergence history is not even reported since it converged in much more than 1600 WU ), the convergence work

[^2]

Figure 10: Comparison of convergence histories for $N=10^{5}$ noded (a) and $N=10^{6}$ nodes (b), Case 1.
for BiCGSTAB/ILU with the same drop tolerance $t h r=0.002$ grows rapidly over 1600 WU while the convergence work for the MC strategies show a moderate growth which is subsequently analyzed in a greater detail.

The convergence work for each MC strategy and also for two BiCGSTAB/ILU cases $(t h r=0.002$ and $t h r=0.0005$, the latter requiring twice the memory required by the former) is reported in Figure 11 for $N$ ranging from $2 \cdot 10^{4}$ to $8 \cdot 10^{6}$. The most evident fact is that the growth of convergence work for both BiCGSTAB/ILU cases is considerably larger than the MC ones, and such strategies become uncompetitive with MC strategies for $N>10^{5}$ nodes, taking also account of the fact that drop tolerances below thr $=0.0005$ are practically unfeasible due to high memory requirements for such large problem sizes. For $N<10^{5}$ nodes both BiCGSTAB/ILU cases are comparable or even better than the proposed MC approaches.

BiCGSTAB/SRMC with $\omega_{S}=0.55$ turns out to be the most efficient strategy, whose convergence work grows very slowly from 300 WU for $N=2 \cdot 10^{4}$


Figure 11: Convergence work vs number of nodes $N$, Case 1.


Figure 12: Specific time vs number of nodes $N$, Case 1.
nodes to 400 WU for $N=8 \cdot 10^{6}$ nodes. BiCGSTAB/ACMC with $t=1.9$ performs almost identically. The less efficient strategy, as expected, is standalone ACMC with $t=1.9$, whose convergence work grows from 400 WU for $N=2 \cdot 10^{4}$ nodes to 900 WU for $N=8 \cdot 10^{6}$ nodes.

The comparison between the specific times, i.e., time per node, is reported in Figure 12 for each of the previous MC strategies by considering the time required to reach a normalized RMS residual less than $10^{-14}$, and also for two ILU factorization cases $(t h r=0.002$ and $t h r=0.0005)$ considering the initial factorization time. 8 OpenMP threads have been employed for the paral-解 for both BiCGSTAB/ILU cases show a larger growth than MC ones and become uncompetitive compared to each MC strategy beyond $N=2 \cdot 10^{5}$ nodes, while the specific times for MC strategies turn out to be almost constant for $N>3 \cdot 10^{5}$. Again, BiCGSTAB/SRMC with $\omega_{S}=0.55$ turns out to be the best (faster) strategy, requiring approximately $3 \cdot 10^{-6} \mathrm{~s} /$ node for $N>3 \cdot 10^{5}$. BiCGSTAB/ACMC with $t=1.9$ performs almost identically, while standalone

ACMC with $t=1.9$ is the less performing and shows a very moderate growth in specific time for high $N$. The speedup between a traditional approach like BiCGSTAB/ILU with drop tolerance $t h r=0.0005$ and BiCGSTAB/SRMC

### 5.3. Case 2

### 5.3.1. Multicloud results

The convergence work for each MC strategy and also for two BiCGSTAB/ILU cases $(t h r=0.002$ and $t h r=0.0005)$ is reported in Figure 13 for $N$ ranging from $2 \cdot 10^{4}$ to $8 \cdot 10^{6}$, for both Case 2Dir and Case 2Mix. Again, as in Case 1, the most evident fact is that the growth rate of convergence work for BiCGSTAB/ILU cases is considerably larger than the MC ones for both types of BCs. In Case 2Dir, Figure $\sqrt{13} \mathrm{k}$, MC strategies outperform BiCGSTAB/ILU strategies only for $N>4 \cdot 10^{5}$ nodes, while in Case 2Mix, Figure 13 b , MC strategies outperform BiCGSTAB/ILU strategies from $N>6 \cdot 10^{4}$ nodes already. Both BiCGSTAB/ILU strategies turned out to be unfeasible due to both high time consumption and large memory requirements for $N>2 \cdot 10^{6}$ nodes in Case 2Mix.

BiCGSTAB/SRMC with $\omega_{S}=0.55$ is again the most efficient strategy for both BCs and BiCGSTAB/ACMC with $t=1.9$ perform almost identically. In Case 2Dir the convergence work for these strategies is almost constant ( $\approx 350$ WU), while in Case 2 Mix the convergence work shows a moderate growth from 300 WU for $N=2 \cdot 10^{4}$ nodes to 550 WU for $N=8 \cdot 10^{6}$ nodes. Therefore the less efficient strategies are again standlone ACMC and SRMC, especially in Case 2Dir where their convergence work shows a moderate but constant growth from $N=3 \cdot 10^{5}$ nodes.

The comparison between the specific times is reported in Figures 14 and 15 for each of the previous MC strategies (normalized RMS residual less than $10^{-14}$ ), and also for two ILU factorizations ( $t h r=0.002$ and $t h r=0.0005$ ) for both cases 2Dir and 2Mix. Also in this case 8 OpenMP threads have been employed for the parallelized C code. Similarly to the behaviour of the convergence work, specific times for BiCGSTAB/ILU cases show a larger growth than MC ones and become uncompetitive compared to each MC strategy beyond ${ }_{720} N=2 \cdot 10^{5}$ nodes in Case 2Dir, (Figure 14), while in Case 2Mix, (Figure 15), the MC strategies outperforms BiCGSTAB/ILU strategies from $N=7 \cdot 10^{4}$ nodes already. Specific times for all MC strategies are practically constant for $N>3 \cdot 10^{5}$ nodes. The specific times for the remaining main tasks (node generation, matrix coefficients calculation and MC setup phase) remain the same as in Case 1.


Figure 13: Convergence work vs number of nodes $N$ for Case 2Dir (a) and Case 2Mix (b).


Figure 14: Specific time vs number of nodes $N$ for Case 2Dir.

The speedup between a traditional approach like BiCGSTAB/ILU with drop tolerance $t h r=0.0005$ and BiCGSTAB/SRMC with $\omega_{S}=0.55$ ranges from 4 for $N=10^{6}$ nodes, to 8 for $N=8 \cdot 10^{6}$ nodes, in Case 2Dir. In Case 2 Mix such speedup ranges from 2 for $N=10^{5}$ nodes, to 10 for $N=2 \cdot 10^{6}$ nodes. of Neumann BCs, which is a typical condition encountered in many practical applications such as Poisson problems in computational fluid dynamics. Furthermore, in these cases the proposed MC strategies are able to deal with very large problems which can not be easily tackled by traditional BiCGSTAB/ILU approaches.


$$
\begin{aligned}
& -\nabla-\begin{array}{l}
\text { BiCGS/ILU solver, } \\
\text { thr }=0.002
\end{array} \\
& \begin{array}{l}
\text { BiCGS/ILU solver, } \\
\text {, } \quad \text { BiCGS/IL }
\end{array} \\
& \text { - } t h r=0.0005 \\
& -\forall-\begin{array}{c}
\text { ILU factorization, } \\
t h r=0.0005
\end{array} \\
& \text { - * - SRMC solver, } \omega_{S}=0.5 \\
& \text { ー日- ACMC solver, } t=1.9 \\
& \longrightarrow \quad \begin{array}{c}
\text { BiCGS/ACMC solver, } \\
t=1.9
\end{array} \\
& -\begin{array}{l}
\text { BiCGS/SRMC solver } \\
\omega_{S}=0.5
\end{array} \\
& \text { ILU factor }
\end{aligned}
$$

Figure 15：Specific time vs number of nodes $N$ for Case 2Mix．


Figure 16：Effect of ACMC overcorrection parameter $t$（a）and SRMC smoothing factor $\omega_{S}$ （b）on the convergence work，$N=2 \cdot 10^{6}$ nodes，Case 3．，$\omega=1.5$ ．

## 5．4．Case 3

## 5．4．1．Multicloud parameters

The influence of MC parameters on the convergence work is reported in Fig－ ure 16 for ACMC and SRMC when both are employed as standalone solvers and as preconditioners for BiCGSTAB，using $N=2 \cdot 10^{6}$ nodes and a SOR relaxation factor $\omega=1.5$ ．
Figure 16 reveals a limited influence of the overcorrection parameter $t$ on the reduction of the convergence work for both standalone and preconditioned ACMC．The minimum convergence work for the standalone ACMC is obtained ${ }_{745}$ for $t=1.6-1.7$ ，while the convergence work for the preconditioned ACMC ap－ pears to be almost independent from $t$ ．Nonetheless，the minimum convergence work for both standalone and preconditioned ACMC is approximately 300 WU ， which is very similar to the convergence work obtained in the corresponding Case 2Dir for the same number of nodes $N=2 \cdot 10^{6}$ ．

The effect of the under-relaxation smoothing factor $\omega_{S}$ on the convergence work is shown in Figure 16b for both standalone and preconditioned SRMC. Similarly to 2 D cases, the increase in $\omega_{S}$ allows a reduction of the convergence work whose minimum is found for $\omega_{S}=0.65-0.70$ and it is approximately 200 WU for both strategies, with a more regular behaviour in the standalone case. Therefore the SRMC technique is less sensitive to the coarsening strategy and more effective than ACMC. This result is in perfect accordance with 2D cases.

### 5.4.2. Multicloud results

The convergence work for each MC strategy and also for a BiCGSTAB/ILU case $(t h r=0.03)$ is reported in Figure 17 for $N$ ranging from $10^{5}$ to $8 \cdot 10^{6}$ nodes. - By considering the analyses of Subsection 5.4.1, the ACMC overcorrection parameter is chosen to be $t=1.6$ while the SRMC under-relaxation smoothing factor is chosen to be $\omega_{S}=0.65$.
In the 3D case the advantages of MC techniques over the traditional BiCGSTAB/ ILU solver still hold, although they are less evident than the ones obtained in 2D cases: BiCGSTAB/ILU is more effective than any MC technique for $N<10^{6}$, while beyond this point both SRMC strategies allow a certain advantage, especially when using the standalone strategy. Conversely, both ACMC techniques are always less efficient than BiCGSTAB/ ILU in the range of $N$ considered here. Despite the unfavorable comparison of the convergence work between ACMC and BiCGSTAB/ILU, both preconditioned ACMC and SRMC show a smaller growth rate when increasing $N$ compared to BiCGSTAB/ILU, as well as for standalone ACMC and SRMC although in a limited extent. This suggests that when a very large number of nodes is employed, e.g., $N>10^{7}$, preconditioned ACMC and SRMC could bring greater advantages over the traditional BiCGSTAB/ILU solver in terms of computational efficiency, although this claim has not been investigated in the present work.

The comparison between the specific times is reported in Figure 18 for each of the previous MC strategies by considering the time required to reach a normalized RMS residual less than $10^{-14}$, and also for a ILU factorization with $t h r=0.03$ considering the initial factorization time. Also here 8 OpenMP threads have been employed for the parallelized C code. Similarly to the behaviour of the convergence work, the specific time for the BiCGSTAB/ILU solver shows an overall growth rate which is slightly larger than the growth rate of MC strategies, while for $N>3 \cdot 10^{6}$ nodes the BiCGSTAB/ILU growth rate is similar to the standalone ACMC and SRMC. However, both standalone techniques perform better than BiCGSTAB/ILU for $N>4 \cdot 10^{5}$ and the corresponding speedup values for SRMC, which is the fastest, ranges from 2 for $N=4 \cdot 10^{5}$ nodes to 2.7 for $N=8 \cdot 10^{6}$ nodes. Similarly to the behaviour of the convergence work, the preconditioned MC strategies are slower than the corresponding standalone version, but they exhibit a smaller growth rate, especially for the SRMC technique. Therefore greater speedup values are reasonably expected for large number of nodes beyond $N=10^{7}$.
The specific times for the remaining main tasks are almost constant and are as follows: $1.6 \cdot 10^{-5} \mathrm{~s} /$ node for node generation (50 refinement iterations), $4 \cdot 10^{-6}$


Figure 17: Convergence work vs number of nodes $N$, Case 3 .


Figure 18: Specific time vs number of nodes $N$, Case 3.
$\mathrm{s} /$ node for matrix coefficients calculation (discretization) and $1.0 \cdot 10^{-6} \mathrm{~s} /$ node for the MC setup phase (coarsening and coarse-level coefficients calculation).

### 5.5. OpenMP speedup

The measured speedup values obtained using 2, 4 and 8 OpenMP threads for the parallelized C code for the MC algorithms are reported in Table 2 for Case 1 and cases 2Dir and 2 Mix where $N=10^{6}$ nodes. The speedup values are listed for each of the main tasks separately.

From the previous tables it can be observed that the refinement phase for the node generation and the matrix coefficients calculation are the tasks that exhibit the largest speedups ( $4.3-4.7$ with 8 OpenMP threads), while the achieved speedup for the MC solvers is lower and does not exceed 2.7. In particular, the speedup for BiCGSTAB with MC preconditioning is always lower than the speedup for the corresponding standalone MC solver because BiCGSTAB is always parallelized on all available cores in MATLAB by default, as well as
other vector operations (vector sums) that are carried out in MATLAB in the

Table 2: Speedup values.

|  | ACMC |  | SRMC |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| OpenMP <br> Opreads |  | Cff | Slv-A | $\mathrm{Bi} / \mathrm{A}$ | Cff | Slv-S | $\mathrm{Bi} / \mathrm{S}$ |


| Case $1, N=10^{6}$ nodes |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| 2 | 1.9 | 1.9 | 1.9 | 1.6 | 1.9 | 1.6 | 1.5 |
| 4 | 2.9 | 3.7 | 2.5 | 2.0 | 2.6 | 2.2 | 2.0 |
| 8 | 4.5 | 4.7 | 2.7 | 2.1 | 4.4 | 2.4 | 2.3 |
| Case 2Dir, $N=10^{6}$ nodes |  |  |  |  |  |  |  |
| 2 | 2.0 | 1.8 | 1.6 | 1.5 | 1.8 | 1.8 | 1.5 |
| 4 | 3.0 | 2.7 | 2.1 | 1.9 | 2.7 | 2.4 | 2.0 |
| 8 | 4.7 | 4.3 | 2.3 | 1.9 | 4.4 | 2.6 | 2.0 |
| Case 2Mix, $N=10^{6}$ nodes |  |  |  |  |  |  |  |
| 2 | 2.0 | 1.8 | 1.8 | 1.6 | 1.9 | 1.7 | 1.6 |
| 4 | 3.0 | 3.1 | 2.3 | 2.1 | 2.8 | 2.3 | 2.2 |
| 8 | 4.7 | 4.3 | 2.5 | 2.2 | 4.3 | 2.4 | 2.1 |

Ref $=$ node refinement phase (50 iterations)
$\mathbf{C f f}=$ matrix coefficients phase (meshless discretization)
Slv-A, Slv-S $=$ solution phase with A=ACMC, S=SRMC
$\mathbf{B i}-\mathbf{A}, \mathbf{B i}-\mathbf{S}=\mathrm{BiCGSTAB}$ preconditioned with $\mathrm{A}=\mathrm{ACMC}, \mathrm{S}=\mathrm{SRMC}$

## 6. Conclusions

In this work several multilevel strategies have been proposed as fast techniques for the solution of linear systems arising from RBF-FD meshless dis5 cretizations of Poisson problems. Two new multicloud techniques, i.e., additive correction multicloud (ACMC) and smoothed restriction multicloud (SRMC), have been developed and employed for the solution of 2D and 3D Poisson problems over complex-shaped domains with different boundary conditions. Each of these novel techniques can be used as both standalone solver or as a preconditioner for a typical iterative method such as BiCGSTAB.

Extensive analyses are carried out in order to highlight the influence of the various MC parameters on the performance. When a large number of nodes is employed, e.g., $N \approx 10^{6}$ nodes, great advantages over traditional approaches (BiCGSTAB with incomplete LU factorization as preconditioner) have been 825 obtained for 2D cases in both reduction of convergence work and reduction of
required computational time. Such reductions can reach a factor 10 for convergence work and even a factor 20 for computational time in the case of extremely large problem sizes, e.g., $N=8 \cdot 10^{6}$ nodes. These advantages over traditional approaches have proven to be particularly evident in the case of Neumann
relevance. Furthermore, in cases where Neumann boundary conditions are employed, the proposed MC strategies have proven to be able to deal with very large size problems where traditional solver approaches can not deal with because of excessive memory and time requirements. In the 3D case the advantages when comparing the computational time. Furthermore, greater advantages are expected when using very large number of nodes in 3 D , e.g., $N>10^{7}$. Therefore, the proposed MC strategies are extremely attractive for problems where complex-shaped domains and large number of nodes are employed.

Between the proposed strategies, the use of both ACMC and SRMC as preconditioners for BiCGSTAB showed the best performance, requiring an almost constant specific time for the convergence in 2D cases presented here, meaning that the required computational time grows almost linearly with the size of the problem $N$. SRMC allows slightly better performance than ACMC but it is a little more complex. The use of both MC techniques as preconditioners also allows a reduction of sensitivity to MC parameters in 2D cases.

Possible extensions of this work might be considered, for example, by studying the application of the presented MC techniques to higher order RBF-FD discretizations, i.e., larger stencil sizes $n>7$ in 2 D and $n>13$ in 3D, and by employing different radial basis functions such as polyharmonic splines [6], as well as the extension to different PDEs.
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## Appendix A. M-matrices

We briefly present the sufficient conditions leading to a $M$-matrix structure (see Seibold [36] and Hackbusch [47] for further details) in the context of the present meshless approach, for which the original contribution is given by Theorem 1 .

Definition 1 ( $Z$-matrices and $L$-matrices). A square matrix $\boldsymbol{M}=\left(m_{i j}\right) \in$ $\mathcal{R}^{M \times M}$ is called $Z$-matrix if $m_{i j} \leq 0 \quad \forall i \neq j$. A $Z$-matrix is called L-matrix if $m_{i i}>0 \forall i$.

The notation $\mathbf{M} \geq 0$ indicates that its matrix entries satisfy $m_{i j} \geq 0 \forall i, j$.
stencil entries to a node $k$ which satisfies the strict diagonal dominance relation $\left|m_{k k}\right|>\sum_{j \neq k}\left|m_{k j}\right|$.

Definition 4 (Positive stencil). A stencil is called positive if its coefficients $g_{1}, \ldots, g_{m}$ satisfy $g_{1}>0$ and $g_{2}, \ldots, g_{m} \leq 0$.

Benefits on the use of positive stencils in the context of generalized-FD

Theorem 1. Matrix $\boldsymbol{A}_{I}$ of $E q$. (14) is essentially diagonally dominant if at least one Dirichlet node is employed and if positive stencils are employed for every internal node.

Proof. Consider the interpolation system of Eq. (9) with constant data, i.e., $\mathbf{v}^{T}=\left(v_{1}, \ldots, v_{m}\right)=(1, \ldots, 1)$ and $\overline{\mathbf{f}}=\mathbf{0}$, where Neumann/Dirichlet nodes can be included. Since such interpolation is exact for constant data, we get $\mathbf{a}=\mathbf{0}$, $\mathbf{b}=\mathbf{0}, c=1$ and therefore $v(\mathbf{x})=1$ from Eq. (2). Then, Eq. 12 with $q(\mathbf{x})=$ $-\nabla^{2} v(\mathbf{x})=0$ becomes $\sum_{i=1}^{m} g_{i}=0$, where $g_{1}, \ldots, g_{m}$ are the stencil coefficients. Since the stencil is positive, the previous relation can be written as $\left|g_{1}\right|=$ $\sum_{i=2}^{m}\left|g_{i}\right|$. If the stencil has no Dirichlet nodes, the last relation implies a weakly diagonally dominant row in terms of matrix coefficients, otherwise a strictly diagonally dominant row is obtained since $\left|g_{1}\right|=\sum_{i=2}^{m}\left|g_{i}\right|>\sum_{i \in I}\left|g_{i}\right|$ where $I$ is a subset of $\{2, \ldots, m\}$ identifying the non-Dirichlet stencil contributions, i.e., the ones corresponding to internal nodes. Finally, in the present RBF-FD node through stencil entries because of the employed node distributions and strategy for the choice of stencil support nodes (nearest neighbors).

Theorem 2. An essentially diagonally dominant L-matrix is an M-matrix.
Proof. See Hackbusch [47, pp. 154-155.
The coefficient matrix $\mathbf{A}_{I}$ of Eq. (14), resulting from the present RBF-FD discretization, is an $M$-matrix if the conditions of Theorem 1 hold.
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