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A B S T R A C T

2D elastic plane wave diffraction by a stress-free wedge is a canonical prob-
lem of interest to researchers in many different fields. To our knowledge, no
fully analytical resolution has been found and semi-analytical evaluations of
asymptotic approximations have therefore become a common approach. In
this paper, a method called the spectral functions method is developed in the
aforementioned 2D configuration. This method has the advantage of being
valid for wedge angles lower and higher than π. The diffracted displacement
field is expressed as an integral in terms of two unknown functions called
the spectral functions. These functions are decomposed into two parts : one
which can be computed analytically and the other which is approached numer-
ically using a collocation method. The details of the corresponding numerical
scheme are given and the method is validated numerically for all wedge an-
gles.

c© 2019 Elsevier Inc. All rights reserved.

1. Introduction

The problem of plane wave diffraction by a wedge has been of great interest to researchers for over a century.
The first to solve this type of problem in the case of an electromagnetic wave was Sommerfeld [1], who expressed the
solution analytically, in the form of an integral called the Sommerfeld integral. At the same time, Macdonald [2] also
expressed the solution to diffraction of a scalar plane wave analytically, as a series.

In the case of a plane elastic wave, it seems that the solution cannot be computed analytically. Therefore, semi-
analytical resolutions and far-field (kr >> 1, k being the wave number and r being the distance of observation)
asymptotics have become common approaches. In this regard, the Geometrical Theory of Diffraction (GTD) was
first introduced in electromagnetics by Keller [3] and applied to elastodynamics by Achenbach et al. in 2D (when
the incident wave vector is in the plane normal to the edge) and in 3D [4, 5]. The total asymptotic fields obtained
with this method are spatially non-uniform in the sense that they diverge at shadow boundaries of the Geometrical
Elastodynamics (GE) field. To solve this problem, some uniform corrections of the GTD have been developed. The
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Physical Theory of Diffraction (PTD) has been developed in electromagnetics by Ufimtsev [6] and extended to elastic
waves [7, 8] but it is computationally expensive for large scatterers. Another uniform correction is the Uniform
Asymptotic Theory (UAT) developed in elastodynamics by Achenbach et al. [4]. This method has been tested by
Fradkin and Stacey [9], using a finite difference algorithm. It requires an artificial extension of the scattering surface
and the construction of fictitious rays [10]. For these reasons, a more commonly used uniform correction of the
GTD method is the Uniform Theory of Diffraction (UTD). It was developed in electromagnetics by Kouyoumjian and
Pathak [11] using the Pauli-Clemmow [12] asymptotic approximation of integrals. Kamta Djakou et al. [13] have
extended it to elastodynamics with application to the scattering from a half-plane. This method is computationally
efficient but still requires a trustworthy diffraction model in order to be applied. For the scalar case of 2D wedge
diffraction of a shear horizontally polarized incident wave, a comparison of asymptotic (GTD and uniform) and exact
solutions has been carried out in elastodynamics by Aristizabal et al. [14].

The problem of acoustic diffraction in a system of wedge-shaped regions was studied by Klem-Musatov [15], but
this system is too complex to be solved in general cases. For the very general problem of acoustic wave propagation
in a homogeneous or inhomogeneous medium delimited by an arbitrary-shaped boundary, a mathematical model
has been rigorously presented by Aizenberg and Ayzenberg [16]. Ayzenberg [17] shows how this model can be
numerically applied to the case of wedge diffraction. However, it appears that parallel programming is necessary to
obtain a short computation time.

Another method, in which the free-space Green’s tensor is used to express the Fourier transform of the displace-
ment on the edges, was first developed by Gautesen for the case of a longitudinal wave diffracted by an elastic
quarter-space [18] and extended to the case of a scattered Rayleigh wave for wedge angles in the range [63o, 180o]
for wedge angles lower than π [19, 20] and to [189o, 327o] for wedge angles higher than π [21]. This method has also
been applied to horizontally polarized shear waves scattered by a wedge-shaped interface between two different elastic
materials [22]. The problem of elastic wave diffraction by a wedge has also been tackled by Budaev [23, 24, 25] and
reduced to a singular integral equation. However, no clear numerical scheme of resolution has been proposed. Budaev
and Bogy [26] have applied this method to the case of an incident Rayleigh wave and have proposed a corresponding
numerical resolution. However, the theoretical development was incomplete and has been clarified by Kamotski et
al. [27]. Budaev and Bogy’s method, called the Sommerfeld Integral (SI) method, and Gautesen’s method, called
the Laplace Transform (LT) method, have both been extended by Gautesen and Fradkin [28] to the case of an elastic
wave diffracted by a stress-free wedge of angle lower than π. They offer a comparison of the two methods and an
experimental validation is given by Chapman et al. [29].

Another boundary integral approach was developed by Croisille and Lebeau [30] in the case of an acoustic plane
wave scattered by an immersed elastic wedge. This is called the spectral functions method and was described both
theoretically and numerically for the case of an immersed wedge of angle lower than π [30]. In the 2D case of an
acoustic wave incident on a soft wedge, the method has been developed numerically by Chehade et al. [31]. The
spectral functions method was also used by Kamotski and Lebeau [32] to prove existence and uniqueness of the
solution to the 2D problem of a plane elastic wave diffracted by a stress free wedge of arbitrary angle. However, no
numerical scheme of resolution was given. The aim of the current paper is to propose and implement the numerical
aspects of the spectral functions method in the 2D case of a stress-free elastic wedge of any angle. The results are
validated by comparison to Gautesen’s LT code [28] for wedge angles lower than π and to the spectral finite elements
code of Imperiale et al. developed for the commercial software CIVA [33] for wedge angles higher than π.

The structure of the paper is the following. The problem at hand is stated in section 2. Section 3 presents an integral
formulation of the solution in terms of two unknown functions called the spectral functions. This formulation is then
used to compute a far-field approximation of the displacement field, following the steps of Kamotski and Lebeau [32],
using an unknown coefficient called the diffraction coefficient, expressed in terms of the spectral functions. In section
4, the semi-analytical computation of these spectral functions is presented in detail. The first part of this computation
consists in determining the poles and residues of these functions thanks to an algorithm adapted from Croisille and
Lebeau [30] for the stress-free elastic wedge of any angle. The second step is to approximate the remaining regular
part of the spectral functions, and the newly developed necessary computations are detailed here. The third and final
step is called the ”propagation of the solution”. It is based on a system of recursive equations determined by Croisille
and Lebeau [30], which has been modified in order to be applicable to our case, and the computations necessary to a
numerical evaluation of these equations are given here. Finally, some numerical results and validation of diffraction
coefficients are given in section 5. Appendices A and B give useful details for the numerical computation of certain
parts of the spectral functions.
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2. Problem statement
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Fig. 1: Plane wave incident on a stress-free wedge of angle ϕ

Let us consider the diffraction problem of a plane longitudinal elastic wave uinc incident on a wedge delimited by
the stress-free infinite plane faces S1 and S2. The inside of the wedge is a homogeneous isotropic medium occupying
the space Ω defined by :

Ω = {(r cos θ, r sin θ)\θ ∈]0, ϕ[} (2.1)

And the incident plane wave is of the form

uinc(x, t) = Aαei(kinc
α ·x−ωt) (2.2)

α = L,T is the type of the incident plane wave (longitudinal or transversal), Aα is the amplitude vector and kinc
α

is the incident wave vector. The Cartesian coordinate system (O; ex1 , ey1 ) is linked to the face S1 of the wedge and
(O; ex2 , ey2 ) is linked to the face S2, as shown in Fig. 1. These coordinate systems have the same origin located on
the wedge edge which coincides with the z-axis. Let x = (x′1, y

′
1)(ex1 ,ey1 ) = (x′2, y

′
2)(ex2 ,ey2 ) be a position vector x = (r, θ)

in a local basis of polar coordinates associated to the coordinates (x′1, y
′
1). In the following, except when specified

otherwise, all vectors are expressed in the coordinate system (O; ex1 , ey1 ). The incident wave vector is given by

kinc
α =

ω

cα

(
cos θinc

sin θinc

)
(2.3)

cL =
√

(λ + 2µ)/ρ is the velocity of the longitudinal waves, cT =
√
µ/ρ is the velocity of the transversal ones and

λ, µ are the Lamé coefficients. The amplitude vector may be colinear (in the case of a longitudinal wave) or normal

(in the case of a transversal wave) to the incident wave vector. It will then be directed by îL or îT respectively :

îL =

(
cos θinc

sin θinc

)
îT =

(
− sin θinc

cos θinc

)
(2.4)

In all the following, bold characters are reserved for matrices in order to simplify notations and the time-harmonic
factor e−iωt is omitted.

The unknown displacement field u is a solution of the linear elasticity equations for a homogeneous isotropic
medium and verifies stress-free boundary conditions on the wedge faces. Let us suppose that the total displacement
field is the sum of an incident and a scattered field :

u = u0 + uinc (2.5)

The dimensionless problem is obtained thanks to the following change in variables :

x =
ω

cL
x′, y =

ω

cL
y′ (2.6a)

u0(x′, y′) = v(x, y) (2.6b)
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The problem that we wish to solve is the following :

(Pα)
{

(E + 1)v = 0 (Ω)
Bv = −Bvinc

α (S) (2.7)

where E and B are respectively the elasticity and normal stress operators:

Ev = µ∆v + (λ + µ)∇∇v (2.8)
Bv = (λ∇v.I2 + 2µε(v)).n (2.9)

I2 is the two-dimensional identity matrix and n is the inward normal to the faces of the wedge (n = ey j on S j). The
dimensionless Lamé coefficients are given by

λ =
λ

ρc2
L

, µ =
µ

ρc2
L

(2.10)

The deformations tensor is given by

ε(v) =
1
2


2
∂v1

∂x
∂v1

∂y
+
∂v2

∂x
∂v1

∂y
+
∂v2

∂x
2
∂v2

∂y

 (2.11)

where (v1, v2) are the components of vector v and the dimensionless incident waves are

vinc
L (r, θ) =

(
cos θinc

sin θinc

)
eirνL cos(θ−θinc) vinc

T (r, θ) =

(
− sin θinc

cos θinc

)
eirνT cos(θ−θinc) (2.12)

Finally, let us define the following ratios :

νL = 1 νT =
cL

cT
νR =

cL

cR
, (2.13)

where cR is the Rayleigh wave velocity.

3. Integral Formulation of the solution

The first step in solving problem (Pα) is to formulate the solution as an integral, following the formalism of
Kamotski and Lebeau [32]. In order to do so, a new class of functions is defined, as well as the outgoing solution of
the problem. The main ideas of their development are reproduced here.

3.1. Limiting absorption principle
The limiting absorption principle is applied to (Pα), meaning that it is considered as a special case (ε = 0 i.e. no

medium absorption) of the problem

(Pαε )
{

(E + e−2iε)vε = 0 (Ω)
Bvε = −Bvinc

α (S) (3.1)

Kamotski and Lebeau [32] have shown that this problem admits a unique solution, which is the sum of two contribu-
tions, corresponding to each of the faces of the wedge

vε = vε1 + vε2, (3.2)

where functions vεj are defined in all of R2 by

vεj = −(E + e−2iε)−1
[(
α j

β j

)
⊗ δS j

]
, (3.3)

where δS j is the Dirac distribution associated to face S j. It is defined by its action on an arbitrary test function
f ∈ C∞0 (R2) :

〈δS j , f 〉 =

∫ ∞

0
f ((x j, 0) dx j (3.4)

The distributions α j and β j are unknown and are supposed to belong to the special classA defined hereafter.
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Definition 3.1. We say that f ∈ A if f ∈ S′(R), supp f ⊂ R+ and

∃C0 > 0 such that sup
−π<θ<0

∫ +∞

C0

| f̂ (ρeiθ)|2 dρ < +∞ (3.5)

f̂ is holomorphic in neighborhoods of νL, νT , νR. (3.6)

The notation f̂ refers to the Fourier transform of the function f :

f̂ (ξ) =

∫
R

e−ixξ f (x) dx (3.7)

and S′(R) is the space of tempered distributions on R. Using this definition, Kamotski and Lebeau [32] then obtain
the following:

Lemma 3.1. Suppose α j, β j ∈ A, j = 1, 2. Then the two tempered distributions vεj defined by (3.3) converge in S′(R)
when ε→ 0 towards two tempered distributions v0

j ∈ S
′(R) which solve

(E + 1)v0
j = −

(
α j

β j

)
⊗ δS j (3.8)

Furthermore, the following properties are true for all ε ∈ [0, π[:

(i) vεj are continuous in R2

(ii) in polar coordinates (r, θ), we have

vεj ∈ C([0, 2π]; H1
loc(R+)) (3.9)

1
r

∂vεj
∂θ
∈ C([0, 2π]; L2

loc(R+)) (3.10)

Finally, this lemma justifies the following definition

Definition 3.2. We call v an outgoing solution of (Pα) if v is a solution of the form

v = v1 + v2, (3.11)

with

v j = −lim
ε→0

(E + e−2iε)−1
[(
α j

β j

)
⊗ δS j

]
, (3.12)

where α j, β j ∈ A, j = 1, 2.

Existence and uniqueness of the outgoing solution was demonstrated by Kamotski and Lebeau [32] and is not the
object of this paper. Our goal is to propose a detailed method of numerical computation of this solution.

The limiting absorption principle presented above leads to a rigorous definition of the solution to the problem
(Pα). It is also useful in order to derive an integral formulation of this solution.

3.2. Integral formulation
In order to compute the integral formulation of the solution, the two-sided Fourier transform of a tempered distri-

bution and its inverse are defined in the following manner :

f̂ (ξ, η) =

∫ ∫
R2

f (x, y)e−i(xξ+yη) dxdy (3.13a)

f (x, y) =
1

4π2

∫ ∫
R2

f̂ (ξ, η)ei(xξ+yη)dξdη (3.13b)
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The first step is to take the two-sided Fourier transform of equation (3.3). This is permitted since all the encountered
distributions are tempered distributions (as discussed in the previous subsection).

v̂εj(ξ, η) = (M − e−2iεI2)−1Σ j(ξ), (3.14)

where Σ j, j = 1, 2 are two unknown functions called the spectral functions such that

Σ j(ξ) =

(
α̂ j(ξ)
β̂ j(ξ)

)
, (3.15)

and the matrix

M =

(
(λ + µ)ξ2 + µ(ξ2 + η2) (λ + µ)ξη

(λ + µ)ξη (λ + µ)η2 + µ(ξ2 + η2)

)
(3.16)

is the two-sided Fourier transform of the elasticity operator E defined by (2.8). By using the fact that λ + 2µ = 1 and
µ = 1/ν2

T and by substituting (3.16) into (3.14), functions v̂εj can be expressed as:

v̂εj(ξ, η) =

(
a(ξ, η) b(ξ, η)
b(ξ, η) a(η, ξ)

)
Σ j(ξ), (3.17)

where

a(ξ, η) =
ξ2 + ν2

Tη
2 − ν2

T e−2iε

(ξ2 + η2 − e−2iε)(ξ2 + η2 − ν2
T e−2iε)

(3.18a)

b(ξ, η) =
(1 − ν2

T )ξη

(ξ2 + η2 − e−2iε)(ξ2 + η2 − ν2
T e−2iε)

(3.18b)

The two-sided Fourier transform of vεj can now be reversed

vεj(x j, y j) =
1

4π2

∫ +∞

−∞

eix jξ

∫ +∞

−∞

eiy jη

(
a(ξ, η) b(ξ, η)
b(ξ, η) a(η, ξ)

)
dηΣ j(ξ) dξ (3.19)

The inner integral is computed using Gauss’ residue theorem. The poles of the integrand are η = ±ζε∗ (ξ), ∗ = L,T ,
with

ζε∗ (ξ) =

√
e−2iεν2

∗ − ξ2 (3.20)

thus yielding:

vεj(x j, y j) =
i

4π
e2iε

∫ +∞

−∞

eix jξ
∑
∗=L,T

ei|y j |ζ
ε
∗ (ξ)Mε

∗(ξ, sgn y j)Σ j(ξ) dξ, (3.21)

where, noting t = sgn y j

Mε
L(ξ, t) =

 ξ2

ζεL(ξ) tξ
tξ ζεL(ξ)

 and Mε
T(ξ, t) =

ζεT (ξ) −tξ
−tξ ξ2

ζεT (ξ)

 (3.22)

According to Croisille and Lebeau [30], after slightly deforming the integration contour from R to Γ0 represented in
Fig. 2 integral (3.21) converges when ε→ 0:

v j(x j, y j) =
i

4π

∫
Γ0

eix jξ
∑
∗=L,T

ei|y j |ζ∗(ξ)M∗(ξ, sgn y j)Σ j(ξ) dξ (3.23)

In order to simplify notations, the exponent ε = 0 has been omitted. The function ζ∗ defined by taking ε = 0 in (3.20)
has multiple branch cuts. In order to satisfy the radiation condition at infinity

lim
|y j |→+∞

||vεj(x j, y j)|| = 0, (3.24)

we chose Im ζ∗(ξ) > 0 :

ζ∗(ξ) =

 i
√
ξ2 − ν2

∗ for |ξ| ≥ ν∗
−

√
ν2
∗ − ξ2 for |ξ| ≤ ν∗

(3.25)

The integral formulation (3.23) is an expression of the solution in terms of an unknown function Σ j called the
spectral function. In the next section, by computing a far-field asymptotic approximation of this integral, we define a
function of the observation angle θ (see Fig. 1) called the diffraction coefficient and express this coefficient in terms
of Σ1 and Σ2.
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Fig. 2: Integration contour Γ0 in the complex plane ξ = σ + iτ.

3.3. Far-field asymptotics
Let P = (x′, y′) = (r cos θ, r sin θ) be an observation point, represented in Fig. 1. According to equation (2.6), the

diffracted field at P is given by:
u0(x′, y′) = v(

ω

cL
r cos θ,

ω

cL
r sin θ) (3.26)

Let R = ωr
cL

denote the far-field parameter. Our goal is to determine an asymptotic evaluation of the diffracted field
when R→ +∞. To do so, we begin by applying the following change of variables in integral (3.23) :

ξ = ν∗ cos λ
dξ = −ν∗ sin λ dλ,

(3.27)

yielding, in polar coordinates

v1(r cos θ, r sin θ) =
i

4π

∫
C0

∑
∗=L,T

ν2
∗e

iν∗r cos(λ+θ̄)P∗(λ, t)Σ1(ν∗ cos λ) dλ, (3.28)

where t = sgn sin θ,

θ̄ =

{
θ ifθ ≤ π

2π − θ ifθ > π , (3.29)

contour C0 is represented in Fig. 3 and

PL(λ, t) =

(
cos2 λ −t cos λ sin λ

−t cos β sin λ sin2 λ

)
(3.30)

PT(λ) = I2 − PL(λ) (3.31)

Note that P∗(λ,−1) = P∗(−λ, 1). In the following, we will use the notation P∗(λ) = P∗(λ, 1).
An asymptotic evaluation of (3.28) is determined using the steepest descent method. This consists of deforming

integration contour C0 into γθ̄ represented in Fig. 3. The approximation is then the sum of two contributions:

v1 = vsing
1 + vdi f f

1 , (3.32)

where vsing
1 is the contribution of all the singularities of the spectral function Σ1 crossed by the contour deformation

and vdi f f
1 is the contribution of the phase function’s saddle point λs = π− θ̄, corresponding to the field diffracted by the

wedge edge. We will see that the singularities crossed are either simple poles (corresponding to the reflected waves
on the wedge faces or to the Rayleigh surface waves) or branch points (corresponding to head waves). In this paper,
we are only concerned with the determination of the edge-diffracted field, which corresponds to the contribution of
the saddle-point and is given by:

vdi f f
1 (r cos θ, r sin θ) =

e−iπ/4

2
√

2π

∑
∗=L,T

ν2
∗

e−iν∗r

√
ν∗r

P∗(π − θ)Σ1(−ν∗ cos θ) (3.33)

Note that asymptotic evaluation (3.33) is only valid when the saddle point λs does not coincide with a singular point
(pole or branch point) of the spectral function Σ1. The poles of the spectral functions will be determined analytically
in section 4.2. The branch points of the spectral functions are located at ξ = ±νL and ξ = ±νT . Applying (3.27), this
means that :

ν∗ cos λs = −ν∗ cos θ = ±νL = ±1 (3.34a)
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or ν∗ cos λs = −ν∗ cos θ = ±νT (3.34b)

For ∗ = L, (3.34a) yields θ = 0 or θ = π, meaning that the direction of observation is along the wedge’s horizontal face
S1. These branch points correspond to L waves propagating along the wedge face. (3.34b) does not have a solution
for ∗ = L. For ∗ = T , (3.34a) yields θ = θc = acos(1/νT) or θ = π− θc, θc is called the critical angle, and (3.34b) yields
θ = 0 or θ = π. Borovikov [34] gives some clues as to how to treat the case where the stationary phase point coincides
with another singularity of the integrand but no high-frequency asymptotics prove satisfactory in some situations of
practical interest [35] and are neither available when the critical transition zones overlap penumbras, that is when all
three critical points (stationary, critical and pole) coalesce [36]. In this paper, it is assumed that λs does not coalesce
with a singularity of the integrand.

Similar considerations yield:

vdi f f
2 (x2, y2) =

e−iπ/4

2
√

2π

∑
∗=L,T

ν2
∗

e−iν∗r

√
ν∗r

P∗(π − (ϕ − θ))Σ2(−ν∗ cos(ϕ − θ)) (3.35)

The branch points are now located at θ̄ = ϕ, θ̄ = π − ϕ, θ̄ = ϕ − θc and θ̄ = π − (ϕ − θc). The total diffracted field is the
sum of the saddle-point contributions from each face

vdi f f = vdi f f
1 + vdi f f

2 (3.36)

This can be identified with the total diffracted field written in terms of longitudinal and transversal contributions,

vdi f f = vdi f f
L îL + vdi f f

T îT , (3.37)

with î∗ defined by (2.4), leading to the following definition of the diffraction coefficient Dα
β :

vdi f f
β (r cos θ, r sin θ) = Dα

β (θ)
e−iνβr

√
νβr

vαinc(r cos θ, r sin θ), (3.38)

where β = L,T is the type of the diffracted wave. The diffracted field is thus represented by a cylindrical wave,
proportional to the incident wave and weighted by the diffraction coefficient. By substituting (3.33)-(3.35) into (3.36)
and (3.38) into (3.37) and identifying the results, we finally obtain the expression of the diffraction coefficients in
terms of the components (α̂ j, β̂ j), j = 1, 2 of the spectral functions Σ j, j = 1, 2, see (3.15)

Dα
L(θ) =

e−iπ/4

2
√

2π

(
α̂1(− cos θ) cos θ + β̂1(− cos θ) sin θ

+ α̂2(− cos(ϕ − θ)) cos(ϕ − θ) + β̂2(− cos(ϕ − θ)) sin(ϕ − θ)
) (3.39)

Dα
T (θ) = ν2

T
e−iπ/4

2
√

2π

(
− α̂1(−νT cos θ) sin θ + β̂1(−νT cos θ) cos θ

+ α̂2(−νT cos(ϕ − θ)) sin(ϕ − θ) − β̂2(−νT cos(ϕ − θ)) cos(ϕ − θ)
) (3.40)

In order to determine the field diffracted by a wedge illuminated by an incident plane wave, it is sufficient to
compute the diffraction coefficient. This coefficient has been expressed in terms of two unknown functions called the
spectral functions. The semi-analytical computation of these functions is presented in the following section

4. Semi-analytical evaluation of the spectral functions

The first step in computing the spectral functions is to determine a system of functional equations of which they are
a solution. We will then show that these functions can be decomposed into two parts : a singular function, computed
analytically, and a regular function, approached numerically.
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λ1

λ2

π0 λs

C0

γθ̄

Fig. 3: Integration contours C0 and γθ̄ in the complex plane λ = λ1 + iλ2. λs is the stationary phase point.

4.1. Functional equations

In the previous section, the diffracted wave has been expressed in terms of two unknown functions called the
spectral functions. In this subsection, a system of functional equations satisfied by these functions is determined.

The system of functional equations is determined using the boundary conditions on the faces of the wedge (2.7).
These can be expressed separately for each face of the wedge, using decomposition (3.2):{

B
(
v1(x1, 0) + v2(x2 cosϕ, x2 sinϕ)

)
= −Bvinc

α |S1

B
(
v2(x2, 0) + v1(x1 cosϕ, x1 sinϕ)

)
= −Bvinc

α |S2

(4.1)

Let us note (v1
j , v

2
j ), j = 1, 2 the coordinates of vector v j in the Cartesian coordinate system (x j, y j), represented in

Fig. 1. By expliciting the normal stress operator (2.9) in each of these systems, system (4.1) can be expressed as{
B1(v1) + B2(v2) = −Bvinc

∗ |S1

B1(v2) + B2(v1) = −Bvinc
∗ |S2

, (4.2)

where two new operators are defined:

B1(v1) =


µ
(
∂v1

1
∂y1

+
∂v2

1
∂x1

)
∂v2

1
∂y1

+ λ
∂v1

1
∂x1

 (4.3)

B2(v2) =


µ sin(2ϕ)

(
∂v1

2
∂x2
−

∂v2
2

∂y2

)
− µ cos(2ϕ)

(
∂v1

2
∂y2

+
∂v2

2
∂x2

)
(λ + 2µ sin2 ϕ) ∂v1

2
∂x2

+ (λ + 2µ cos2 ϕ) ∂v2
2

∂y2
− µ sin(2ϕ)

(
∂v1

2
∂y2

+
∂v2

2
∂x2

)
 (4.4)

The functional equations satisfied by the spectral functions are obtained by taking the Fourier transform of this
system.

The partial derivatives of v1 with respect to x1 and y1 are evaluated in y1 = 0, x1 ≥ 0 using (3.23) before being
substituted into (4.3). Finally, by using the following formula∫ +∞

0
e−ix(ξ−ζ) dx =

1
i(ξ − ζ)

, Imξ < 0, Imζ > 0,

the Fourier transform of operator B1 is obtained :∫ +∞

0
e−ixξB1(v1)(x) dx =

1
2

DM(Σ1)(ξ)

=
1
2

∫
Γ0

DM(ξ, ζ)Σ1(ζ) dζ
, (4.5)
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with

DM(ξ, ζ) =
1

2iπ
1

ξ − ζ
dm(ζ) =

1
2iπ

1
ξ − ζ

(
−1 A(ζ)

B(ζ) −1

)
(4.6)

and
A(ζ) =

z
ζT (z)

(1 − 2µQ(ζ)) B(ζ) = −
ζ

ζL(ζ)
(1 − 2µQ(ζ)) Q(ζ) = ζL(ζ)ζT (ζ) + ζ2, (4.7)

where ζ∗, ∗ = L,T is given by (3.25).
The Fourier transform of operator B2 is obtained through a similar process. The partial derivatives of v2 are

evaluated in x2 = x cosϕ, y2 = x sinϕ, x ≥ 0 and then substituted into (4.4) before applying the Fourier transform to
the results. Finally, by using the following formula∫ +∞

0
e−ix(ξ−(ζ cosϕ+ζ∗(ξ) sin ϕ̃)) dx =

1
i(ξ − (ζ cosϕ + ζ∗(ξ)| sinϕ|)

, Imξ < 0, Imζ > 0 (4.8)

and by noting

D∗(ξ, ζ) =
1

ξ − (ζ cosϕ + ζ∗(ζ) sin ϕ̃)
(4.9)

the Fourier transform of B2 is obtained :∫ +∞

0
e−ixξB2(v2)(x) dx =

1
2

TM(Σ2)(ξ) =
1
2

∫
Γ0

TM(ξ, ζ)Σ2(ζ) dζ, (4.10)

where
TM(ξ, ζ) =

1
2πi

∑
∗=L,T

D∗(ξ, ζ)tm∗(ζ, sgn sinϕ) (4.11)

and, having t = sgn sinϕ, 
tmL(ζ, t) =

(
ζ

ζL(ζ) fL; t fL

)
fL =

(
µ[cos(2ϕ)(2tζζL) − sin(2ϕ)(ζ2 − ζ2

L)]
−λ + 2µ[sin(2ϕ)(tζζL) − ζ2 sin2 ϕ − ζ2

L cos2 ϕ]

)
(4.12)


tmT (ζ, t) =

(
−t fT ; ζ

ζT (ζ) fT
)

fT = µ

(
cos(2ϕ)(ζ2 − ζ2

T ) + sin(2ϕ)(2tζζT )
sin(2ϕ)(ζ2 − ζ2

T ) − cos(2ϕ)(2tζζT )

)
. (4.13)

The Fourier transform of the normal stress operator on each face of the wedge is given by a sum of these two
operators. The right-hand side of the system of functional equations is obtained by computing the Fourier transform
of −Bvinc

α |S j , j = 1, 2 :  DM(Σ1) + TM(Σ2) =
Wα

1
ξ−να cos θinc

TM(Σ1) + DM(Σ2) =
Wα

2
ξ−να cos(ϕ−θinc)

, (4.14)

where

WL
1 = −2

(
µ sin 2θinc

1 − 2µ cos2 θinc

)
WL

2 = −2
(

µ sin 2(ϕ − θinc)
1 − 2µ cos2(ϕ − θinc)

)

WT
1 = −2νT

(
µ cos 2θinc

µ sin 2θinc

)
WT

2 = 2νT

(
µ cos 2(ϕ − θinc)
µ sin 2(ϕ − θinc)

) (4.15)

Using this system of functional equations, it is possible to decompose the spectral functions into two parts : a singular
function and a regular function. The first step is to extract the poles of the spectral functions.
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×
ν∗

×

−ν∗ σ

τ

∂Ω∗

−ν∗ cos ϕ̃

Ω+
∗

Fig. 4: Domain Ω+
∗ and contour ∂Ω∗ in the complex plane ξ = σ + iτ. The curved arrows indicate the contour deformation from Γ0 to ∂Ω∗

4.2. Singular part
The poles and corresponding residues of the spectral functions, which lead to the reflections of the incident field

on the wedge faces (these reflections can be multiple and can also lead to mode conversion) and to the fictitious fields
that compensate the incident wave in the shadow zones, are computed analytically by a recursive procedure. In order
to apply this procedure, it is necessary to define the following translation operator (∗ = L,T ):

T∗(ξ = ν∗ cos θ) = ξ cos ϕ̃ + ζ∗(ξ) sin ϕ̃ = ν∗ cos(θ + ϕ̃), (4.16)

where

ϕ̃ =

{
ϕ if ϕ < π

2π − ϕ else (4.17)

This variable is useful for synthetically describing the spectral functions method for wedge angles lower and higher
than π, using only one angular variable which is defined differently for each case. In order for the cosine in the
translation operator to also be well defined, it is necessary to impose

ξ ∈ Ω+
∗ = {ξ = ν∗ cos θ, 0 ≤ Reθ < π − ϕ̃, Imξ ≥ 0}, (4.18)

where Ω+
∗ is represented in Fig. 4.

In order to extract the poles of the spectral functions, it is necessary to determine the action of operators DM and
TM on a simple pole. In order to do so, contour Γ0 in (4.5) is deformed into contour Γ1 (see Fig. 5) and Cauchy’s
residue theorem is applied, yielding, for V ∈ C2, z ∈ C\] −∞,−1], z < {±νL,±νT }, Imz ≥ 0, ξ ∈ Ω+

∗ , Imξ < 0∫
Γ0

DM(ξ, ζ).
V

ζ − z
dζ =

dm(z).V
ξ − z

+ Dp(z, ξ), (4.19)

where
Dp(z, ξ) =

∫
Γ1

DM(ξ, ζ)
ζ − z

.V dζ (4.20)

Similarly, we deform contour Γ0 in (4.10) into contour ∂Ω∗, represented Fig. 4 and apply once again Cauchy’s residue
theorem: ∫

Γ0

TM(ξ, ζ).
1

ζ − z
dζ =

∑
∗=L,T

tm∗(z).V
ξ − T∗(z)

1Ω∗ (z) + Tp(z, ξ) (4.21)

where 1Ω∗ (z) = 1 if z ∈ Ω+
∗ and 0 elsewhere and

Tp(z, ξ) =
1

2iπ

∑
∗=L,T

∫
∂Ω∗

D∗(ξ, ζ).
tm∗(ζ)
ζ − z

.V dζ (4.22)

Croisille and Lebeau [30] proved that Dp(z, ·) and Tp(z, ·) belong to a special class of functions H2 defined here-
after

Definition 4.1. H+ is the space of functions f which are analytical in {z ∈ C, Imz < 0} and verify :

sup
c>0

∫ +∞

−∞

| f (x − ic)|2 dx < +∞ (4.23)
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×
0

× ×
1 νT

××
−1−νT

Γ1

σ

τ

Fig. 5: Contour Γ1 in the complex plane ξ = σ + iτ. The curved arrow indicates the contour deformation from Γ0 to Γ1

Definition 4.2. H is the space of the functions f analytical in C\] −∞,−1] such that ∀ε ∈]0, π[, f (eiε ·) ∈ H+.

Let us now extract all the poles and corresponding residues from the spectral functions, using system (4.14). We
begin by defining X′j by :

Σ j(ξ) =
V (0)

j

ξ − Z(0)
j

+ X′j(ξ), j = 1, 2, (4.24)

where V (0)
j is unknown and Z(0)

1 = να cos θinc and Z(0)
2 = να cos(ϕ − θinc). Substituting (4.24) into (4.14) and applying

formula (4.19) yields :
DM(X′1) + TM(X′2) + TM( V (0)

2

ξ−Z(0)
2

) = W1

ξ−Z(1)
1
−

dm(Z(0)
1 ).V (0)

1

ξ−Z(0)
1

− Dp(Z(0)
1 , ξ).V (1)

1

TM(X′1) + DM(X′2) + TM( V (0)
1

ξ−Z(0)
1

) = W2

ξ−Z(0)
2
−

dm(Z(0)
2 ).V (0)

2

ξ−Z(0)
2

− Dp(Z(0)
2 , ξ).V (0)

2

(4.25)

In order to only have regular terms on the right-hand side of this system, we chose:

V (0)
j = dm−1(Z(0)

j ).W j (4.26)

We have det(dm(z)) , 0 as long as z , νR. In the following, we will suppose that this is the case. Physically, this
means that the incident wave is not a Rayleigh wave and neither are any of the waves reflected by the wedge faces.
Furthermore, we suppose that the hypothesis z < {νL, νT } that has been made in (4.19) and (4.21) remains true for all
the poles. This means that neither the incident, nor any of the reflected waves is an incoming grazing one. Kamotski
[36] proves existence and uniqueness of the solution in the case where this is not true.

Applying (4.21), two new poles appear :

Z(1)
j,L = TL(Z(0)

j ) et Z(1)
j,T = TT (Z(0)

j ) (4.27)

This leads to the definition of X′′j :

X′j = X′′j +
V (1)

j,L

ξ − Z(1)
j,L

+
V (1)

j,T

ξ − Z(1)
j,T

, (4.28)

where V (1)
j,L and V (1)

j,T are unknown vectors. Once again, we substitute this into the system and apply (4.19). Residues

V (1)
j,∗ are chosen so as to only have regular terms on the left-hand side of the system:

V (1)
j,∗ = −dm−1(T∗(Z

(0)
3− j)).tm∗(Z

(0)
3− j).V

(0)
3− j1Ω∗ (Z

(0)
3− j) (4.29)

These steps are repeated recursively as long as the poles Z(k)
j,L ∈ Ω+

L and Z(k)
j,T ∈ Ω+

T . When this is the case, (4.21) can be
applied, creating new poles in the right-hand side of the system. These new poles are then extracted from the spectral
functions using (4.19), and so on. In the end, we have, for Im ξ < 0 :

Σ j(ξ) = Y j(ξ) + X j(ξ) (4.30)

Y j(ξ) =
∑

k

∑
∗=L,T

V (k)
j,∗

ξ − Z(k)
j,∗

, (4.31)
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where
Z(0)

1 = να cos θinc, Z(0)
2 = να cos(ϕ − θinc)

Z(k+1)
j,L = TL(Z(k)

3− j,∗) Z(k+1)
j,T = TT (Z(k)

3− j,∗)
(4.32)

and
V (0)

j = dm−1(Z(0)
j ).Wα

j

V (k+1)
j,L = −dm−1(Z(k+1)

j,∗ ).tmL(Z(k)
3− j,∗).V

(k)
3− j,∗.1ΩL (Z(k)

3− j,∗)
V (k+1)

j,T = −dm−1(Z(k+1)
j,∗ ).tmT (Z(k)

3− j,∗).V
(k)
3− j,∗.1ΩT (Z(k)

3− j,∗)
(4.33)

The recursive procedure stops when the poles Z(k)
j,∗ exit Ω+

L ∪ Ω+
T (i.e. when the translation operators TL and TT can

no longer be applied to them). Croisille and Lebeau [30] have shown that this defines a finite number of poles.
Physically, this means that an incident ray exits the wedge after a finite number of reflections and mode conversions.
We have thus extracted all the poles from the spectral functions and have computed them analytically, along with their
corresponding residues.

4.3. Regular part

The singular parts Y j of the spectral functions having been determined, two new functions X1 and X2 are defined
by (4.30). In the following, a numerical approximation method for X j is proposed. In order to do so, a system of
functional equations solved by X1, X2 is derived by subtracting vector(

DM(Y1) + TM(Y2)
TM(Y1) + DM(Y2)

)
, (4.34)

where Y1 and Y2 are given by equations (4.31) to (4.33), from both sides of (4.14) :{
DM(X1)(ξ) + TM(X2)(ξ) = u1(ξ)
TM(X1)(ξ) + DM(X2)(ξ) = u2(ξ) , (4.35)

with, for j = 1, 2
u j(ξ) = −

∑
k

∑
∗=L,T

[
Dp(Z(k)

j,∗ , ξ).V
(k)
j,∗ + Tp(Z(k)

3− j,∗, ξ).V
(k)
3− j,∗

]
(4.36)

Croisille and Lebeau [30] have shown that this system has a unique solution (X1, X2) in H2 (defined in Def.4.2). In
the sequel, a numerical approximation of the regular parts X j will be computed using a Galerkin collocation method.

The functional spaceH is approached by a finite-dimension space generated by the basis functions ϕk:

ϕk(ξ) =

√
ak

π

1
ξ + ak

(ak)1≤k≤N ∈ ([1,+∞[)N (4.37)

In this space, functions X j are approximated by

X j(ξ) ≈
N∑

k=1

X̃k
jϕk(ξ), X̃k

j ∈ C
2 , j = 1, 2 (4.38)

Substituting this approximation into (4.35) and applying variable change ζ = iy to this system before evaluating it at
points ξ = b1, ..., bN leads to the following linear system of equations :

∑N
k=1 X̃k

1

∫ +∞

−∞
DM(b1, iy)eak (y) dy + X̃k

2

∫ +∞

−∞
TM(b1, iy)eak (y) dy = u1(b1)

...∑N
k=1 X̃k

1

∫ +∞

−∞
TM(bN , iy)eak (y) dy + X̃k

2

∫ +∞

−∞
DM(bN , iy)eak (y) dy = u2(bN)

, (4.39)

where

eak (y) =

√
ak

π

1
y − iak

, 1 ≤ k ≤ N (4.40)
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This system can be expressed in terms of matrices(
D T
T D

) (
X1
X2

)
=

(
U1
U2

)
⇐⇒

{
(D + T)(X1 + X2) = U1 + U2
(D − T)(X1 − X2) = U1 − U2

(4.41)

where, for 1 ≤ l, k ≤ N :

Dlk =

∫ +∞

−∞

DM(bl, iy)eak (y) dy =
1

2iπ

∫ +∞

−∞

dm
bl − iy

√
ak

π

1
y − iak

dy

= −

√
ak

2π
√
π

(
D1(ak, bl) D2(ak, bl)
D3(ak, bl) D1(ak, bl)

)
=

√
ak

2π
√
π
D(ak, bl)

(4.42)

The explicit expressions of operators Di, 1 ≤ i ≤ 3 and their values are computed in Appendix A. The other
coefficients of the system are, for 1 ≤ l, k ≤ N

Tlk =

∫ +∞

−∞

TM(bl, iy)eak (y) dy =
1

2iπ

∫ +∞

−∞

∑
∗=L,T

tm∗(iy, sgn sinϕ)
bl − T∗(iy)

√
ak

π

1
y − iak

dy

=
1

2iπ

√
ak

π

∑
∗=L,T

∫ +∞

−∞

tm∗(iy, ε)
[bl − (iy cosϕ + ζ∗(iy)| sinϕ|)](y − iak)

dy,

(4.43)

where ε = sgn(sinϕ). Let us define

Tlk =
µ

2iπ

√
ak

π

(
T L

1 (ak, bl) + T T
1 (ak, bl) T L

2 (ak, bl) + T T
2 (ak, bl)

T L
3 (ak, bl) + T T

3 (ak, bl) T L
4 (ak, bl) + T T

4 (ak, bl)

)
=

1
2iπ

√
ak

π
T(ak, bl) (4.44)

The explicit expressions of operators T ∗i , 1 ≤ i ≤ 4, ∗ = L,T and their values are computed in Appendix B.
Finally, for j = 1, 2 :

X j =


X̃1

j
...

X̃1
j

 , X̃k
j ∈ C

2; U j =


u j(b1)
...

u j(bN)

 , u j(bk) ∈ C2 (4.45)

where u j(ξ) is given by (4.36). Applying variable change ζ = iy to the definition of Dp given by (4.19) and substituting
(4.42) in the result gives

Dp(z, ξ) =
1

2π
D(−z, ξ) −

dm(z)
ξ − z

(4.46)

Similarly, applying variable change ζ = iy to (4.21) and substituting (4.44) in the result yields

Tp(z, ξ) =
1

2iπ
T(−z, ξ) −

∑
∗=L,T

tm∗(z, ε)
b − T∗(z)

1Ω∗ (z) (4.47)

Equations (4.46) and (4.47) are substituted into (4.36). By construction, the singular terms cancel each other and the
remaining terms are :

u j(ξ) = −
1

2iπ

∑
k

∑
∗=L,T

(
iD(−Z(k)

j,∗ , ξ).V
(k)
j,∗ + T(−Z(k)

3− j,∗, ξ).V
(k)
3− j,∗

)
+

Wα
j

ξ − Z(0)
j

(4.48)

Using these results, the linear system (4.41) can be implemented and solved numerically thanks to the C++ library
Eigen, and an evaluation of the regular part of the spectral functions is obtained. However, for values of ξ lying in
certain parts of the complex plane, this evaluation is not sufficiently accurate. The technique used to solve this problem
is called the propagation of the solution.
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4.4. Propagation of the solution
The method described hereafter is used to “propagate” the accuracy of the solution to (4.35) to the whole complex

plane. This is done by determining a new system of recursive equations solved by X1, X2 in which the regular part X j

is expressed using the value of X1, X2 in a domain where the numerical approximation is valid.
By deforming Γ0 into Γ2, represented in Fig. 6, the half-plane Im ξ < 0 is entirely crossed. Note that the branch

points ±ν∗, ∗ = L,T are not crossed during this deformation, indicated by the curved arrow in Fig. 6. The contribution
of poles ζ = ξ, Imξ < 0, is given by Cauchy’s integral formula :∫

Γ0

DM(ξ, ζ)X j(ζ) dζ =

∫
Γ2

DM(ξ, ζ)X j(ζ) dζ + dm(ξ).X j(ξ) (4.49)

×
0

×
νL

×
νT

×
−νL

×
−νT

Γ2

τ

σΓ0

Fig. 6: Integration contour Γ2 in the complex place ξ = σ + iτ. The curved arrow indicates the contour deformation from Γ0 to Γ2.

It is now necessary to define the inverse transformation operator T−1
∗ , ∗ = L,T :

T−1
∗ (ξ = ν∗ cos θ) = ξ cos ϕ̃ − ζ∗(ξ) sin ϕ̃ = ν∗ cos(θ − ϕ̃). (4.50)

In order for the cosine in this translation operator to be well defined, it is necessary to impose

ξ ∈ Ω−∗ = {ξ = ν∗ cos θ, ϕ̃ ≤ Reθ ≤ π, Imξ < 0}, (4.51)

where Ω−∗ is represented in Fig. 7. By deforming contour Γ0 into contour ∂Ω−∗ (also represented in Fig. 7), domain Ω−∗
is crossed. The contribution of poles ζ = T−1

∗ (ξ), when ξ ∈ Ω−∗ is taken into account using Cauchy’s integral formula :∫
Γ0

TM(ξ, ζ)X j(ζ) dζ =

∫
∂Ω−∗

TM(ξ, ζ)X j(ζ) dζ +
∑
∗=L,T

M∗(ξ).X j(T−1
∗ (ξ))1Ω−∗ (ξ), (4.52)

where 1Ω−∗ (ξ) = 1 when ξ ∈ Ω−∗ and 0 elsewhere and

M∗(ξ = ν∗ cos θ) = −
sin(θ − ϕ̃)

sin θ
tm∗(T−1

∗ (ξ)) (4.53)

The recursive system of functional equations solved by the regular part is obtained by substituting (4.49) and
(4.52) into (4.35): 

X1(ξ) = g1(ξ) − dm−1(ξ).
∑
∗=L,T

M∗(ξ).X2(T−1
∗ (ξ))1Ω−∗ (ξ)

X2(ξ) = g2(ξ) − dm−1(ξ).
∑
∗=L,T

M∗(ξ).X1(T−1
∗ (ξ))1Ω−∗ (ξ)

, (4.54)

where , for j = 1, 2

g j(ξ) = dm−1(ξ)
(
u j(ξ) −

∫
Γ2

DM(ξ, ζ)X j(ζ) dζ −
∫
∂Ω−∗

TM(ξ, ζ)X3− j(ζ) dζ
)

(4.55)

This new recursive system is used to evaluate the spectral functions in the domain W = {Im(ξ) < 0, ξ < ∂Ω−∗ }. To
do so, functions g j must be evaluated numerically.

Each of the integrals appearing in the definition of g j are evaluated separately using the approximation of the
regular part (4.38) for the computation of terms X j(ζ) and X3− j(ζ).
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σ

τ

×
ν∗

×
−ν∗

∂Ω−∗

ν∗ cos ϕ̃

propagation of the solution

direct evaluation

(ξ < Ω−∗ )
Ω−∗

Fig. 7: Domain Ω−∗ and contour ∂Ω−∗ in the complex plane ξ = σ + iτ. The curved arrows indicate contour deformation from Γ0 to ∂Ω−∗ .

Substituting (4.42) into (4.49) yields :∫
Γ2

DM(ξ, ζ)ϕk(ζ) dζ =

∫
Γ0

DM(ξ, ζ)ϕk(ζ) dζ − dm(ξ).ϕk(ξ) =
1

2π

√
ak

π
D(ak, ξ) − dm(ξ).ϕk(ξ) (4.56)

and substituting (4.44) into (4.52) yields:∫
∂Ω−∗

TM(ξ, ζ)ϕk(ζ) dζ =

∫
Γ0

TM(ξ, ζ)ϕk(ζ) dζ −
∑
∗=L,T

M∗(ξ).ϕk(T−1
∗ (ξ))

=
1

2iπ

√
ak

π
T(ak, ξ) −

∑
∗=L,T

M∗(ξ).ϕk(T−1
∗ (ξ))1Ω−∗ (ξ)

(4.57)

Finally, (4.56) and (4.57) can be injected into (4.55) :

dm(ξ).g j(ξ) = u j(ξ) −
N∑

k=1

√
ak

π

(
ND(ak, ξ).X̃k

j + NT(ak, ξ).X̃k
3− j

)
, (4.58)

where
ND(a, b) =

1
2π

D(a, b) −
dm(b)
a + b

(4.59)

and
NT(a, b) =

1
2iπ

T(a, b) −
∑
∗=L,T

M∗(b)
T−1
∗ (b) + a

. (4.60)

In system (4.54), the value of the regular part of the spectral function in domain Ω−∗ , visible Fig. 7, is expressed
using its value in the domain ξ < Ω−∗ , where the numerical approximation (4.38) is valid. To do so, functions
g j, j = 1, 2 are evaluated using (4.58). The accuracy of the numerical evaluation in domain ξ < Ω−∗ is therefore
propagated to domain Ω−∗ .

This concludes the semi-analytical computation of the spectral functions. Once the spectral functions are deter-
mined, the diffraction coefficients are computed every 0, 2o, using equations (3.39)-(3.40). Numerical comparisons
with other codes are presented in the following.

5. Numerical validation

The longitudinal and transversal diffraction coefficients are computed using (3.39) and (3.40). The spectral func-
tions are evaluated in ξ = ν∗ cos θ − i10−8 (a small negative imaginary part is added to ensure that the recursive
equations (4.54) are valid). This is achieved by, first, computing the poles and residues of the spectral functions
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analytically using the recursive algorithm described in subsection 4.2. The singular part of the spectral functions is
then computed using equations (4.31)-(4.33). Then, the regular parts of the spectral functions are approached numer-
ically by solving (4.35) thanks to the Galerkin collocation method described in subsection 4.3, where the Galerkin
parameters are set to:

ak = 1.0001 + 0.05ek log 10
4 − 1, bk = ak − 0.1i, 1 ≤ k ≤ 20 (5.1)

Finally, the solution is rendered accurate in the entire complex domain by applying the recursive procedure called the
propagation of the solution described in subsection 4.4.

Following these steps, the diffraction coefficients have been computed every 0.2o for a steel wedge in which
cL = 5700m.s−1, cT = 3100m.s−1. The results are presented hereafter.

5.1. For ϕ < π

For wedge angles ϕ < π, the Laplace Transform (LT) code of Gautesen and Fradkin [28] has been used to validate
the results of the Spectral Functions (SF) method.

Fig. 8 shows the absolute value of the diffraction coefficients with respect to the observation angle obtained for
a wedge of angle ϕ = 80o illuminated by a wave incident with an angle θinc = 55o. The green line represents the
diffraction coefficients obtained using only the singular parts Y j of the spectral functions. The dark blue line is the
diffraction coefficient obtained using the LT code and the red circles represent the result obtained using the SF code.
In Fig. 8a, the pole at θ = 35o corresponds to the L wave incident on S1 and doubly reflected (by S1 first then by S2).
The pole at θ = 75o correspond to L wave incident on S2 and double reflected (by S2 first then by S1). In Fig. 8b,
the incident L wave on each face of the wedge generates two poles, due to the mode conversion occurring at each
reflection. For example, the pole at θ = 54o corresponds to an L wave incident on S1, reflected with mode conversion
into a T wave which is in turn reflected by S2. In Figs. 8b and 8d, the spikes at θ = 23o correspond to head haves
propagating along face S2 and the spikes at θ = 57o correspond to head waves propagating along face S1. In all four
figures, the blue and red plots are perfectly overlapping. The singular part alone, however, is not sufficient to compute
accurate coefficients.

Fig. 9 shows the absolute value of the diffraction coefficients with respect to the observation angle obtained for a
wedge of angle ϕ = 160o illuminated by a wave incident with an angle θinc = 40o. The light blue line represents the
diffraction coefficients obtained without applying the “propagation of the solution” technique for the SF code. The
dark blue line is the diffraction coefficient obtained using the LT code and the red circles represent the result obtained
using the SF code, including the “propagation of the solution” technique. In Fig. 9a, the pole at θ = 140o corresponds
to the L wave reflected by S1 and the pole at θ = 100o corresponds to the L wave reflected by S2. In all four figures,
the dark blue and the red plots are perfectly overlapping. Furthermore, the “propagation of the solution” technique is
necessary in order to avoid coefficients which diverge near the wedge faces.

For all of the tested configurations (different wedge and incidence angles), the results are conclusive. The results
using the spectral functions method are extremely close to those obtained using the LT code, which has been validated
both numerically and experimentally [28, 29]. This constitutes a satisfying validation for wedge angles ϕ ≤ π. Some
additional numerical comparisons have been made in the next section for the case of a wedge of angle ϕ > π.

5.2. For ϕ > π

For wedge angles ϕ ≥ π, the existing LT code can not be used. Therefore, the spectral finite elements code of
Imperiale et al. developed for the commercial software CIVA [33] has been used as a reference solution for numerical
validation purposes. The scattered wave fronts have been computed using this Finite Elements (FE) method and the
diffraction coefficients are extracted from these. The frequency of the incident wave is set to f = 1, 0MHz. The
FE computation box is visible on the snapshots in Fig. 10. The mesh size is h = 0, 0432mm and the simulation
time step is set to verify the Courant-Friedrichs-Lewy (CFL) stability condition (δt = 1, 40963µs). The boundaries
of the FE computation box which correspond to the wedge faces are set to be stress-free boundaries and the other
boundaries of the domain are Perfectly Matched Layers (PML), which are absorbing boundaries used to mimic an
infinite propagation domain.

The FE code computes the reflected and diffracted wave field in the time-domain. The incident wave is a pulse
with a plane wavefront and the value of the diffracted wave field is extracted along the cylindrical diffracted wavefront
as detailed in the following. To do so, a snapshot is taken at a time where the diffracted wavefronts are located inside
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(a) Diffracted and incident L waves (b) Diffracted T wave and incident L wave

(c) Diffracted L wave and incident T wave (d) Diffracted and incident T waves

Fig. 8: Diffraction coefficients for ϕ = 80o, θinc = 55o
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(a) Diffracted and incident L waves (b) Diffracted T wave and incident L wave

(c) Diffracted L wave and incident T wave (d) Diffracted and incident T waves

Fig. 9: Diffraction coefficients for ϕ = 160o, θinc = 40o



20 Samar Chehade et al. / Journal of Computational Physics (2019)

(a) Incident L wave, t = 5ms. (b) Incident T wave, t = 6, 5ms.

Fig. 10: Finite elements snapshots. Distances are given in millimeters.

the FE box but the furthest possible from the edge, in order for the far-field approximation to be applicable, whilst
minimizing interferences that may occur from non-physical waves reflected from the borders of the FE computation
domain. These snapshots are presented in Fig. 10 for two different propagation times.

Fig. 10a shows the snapshot used in the case of an L wave incident with an angle θinc = 135o. The cylindrical
wavefronts of the L (dLW) and T (dTW) waves diffracted from the wedge edge are visible, as well as the reflected
L (rLW) and T (rTW) waves on each face of the wedge. Finally, Rayleigh waves (RW) propagating along each face
of the wedge interfere with the diffracted T wave at the vicinity of the wedge faces for the chosen propagation time.
Similarly, fig. 10b shows the snapshot simulated in the case of a T wave incident with an angle θinc = 135o. Once
again, the cylindrical wavefronts of the L (dLW) and T (dTW) waves diffracted from the wedge edge are visible.
In this case, there is no mode conversion and only reflected T waves (rTW) appear. Rayleigh waves (RW) which
interfere with the diffracted T wave are also visible in this case and head waves (HW) are emanated from each face at
the medium’s longitudinal critical angle (for a steel/void interface, this angle is θc ≈ 57o inside steel). Some models
have recently been proposed to mimic some head waves for half-plane scatterers [8, 37] or for a wedge [38].

In order to extract diffraction coefficients from the FE wave field, formula (3.38) is used. The diffraction coefficient
is deduced from the FE wave field by :

Dα
β (θ) =

vdi f f
β (r cos θ, r sin θ)

vαinc(r cos θ, r sin θ)
eiνβr √νβr (5.2)

For each of these snapshots, the distance r from the edge to the wavefront of the considered (L or T) edge diffracted
wave is computed using the wave velocity and the chosen propagation time, and the norm of the field ||vdi f f

β || is
extracted on the point of the FE mesh which is closest to the wavefront for each observation angle θ. The diffraction
coefficient is finally computed using formula (5.2). The results are shown in Fig. 11.

Fig. 11 shows the absolute value of the diffraction coefficients, obtained for a wedge of angle ϕ = 270o illuminated
by a wave incident with an angle θinc = 135o, plotted with respect to the observation angle. The blue line is the
diffraction coefficient extracted from the finite elements wave front and the dashed red line is the result obtained from
the SF code.

Overall, both lines overlap quite well, though some differences are observed. The most obvious difference between
the plots is that the FE diffraction coefficient always remains finite, whereas the SF diffraction coefficient possesses
poles (except for Fig. 11b where there are no reflected L waves). This is due to the fact that the SF diffraction co-
efficient is a GTD-like coefficient obtained from a far-field asymptotic evaluation (3.38) and it diverges at shadow
boundaries [3, 13]. The FE code notably computes the reflected waves as well as the diffracted waves in angular
regions surrounding the reflected poles ; consequently, reflected waves give a contribution to the FE diffraction co-
efficient. The contribution of these reflected plane waves to the FE diffraction coefficient, computed using (5.2),
grows with the distance r, since it contains the factor √νβr and the reflected plane waves have theoretically constant



Samar Chehade et al. / Journal of Computational Physics (2019) 21

(a) Diffracted and incident L waves. r = 25, 6mm. (b) Diffracted T wave and incident L wave. r = 13, 9mm.

(c) Diffracted L wave and incident T wave. r = 36, 5mm. (d) Diffracted and incident T waves. r = 19, 8mm.

Fig. 11: Diffraction coefficients for ϕ = 270o, θinc = 135o
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amplitudes. Interference between these plane reflected waves and the cylindrical diffracted waves explain the spikes
that can be observed in the FE diffraction coefficients, near the poles of the GTD diffraction coefficients in Figs. 11a,
11b and 11d. Some uniform methods have been proposed to handle the divergence of GTD diffraction coefficients
and build a spatially uniform total field and some of them have been applied to elastodynamic half-plane scattering
[13, 7, 8].

On Figs. 11b and 11d for diffracted T waves, the FE diffraction coefficient seems to have a slightly different
behavior near the wedge edges than the SF diffraction coefficients. Since this discrepancy is only visible in the T
diffraction coefficient, it seems unlikely that it is due to the branch points at angles θ = 0 and θ = ϕ mentioned in
section 3.3, as these branch points would affect both L and T diffracted waves. The observed discrepancy is more
probably due to interference of the diffracted T wavefront with the Rayleigh waves observed on Figs. 10a and 10b,
which modifies the observed FE amplitude along the diffracted T wavefront. In addition, on these figures, the very
slight spikes at θ = 57o and θ = 213o in the SF diffraction coefficient correspond to head waves and associated
branch points when θ = θc and θ = ϕ − θc. Regarding the diffraction coefficients calculated from the FE simulation,
since the value of the diffracted wave field is extracted along the cylindrical diffracted wavefront, the head waves are
accounted in the FE diffraction coefficient when they interfere with both diffracted and reflected waves (location at
the intersection of the HW, rTW and dTW in the FE snapshot).

Away from shadow boundaries (where the non-uniform SF code diverges) and domain borders i.e. in regions
where diffracted waves do not interfere with other waves and where the SF asymptotic evaluation is theoretically
valid, the FE and SF codes give very similar results.

6. Conclusion

The spectral functions method for modeling the diffraction of an elastic wave by a stress-free wedge is presented
here. It extends the region of validity of previously existing semi-analytical methods for high-frequency computation
to all wedge angles. The numerical aspects of the computation are fully detailed and the diffraction coefficient obtained
using this method has been compared to the one obtained using the Laplace Transform (LT) code in the case of a
wedge angle lower than π, and to a spectral finite elements code in the case of a wedge angle higher than π. When
compared to the LT semi-analytical computation method for wedge angles lower than π, the spectral functions code
gives excellent results. For wedge angles higher than π, a finite elements code is used for validation and the spectral
functions method gives very good results in the domain of validity of the far-field asymptotic model.

Appendix A. Computation of the Dl,k matrix coefficients

The first step is to compute the value of a very useful integral. In all the following, ∗ = L,T .

Appendix A.1. Integral
∫ 1
−1

λt+ρ
Q(t) dt

Let us compute ∫ 1

−1

λt + ρ

Q(t)
dt =

∫ 1

−1

λt
iat2 + 2ν∗t − ia

dt +

∫ 1

−1

ρ

ia(t − q+)(t − q−)
dt, (A.1)

where q+, q− are the roots of Q. We have:

q± =
1
a

(iν∗ ±
√

a2 − ν2
∗) (A.2)

then ∫ 1

−1

λt + ρ

Q(t)
dt =

∫ 1

−1

λ
2ia (2iat + 2ν∗)
iat2 + 2ν∗t − ia

dt + (ρ −
λν∗
ia

)
∫ 1

−1

1
ia(t − q+)(t − q−)

dt

=
λπ

2a
+

1
q+ − q−

(
ρ

ia
+
λν∗

a2

) ∫ 1

−1

(
1

t − q+

−
1

t − q−

)
dt

(A.3)
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(A.2) is substituted into the previous equation :∫ 1

−1

λt + ρ

Q(t)
dt =

λπ

2a
+

1

2
√

a2 − ν2
∗

(
λν∗
a
− iρ

)
log

(
(1 − q+)(1 + q−)
(1 − q−)(1 + q+)

)

=
λπ

2a
+

1

ν∗

√
a2

ν2
∗

− 1

(
iρ −

λν∗
a

)
log

 a
ν∗

+

√
a2

ν2
∗

− 1

 (A.4)

yielding : ∫ 1

−1

λt + ρ

Q(t)
dt =

λ

ν∗
sog(

a
ν∗

) + i
ρ

ν∗
rog(

a
ν∗

), (A.5)

where rog and sog are two special functions defined for a > 1 by :

rog(a) =

∫ 1

−1

dx
a(1 − x2) + 2ix

=
1

√
a2 − 1

log(a +
√

a2 − 1) (A.6)

and
sog(a) =

1
a

(π
2
− rog(a)

)
(A.7)

These functions may be extended to holomorphic functions on C\{−1}. Their properties are detailed in [31].

Appendix A.2. Integral I∗1
Integral I∗1 is defined by :

I∗1 =

∫ +∞

−∞

y

(y + ib)(y − ia)
√
ν2
∗ + y2

dy

=
1

a + b

∫ +∞

−∞

b

(y + ib)
√
ν2
∗ + y2

dy +

∫ +∞

−∞

a

(y − ia)
√
ν2
∗ + y2

dy

 (A.8)

This can be computed by applying the following variable change

y = 2ν∗ t
1−t2

√
ν2
∗ + y2 = ν∗

(
1+t2

1−t2

)
dy = 2ν∗ 1+t2

(1−t2)2 dt (A.9)

and using formula (A.5):

I∗1 =
2ia

(a + b)ν∗
rog(a/ν∗) −

2ib
(a + b)ν∗

rog(b/ν∗) (A.10)

Appendix A.3. Integral I∗2

I∗3 =

∫ +∞

−∞

y3

(y + ib)(y − ia)
√
ν2
∗ + y2

dy

=
b

a + b

∫ +∞

−∞

y2

(y + ib)
√
ν2
∗ + y2

dy +
a

a + b

∫ +∞

−∞

y2

(y − ia)
√
ν2
∗ + y2

dy
(A.11)

Each of these terms can be computed using variable change (A.9) :∫ +∞

−∞

y2

(y − ia)
√
ν2
∗ + y2

dy =

∫ 1

−1

8ν2
∗t

2

(1 − t2)2(2ν∗t − ia(1 − t2))
dt (A.12)

The simple elements decomposition of the integrand is :

8ν2
∗t

2

(1 − t2)2(2ν∗t − ia(1 − t2))
=

ia
1 − t

+
ia

1 + t
+

ν∗

(1 − t)2 −
ν∗

(1 + t)2 −
2a2

2ν∗t − ia(1 − t2)
(A.13)
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Using (A.5), we obtain ∫ +∞

−∞

y2

(y − ia)
√
ν2
∗ + y2

dy =
2ia2

a + b
log

(
1 + tν∗
1 − tν∗

)
−

2ia3

ν∗(a + b)
(A.14)

where tν∗ → 1, therefore the logarithm diverges. However, this diverging term can be compensated when added to
another. Variable tν∗ comes from (A.9), thus :

2tν∗
1 − t2

ν∗

=
A
ν∗

and A→ +∞ when tν∗ → 1 (A.15)

Furthermore,

1 − tν∗ =
(1 − tν∗ )(1 + tν∗ )

1 + tν∗
∼
ν∗
A

(A.16)

Thus

log
(

1 + tνL

1 − tνL

)
− log

(
1 + tνT

1 − tνT

)
∼ ln(νT /νL) (A.17)

Meaning that finally :∫ +∞

−∞

y2

(y − ia)
√
ν2

L + y2
dy −

∫ +∞

−∞

y2

(y − ia)
√
ν2

T + y2
dy =

2ia2

a + b
log(νT ) −

2ia3

(νL − νT )(a + b)
(A.18)

In all the following computations, these diverging logarithms will appear and will compensate each other each time.
The value of

∫ +∞

−∞

y2

(y+ib)
√
ν2
∗+y2

dy can be obtained in a similar manner. Finally, we have :

I∗2 = i(a − b)
∫ 1

−1

(
1

1 − t
+

1
1 + t

)
dt + 2ν∗

∫ 1

−1

(
1

(1 − t)2 −
1

(1 + t)2

)
dt

−
2a3

a + b

∫ 1

−1

dt
2ν∗t − ia(1 − t2)

−
2b3

a + b

∫ 1

−1

dt
2ν∗t + ib(1 − t2)

= 2i(a − b) log
(

1 + tν∗
1 − tν∗

)
−

2ia3

ν∗(a + b)
rog(a/ν∗) +

2ib3

ν∗(a + b)
rog(b/ν∗)

(A.19)

Appendix A.4. Dlk matrix coefficients

The first coefficient can be computed using Gauss’ integral formula :

D1(a, b) =

∫ +∞

−∞

dy
(y + ib)(y − ia)

=
2π

a + b
(A.20)

The two other coeffcients are linear combinations of I∗1 and I∗2 :

D2(a, b) =

∫ +∞

−∞

−iy(1 − 2µζL(iy)ζT (iy) + 2µy2)
(y + ib)(y − ia)ζT (iy)

dy = iIT
1 + 2iµ(IT

2 − IL
2 − IL

1 ) (A.21)

and

D3(a, b) =

∫ +∞

−∞

iy(1 − 2µζL(iy)ζT (iy) + 2µy2)
(y + ib)(y − ia)ζL(iy)

dy = −iIL
1 + 2iIT

1 + 2iµ(IT
2 − IL

2 ) (A.22)

This concludes computation of matrix coefficients Dlk.

Appendix B. Computation of the Tl,k matrix coefficients

An additional integral needs to be computed and its value will be used in the subsequent computations.
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Appendix B.1. Integral
∫ 1
−1

ηt+ψ
P(t) dt

Let us now compute :∫ 1

−1

ηt + ψ

P(t)
dt =

∫ 1

−1

ηt
(ν∗ sin ϕ̃ − b)t2 − 2iν∗t cos ϕ̃ + ν∗ sin ϕ̃ + b

dt +

∫ 1

−1

ψ

(ν∗ sin ϕ̃ − b)(t − p+)(t − p−)
dt, (B.1)

where p+, p− are the roots of P. We have :

p± =
ν∗i cos ϕ̃ ±

√
b2 − ν2

∗

ν∗ sinϕ − b
(B.2)

∫ 1

−1

ηt + ψ

P(t)
dt =

∫ 1

−1

η
2(ν∗ sin ϕ̃−b) (2(ν∗ sin ϕ̃ − b)t − 2iν∗ cos ϕ̃)

(ν∗ sin ϕ̃ − b)t2 − 2iν∗t cos ϕ̃ + ν∗ sin ϕ̃ + b
dt + (ψ +

ηiν∗ cos ϕ̃
ν∗ sin ϕ̃ − b

)
∫ 1

−1

dt
(ν∗ sin ϕ̃ − b)(t − p+)(t − p−)

=
iη

ν∗ sin ϕ̃ − b
(ϕ̃ −

π

2
) +

1
p+ − p−

(
ψ

ν∗ sin ϕ̃ − b
+

ηiν∗ cos ϕ̃
(ν∗ sin ϕ̃ − b)2

) ∫ 1

−1

(
1

t − p+

−
1

t − p−

)
dt

(B.3)

(B.2) is substituted into the previous formula :∫ 1

−1

ηt + ψ

P(t)
dt =

iη
ν∗ sin ϕ̃ − b

(ϕ̃ −
π

2
) +

1

2
√

b2 − ν2
∗

(
ψ +

ηiν∗ cos ϕ̃
ν∗ sin ϕ̃ − b

)
log

(
(1 − p+)(1 + p−)
(1 − p−)(1 + p+)

)

=
iη

ν∗ sin ϕ̃ − b
(ϕ̃ −

π

2
) +

1

ν∗

√
b2

ν2
∗

− 1

(
ψ +

ηiν∗ cos ϕ̃
ν∗ sin ϕ̃ − b

)
log

 b
ν∗

+

√
b2

ν2
∗

− 1

 (B.4)

Yielding : ∫ 1

−1

ηt + ψ

P(t)
dt =

iη
ν∗ sin ϕ̃ − b

[ϕ̃ −
π

2
+ cos ϕ̃ rog(

b
ν∗

)] +
ψ

ν∗
rog(

b
ν∗

) (B.5)

Let us now use these results to compute some more complex integrals.

Appendix B.2. Integral J∗1
Integral J∗1 is defined by :

J∗1 =

∫ +∞

−∞

y2

(y − ia)[b − iy cos ϕ̃ +
√
ν2
∗ + y2 sin ϕ̃)]

dy (B.6)

Once more, the variable change (A.9) is applied :

J∗1 = 8ν3
∗

∫ 1

−1

t2(t2 + 1)
(1 − t2)2[b(1 − t2) − 2ν∗it cos ϕ̃ + sin ϕ̃ν(1 + t2)](2ν∗t − ia(1 − t2))

dt (B.7)

The simple elements decomposition of the integrand is :

8ν3
∗t

2(1 + t2)
(1 − t)2(1 + t)2P(t)Q(t)

=
be−2iϕ̃ − ae−iϕ̃

1 − t
+

aeiϕ̃ − be2iϕ̃

1 + t
+
ν∗ei(π/2−ϕ̃)

(1 − t)2 +
ν∗ei(π/2+ϕ̃)

(1 + t)2 +
η1t + ψ1

P(t)
+
λ1t + ρ1

Q(t)
(B.8)

where Q and P are defined by (A.1) and (B.1). By subtracting the first four terms of the decomposition (B.8) from the
integrand, the following result is obtained :

η1t + ψ1

P(t)
+
λ1t + ρ1

Q(t)
= −

2b cos(2ϕ̃)t − 2at cos ϕ̃ − 2ib sin(2ϕ̃) + 2ia sin ϕ̃
P(t)Q(t)

[2ν∗bt − iab(1 − t2) − 2aν∗ cos ϕ̃t

− aν∗i sin ϕ̃(1 + t2)] +
4ν∗iab sin ϕ̃t − 2iν3

∗ sin(2ϕ̃)t − 2ν∗ab cos ϕ̃(1 + t2)
P(t)Q(t)

+
4ν2
∗ia cos2 ϕ̃t − 2ν2

∗a cos ϕ̃ sin ϕ̃(1 + t2) + 4ν2
∗b sin ϕ̃ cos(2ϕ̃)t2 − 4ν2

∗ib cos ϕ̃ cos(2ϕ̃)t
P(t)Q(t)

(B.9)
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The following general considerations are used to compute the final coefficients η1, ψ1, λ1, ρ1 of the decomposition.
Let N(t) be a third degree polynomial such that :

ηt + ψ

P(t)
+
λt + ρ

Q(t)
=

N(t)
P(t)Q(t)

(B.10)

Then the coefficients of the simple elements decomposition are given by :η = 1
p+−p−

[
N(p+)
Q(p+) −

N(p−)
Q(p−)

]
ψ =

N(p+)
Q(p+) − ηp+

and

λ = 1
q+−q−

[
N(q+)
P(q+) −

N(q−)
P(q−)

]
ρ =

N(q+)
P(q+) − λq+

, (B.11)

where p± and q± are defined by (A.2) and (B.2).
Finally, η1, ψ1, λ1 and ρ1 are obtained by substituting N(t) using (B.9) in (B.11). The final result is obtained using

(A.5) and (B.5) :

J∗1 ∼ 2i cos ϕ̃A + 2i(a sin ϕ̃ − b sin(2ϕ̃)) ln
(

1 + tν∗
1 − tν∗

)
+

8iη1ν
2
∗

b/ν − sin ϕ̃

(
π

2
− ϕ̃ − cos ϕ̃ rog(

b
ν∗

)
)

+ 8ν2
∗ψ1rog(

b
ν∗

) + 8ν2
∗

(
λ1sog(a/ν∗) + iρ1rog(a/ν∗)

)
, (B.12)

where A→ +∞ and tν∗ → 1. These diverging terms will be compensated by others when the contributions of T T and
T L will be summed.

Appendix B.3. Integral J∗2
J∗2 is defined by :

J∗2 =

∫ +∞

−∞

1

(y − ia)[b − iy cos ϕ̃ +
√
ν2
∗ + y2 sin ϕ̃]

dy (B.13)

Variable change (A.9) is applied:

J∗2 = 2ν∗

∫ 1

−1

1 + t2

(2ν∗t − ia(1 − t2))(b(1 − t2) − 2iν∗t cos ϕ̃ + ν∗ sin ϕ̃(1 + t2))
dt (B.14)

The simple elements decomposition is of the form

1 + t2

P(t)Q(t)
=
η3t + ψ3

P(t)
+
λ3t + ρ3

Q(t)
(B.15)

The coefficients are computed using (B.11), yielding :

J∗2 =
2iη2

b/ν − sin ϕ̃

(
π

2
− ϕ̃ − cos ϕ̃ rog(

b
ν∗

)
)

+ 2ψ2rog(
b
ν∗

) + 2
(
λ2sog(a/ν∗) + iρ2rog(a/ν∗)

)
(B.16)

Appendix B.4. Integral J∗3
J∗3 is defined by :

J∗3 =

∫ +∞

−∞

y3

(y − ia)
√

y2 + ν2
∗(b − iy cos ϕ̃ +

√
ν2
∗ + y2 sin ϕ̃)

dy (B.17)

Variable change (A.9) is applied :

J∗3 = 16ν3
∗

∫ 1

−1

t3

(2ν∗t − ia(1 − t2))(1 − t2)2(b(1 − t2) − 2iν∗t cos ϕ̃ + ν(1 + t2) sin ϕ̃)
dt (B.18)

The simple elements decomposition is

16ν3
∗t

3

(1 − t2)2P(t)Q(t)
=

be−2iϕ̃ − ae−iϕ̃

1 − t
+

be2iϕ̃ − aeiϕ̃

1 + t
+
ν∗ei(π/2−ϕ̃)

(1 − t)2 +
ν∗ei(ϕ̃−π/2)

(1 + t)2 +
η3t + ψ3

P(t)
+
λ3t + ρ3

Q(t)
, (B.19)
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Subtracting the first four terms of decomposition (B.19) from the integrand yields :

η3t + ψ3

P(t)
+
λ3t + ρ3

Q(t)
=

2aν2
∗i sin2 ϕ̃(1 − t2) + 2ν∗iab sin ϕ̃(1 + t2) − 4ν∗ab cos ϕ̃t − 4ν3

∗ sin2 ϕ̃t
8ν2
∗P(t)Q(t)

+
2b cos(2ϕ̃) − 2a cos ϕ̃ − 2bit sin(2ϕ̃) + 2ait sin ϕ̃

8ν3
∗P(t)Q(t)

(
2aν∗ cos ϕ̃t + ν∗ai sin ϕ̃(1 + t2) − 2ν∗bt + iab(1 − t2)

)
+

4ν2
∗ai sin2 ϕ̃t2 + 4ν2

∗a cos ϕ̃ sin ϕ̃t − 4ν2
∗b sin(2ϕ̃) cos ϕ̃t − 4ν2

∗ib sin ϕ̃ sin(2ϕ̃)t2

4ν∗P(t)Q(t)
(B.20)

Coefficients η3, ψ3, λ3, ρ3 are determined using (B.11), and finally :

J∗3 ∼ 2A sin ϕ̃ + 2(b cos(2ϕ̃) − a cos ϕ̃) ln
(

1 + tν∗
1 − tν∗

)
+

16iη3ν
2
∗

b/ν − sin ϕ̃

(
π

2
− ϕ̃ − cos ϕ̃ rog(

b
ν∗

)
)

+ 16ν2
∗ψ3rog(

b
ν∗

) + 16ν2
∗

(
λ3sog(a/ν∗) + iρ3rog(a/ν∗)

)
(B.21)

Appendix B.5. Integral J∗4
J∗4 is defined by

J∗4 =

∫ +∞

−∞

y

(y − ia)
√
ν2
∗ + y2[b − (iy cos ϕ̃ + ζ(iy) sin ϕ̃)]

dy (B.22)

Variable change (A.9) is applied :

J∗4 = 4ν∗

∫ 1

−1

t
P(t)Q(t)

dt (B.23)

The simple elements decomposition is of the form

t
P(t)Q(t)

=
η5t + ψ5

P(t)
+
λ5t + ρ5

Q(t)
(B.24)

The coefficients are computed using (B.11), yielding:

J∗4 =
4iη4

b/ν − sin ϕ̃

(
π

2
− ϕ̃ − cos ϕ̃ rog(

b
ν∗

)
)

+ 4ψ4rog(
b
ν∗

) + 4
(
λ4sog(a/ν∗) + iρ4rog(a/ν∗)

)
(B.25)

Appendix B.6. Tkl matrix coefficients
The coefficients of matrices Tkl can all be expressed as linear combinations of integrals J∗1 to J∗4 . These linear

combinations are listed below :

T T
1 (a, b) =

∫ +∞

−∞

−2i sin(2ϕ).yζT (iy) + ε cos(2ϕ)(y2 + ζ2
T (iy))

(y − ia)[b − (iy cosϕ + ζT (iy) sin ϕ̃)]
dy

= 2i sin(2ϕ)(ν2
T JT

4 + JT
3 ) + 2ε cos(2ϕ)JT

1 + εν2
T cos(2ϕ)JT

2 (B.26)

T T
2 (a, b) =

∫ +∞

−∞

iy[2iε sin(2ϕ).yζT (iy) − cos(2ϕ)(y2 + ζ2
T (iy))]

(y − ia)ζT (iy)[b − (iy cos ϕ̃ + ζT (iy) sin ϕ̃)]
dy

= −2ε sin(2ϕ)JT
1 + ν2

T i cos(2ϕ)JT
4 + 2i cos(2ϕ)JT

3 (B.27)

T T
3 (a, b) =

∫ +∞

−∞

2i cos(2ϕ).yζT (iy) + ε sin(2ϕ)(y2 + ζ2
T (iy))

(y − ia)[b − (iy cosϕ + ζT (iy) sin ϕ̃)]
dy

= −2i cos(2ϕ)(ν2
T JT

4 + JT
3 ) + 2ε sin(2ϕ)JT

1 + εν2
T sin(2ϕ)JT

2 (B.28)
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T T
4 (a, b) =

∫ +∞

−∞

−iy[2iε cos(2ϕ).yζT (iy) + sin(2ϕ)(y2 + ζ2
T (iy))]

(y − ia)ζT (iy)[b − (iy cos ϕ̃ + ζT (iy) sin ϕ̃)]
dy

= 2ε cos(2ϕ)JT
1 + ν2

T i sin(2ϕ)JT
4 + 2i sin(2ϕ)JT

3 (B.29)

T L
1 (a, b) =

∫ +∞

−∞

iy[2iε cos(2ϕ).yζL(iy) + sin(2ϕ)(y2 + ζ2
L(iy))]

(y − ia)ζL(iy)[b − (iy cos ϕ̃ + ζL(iy) sin ϕ̃)]
dy

= −2ε cos(2ϕ)JL
1 − i sin(2ϕ)JL

4 − 2i sin(2ϕ)JL
3 (B.30)

T L
2 (a, b) =

∫ +∞

−∞

2i cos(2ϕ).yζL(iy) + ε sin(2ϕ)(y2 + ζ2
L(iy))

(y − ia)[b − (iy cos ϕ̃ + ζL(iy) sin ϕ̃)]
dy

= −2i cos(2ϕ)(JL
4 + JL

3 ) + 2ε sin(2ϕ)JL
1 + ε sin(2ϕ)JL

2 (B.31)

T L
3 (a, b) = 2

∫ +∞

−∞

(1 − ν2
T /2)iy + iy[iε sin(2ϕ).yζL(iy) − ζ2

L(iy) cos2 ϕ + y2 sin2 ϕ]
(y − ia)ζL(iy)[b − (iy cosϕ + ζL(iy) sin ϕ̃)]

dy

= i(ν2
T − 2 sin2 ϕ)JL

4 − 2ε sin(2ϕ)JL
1 + 2i cos(2ϕ)JL

3 (B.32)

T L
4 (a, b) = 2

∫ +∞

−∞

(1 − ν2
T /2)ε + i sin(2ϕ).yζL(iy) − εζ2

L(iy) cos2 ϕ + εy2 sin2 ϕ

(y − ia)[b − (iy cosϕ + ζL(iy) sin ϕ̃)]
dy

= ε(2 sin2 ϕ̃ − ν2
T )JL

2 − 2i sin(2ϕ)(JL
4 + JL

3 ) − 2ε cos(2ϕ)JL
1 (B.33)
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