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AN ORDER-ADAPTIVE COMPACT APPROXIMATION TAYLOR
METHOD FOR SYSTEMS OF CONSERVATION LAWS

H. CARRILLOA, E. MACCAB, G. RUSSOC, C. PARESP, AND D. ZORIOE

ABSTRACT. We present a new family of high-order shock-capturing finite dif-
ference numerical methods for systems of conservation laws. These methods,
called Adaptive Compact Approximation Taylor (ACAT) schemes, use cen-
tered (2p 4 1)-point stencils, where p may take values in {1,2,..., P} accord-
ing to a new family of smoothness indicators in the stencils. The methods
are based on a combination of a robust first order scheme and the Compact
Approximate Taylor (CAT) methods of order 2p-order, p =1,2,..., P so that
they are first order accurate near discontinuities and have order 2p in smooth
regions, where (2p+1) is the size of the biggest stencil in which large gradients
are not detected. CAT methods, introduced in , are an extension to non-
linear problems of the Lax-Wendroff methods in which the Cauchy-Kovalesky
(CK) procedure is circumvented following the strategy introduced in that
allows one to compute time derivatives in a recursive way using high-order
centered differentiation formulas combined with Taylor expansions in time.
The expression of ACAT methods for 1D and 2D systems of balance laws are
given and the performance is tested in a number of test cases for several linear
and nonlinear systems of conservation laws, including Euler equations for gas
dynamics.

1. INTRODUCTION

Lax-Wendroff methods for linear systems of conservation laws are based on Tay-
lor expansions in time in which the time derivatives are transformed into spatial
derivatives using the governing equations . The spatial derivatives are then
discretised by means of centered high-order differentiation formulas. This proce-
dure allows to derive numerical methods of order 2p, where p is an arbitrary integer,
using a centered (2p + 1)-points stencil that guaranties the L? stability, see [1].

The main difficulty to extend Lax-Wendroff methods to nonlinear problems
comes from the transformation of time derivatives into spatial derivatives through
the Cauchy-Kovalesky (CK) procedure: this approach may indeed be impractical
from the computational point of view because it often requires extended symbolic
calculus, ended up into inefficient codes. In the context of ADER methods intro-
duced by Toro and collaborators (see [6-8]), this difficulty has been circumvented
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by replacing the CK procedure by local space-time problems that are solved with
a Galerkin method: see [9], [10].

We follow here the strategy introduced in [2] to avoid the CK procedure in
which time derivatives are computed in a recursive way using high-order centered
differentiation formulas combined with Taylor expansions in time. This strategy
leads to high-order Lax-Wendroff Approximated methods (LAT) that are oscillatory
close to discontinuities: in [2] they were combined with WENO reconstructions
to compute the first time derivatives. The resulting methods (LAT) give non-
oscillatory and accurate results.

Compact Approximated Taylor methods (CAT) introduced in [1] circumvent the
CK procedure using the same strategy as LAT methods. These methods are com-
pact in the sense that the length of the stencils is minimal: (2p + 1)-point stencils
are used to get order 2p compared to 4p + 1-point stencils in LAT methods. The
technique used to reduce the length of the stencil makes the computational cost of
a time step in CAT methods bigger than in LAT methods: the Taylor expansions
are computed locally, so that the total number of expansions needed to update the
numerical solution is multiplied by (2p+1). On the other hand, unlike LAT meth-
ods, CAT methods reduce to the standard high-order Lax-Wendroff methods when
applied to linear problems and, due to this, they have better stability properties
than LAT and allows one to increase the length of time steps, what compensates
the extra cost of every time iteration: see [1].

CAT methods have been also combined with WENO in [1] and [11] to avoid
oscillations near discontinuities. Nevertheless this combination is not optimal: while
the best CAT methods are those of even order, WENO methods have odd accuracy
order. Moreover, the restriction on the time step imposed by WENO methods may
spoil the advantages of the better stability property of CAT methods. To avoid
this, we present in this work a new family of methods in which the oscillations
near discontinuities produced by CAT methods are cured by adapting the order of
accuracy — and thus the width of the stencils — to the smoothness of the solution.
To do this, a new class of smoothness indicators is introduced.

This paper is organized as follows: Section 2 is devoted to briefly recall LAT and
CAT methods. In Section 3, we introduce the Adaptive Compact Approximate
Taylor Method (ACAT) and a new family of high order smoothness indicators. In
Section 4, the extension to 2D problems of ACAT methods is introduced. In Section
5, the results of the numerical experiments for some selected tests, involving 1D
and 2D linear and nonlinear systems of conservation laws, are given in order to
compare the performance of the ACAT methods with WENO methods. Finally, in
Section 6, we draw some conclusions.

2. APPROXIMATE TAYLOR METHODS
We consider the one-dimensional system of conservation laws
ug + f(u)y =0, u(z,0) = up(x), —oo <z < oc0. (2.1)

The solution u : R x R — R® is an s-dimensional vector of conserved quantities.
Taylor expansion in time can be used to update numerical solutions of problem

(1) by

n — A m
U; +1 kg 7 k (At +1) . (22)
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where {z;} are the nodes of a uniform mesh of step Ax; u? is a pointwise approxi-
mation of the solution at x; at the time nAt, where At is the time step; and u(k)
is an approximation of dFu(x;, nAt).

The strategy followed in |2] to avoid the CK procedure is based on the equalities
OFu = —0,0F 1 f(u). (2.3)

that can be easily derived from the equation, if the solutions are assumed to be
smooth enough. Numerical approximations of the derivatives appearing at the
right-hand side are computed by combining numerical differentiation formulas in
space and time with Taylor expansions in a recursive way. For the sake of simplicity,
the methods will be only described for the one-dimensional scalar case: extension
to systems is straightforward.

2.1. Lax-Wendroff Approximate Taylor Methods. In Lax-Wendroff Approxi-
mate Taylor (LAT) methods, the time derivatives 9Fu are approximated by applying
a first order numerical differentiation formula in space to some approximations

FEY = 0p = f(u) (@i tn) (2.4)

that will be computed by using recursively Taylor expansions in time. Here for

any function g(x,t) we shall denote by Q(k) the approximation of the k-th time

3
derivative in (z;,t,), while g( ) denotes the corresponding k-th space derivative,
i.e.

G = 8k g(wit,), > O g(ws, tn).

Centered (2p + 1)—p01nt numerical dlfferentlatlon formulas

£ ) = D, A) = 5 Z 0y (@iss) (2:5)

j=-p
will be used to compute derivatives.
The following notation

k (fe, A) A — Z O fijs (2.6)
j=-p
will be used to indicate that the formula is applied to some approximations f; of f
and not to its exact point values f(x;). In cases where there are two or more indices,
the symbol * will be used to indicate with respect to which the differentiation is
applied. For instance:

u(zit,) =~ D’;,( , Ax) A ANk Z p.i Uit

Jj=-p

Gfu(xi,tn)

12

1 P
Dk ol At) = Z ok untT,

Once the approximations (2.4) have been computed, the time derivatives of the
solution are approximated by:

Ofulri ) = i = Db (7Y, Ax) = — SNl
x

Jj=-p
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where p is adequately chosen so that the local discretization error is of order
O(Az™+1).

Following a recursive procedure, the approximation of the time derivatives are
used to compute approximations of the flux forward and backward in time using
Taylor expansions. Once all the time derivatives are approximated, is used to
update the numerical solutions.

The procedure can be summarized as follows:

(1) Define
£ = plu).
(2) Compute
iV = -DL(f, Ax). (2.7)
(3) For k=2,...,m:
(a) Compute an approximation of f(u(x;,tn4r)) as

k—1

rk—1,n+r n (TAt)l~l

fik Lnt :f<ui+g Tug) , T=—D,...,D.
=1

where the approximate Taylor expansion of the function w(z;,t, )
has been used.
(b) Compute
R0 =Dy ). (2.8)
(c) Compute
il = DL (Y, Ax). (2.9)
(4) Update the solution by (2.2).
The order of the method is min(m, 2p).

Remark 2.1. Although, for the sake of clarity, we present m and p here like two
arbitrary independent positive integers, in [2] m is an odd number (since the method
is combined with WENO reconstructions) and p is chosen adequately to obtain order
m. More precisely, in formulas ,

m+1—k
==
where [-] is the ceiling function, and in formulas
m—1
PeTg

This family of methods can be also written in conservative form. To see this, let
us introduce the family of interpolatory numerical differentiation formulas

P

1

k k, k,

FO (@ + qAz) ~ AZI(f, Ax) = AE > (i), (2.10)
Jj=—-p+1

that approximates the k-th derivative of a function at the point x; + ¢Ax using

its values at the 2p points x;_p41,...,Zi+p. The symbol * will be used again to

indicate with respect to which index the differentiation is performed.

Remark 2.2. The coefficients 6£7j and W;f”f of the differentiation formulas can be
recursively computed using the algorithm introduced in [12]. See also [1].
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The following relation holds (see [1]):

1 k—1,1/2 Ak-11/2
Dh(f, Ax) = = (47 A0 — AP (1 A0) . (21D)
Using this equality with k£ = 1, the methods can be written in the form

At
n+1 n
U; = u; + Fx (Ff71/2 - Fﬁ,l/g) ) (212)
where
AR e et
k=1 ’

2.2. Compact Approximate Taylor methods. CAT methods were designed
in [1] as a variant of the previous methods that properly generalize the Lax-Wendroff
methods for linear systems. These methods are based on the conservative expression
but the difference is that now the numerical flux Fj;,/, is computed
using only the values

n n
Uf i1y Uiy s
so that u?“ is updated using only the values at the centered (2p+ 1)-point stencil.
The numerical flux is given by

P VAT e ey
F1+1/2 Z A Ap,O (fz,* ,A.’E), (214)
k=1 '
where .
FED 2 of () (@iggot), G=-p+ 1.0 (2.15)

are local approximations of the time derivatives of the flux.

Remark 2.3. The formula Ag:é/Q appearing in (2.14]) indicates the Lagrange in-
terpolation (since the order of differentiation is zero) of

F(k—1 .
fz(,j )7 ]:_p+1a7pa
evaluated at x;41/2, whose ’local index’ is j = 0+ 1/2: that is the reason of the

subindex 0 and the superindex 1/2.

By local we mean that these approximations depend on the stencil, i.e.

k—1 k—1
v =i+ 2 A I = Fn.
Local approximations of the time derivatives of the solution
(k) ~ ok .
i 2 oM u(ri i tn), j=-p+1....p
are then computed by using the non-centered differentiation formulas applied to
the discrete version of Eq. ([2.4)
P
. 15 7k—1 1 k—1)
UEJ— Aj(f( )A$) “Ax Z f( .
r=—p+1

These approximations of the time derivatives are then used to compute the approx-
imations of the flux forward and backward in time using Taylor expansions in a
recursive way. The procedure to compute F7? for the node i is given as follows:

(1) Define

i+1/2
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(2) Fork=2...m
(a) Compute

~(k 1 _ ALJ(f(’f 2) ,Az).

U
(b) Compute

= rAt

k-1, ~(1) .

‘fi,j ,7L+7": < 7,+]+ (,j>7 Jar:_p+17~"7p
=1

(¢) Compute
POV = ARTRO(FE AL, = —p .

2]

(3) Compute F Z+1/2 by ([2.14)

Once the numerical fluxes have been computed, the numerical solution is updated
by using .

In [1] it has been shown that the order of the method is min(m, 2p) so that the
optimal choice is m = 2p; the corresponding numerical method named CAT2p re-
duces to the 2p-order version of standard Lax-Wendroff method for linear problems.
CAT2p is linearly stable under the standard CFL-1 condition (see [1]).

It can be easily checked that the numerical flux of CAT2 writes as follows:

1 o "
Fz‘1+1/2 = 4(f1 o f1 o+ i1 T, (2.16)

where
n At un .
=1 (ot - Ui = @) i= 01 2D
This numerical flux reduces to the standard Lax-Wendroff second order numerical
flux for f(u) = au. The explicit form of the numerical flux of CAT4 can be found
in [1].

3. ADAPTIVE COMPACT APPROXIMATE TAYLOR METHOD

Although Compact Approximate Taylor methods are linearly stable in the L2
sense under the usual CFL-1 condition, they may produce strong oscillations close
to a discontinuity of the solution. Two different techniques were considered in [1] to
avoid these oscillations: to combine CAT2 with a first order robust method using
a flux limiter (FL-CAT2 method) or, following [2], to use WENO reconstructions
to compute the first order time derivatives (WENO-CAT methods). See also [11].

Here we follow a different strategy and select automatically the stencil used to
compute Fj i/, so that its length is maximal among those for which the solution
is smooth. More specifically, let us suppose that solutions {u}'} at time nAt have
been computed. The maximum length of the stencil to compute Fj,/; is set to,
say, 2P, where P is a natural number. Then, the candidate stencils to compute
Fi+1/2 are

Sp:{xi_p+1,...,xi+p}, le,...,P.
In order to select the stencil, some smoothness indicators 1/Jf+1/2, p=1,...,P are
computed such that:

(3.1)

» 1 if {ul} is smooth’ in S,
i+1/2 71 0 otherwise.
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Define now:
A={pe{l,...,P} st wf+1/2 >~ 1}
The idea would be then to define:

FA 1 = {Filil/z if A= 0;
A e =

! Ery /2 Where p; = max(A) otherwise;

where Fip—ifl/2 is the numerical flux of CAT2p, and Filil/
numerical flux. Nevertheless, it is not possible to determine if the solution is smooth
or not in the stencil S; where only two values wj', uj ; are available. Therefore,

what will be done in practice is to define:

5 is a robust first order

A={pe{2,...,P} s.t. 1/;f+1/2 ~1}. (3.2)
and then:
FA,, = Ffyy A= (3.3)
w1/ Ery /2 Where p; = max(A) otherwise;
where F7',, 5 is the numerical flux of the FL-CAT2 (that uses the stencil Sy as well).

In what follows, we recall first the expression of the FL-CAT2 numerical flux; next,
we introduce the smoothness indicators; then, we summarize the expression of the
high-order ACAT methods; and finally we briefly discuss its application to systems
of conservation laws.

3.1. FL-CAT?2 numerical flux. Let us consider the scalar conservation law (2.1)
with m = 1. The expression of the FL-CAT?2 numerical flux is as follows:

Fii1)o= ¢z‘1+1/2 Fil-i-l/2 +(1- wil-'rl/Q) Fil-T-l/2’ (3.4)
where Fz.l_H /2 Is given by (2.16)-(2.17)); le40-1 /2 is a first-order robust numerical flux;

and 1/11.1+1/2 is a standard flux limiter:
l/fil+1/2 =P (rig1/2); (3.5)
where
B ur—ut
Aupw Tiv1y2 *= ﬁ if aj11/2 >0,
Tiv1/2 = AT T u”le— unj—l (3.6)
M= ifaie <0

n

Uiy — U

and a;;1/2 is an estimate of the wave speed like for instance Roe’s intermediate
speed:

u ) — Fu®
f( ztl) ffL Z) lfU?#U;n_’_l,
Giy1/2 = Uity = Uy
f(ul) otherwise.

An alternative that avoids the computation of an intermediate speed was introduced
in [4]: it consists in defining

wi1+1/2 = min(wl(@il/g),1/)1(7';1/2)) (3-7)

This expression of the smoothness indicator is especially useful for systems: see

Section [3.4]
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3.2. Smoothness indicators. Let us introduce a new family of local smoothness
indicators z/}f 4120 P > 2, for scalar conservation laws and analyze their properties.

Given the nodal approximations f; of a function f at the stencil Sp,, p > 2,
centered at ;1 /o, first define the lateral weights:

-1 p—1
L= Y (firres—firg)*+e Lori=Y (firrey — firs)* +e,  (38)
Jj=—p+1 Jj=1

where ¢ is a small quantity that is added to prevent the lateral weights to vanish
when the function is constant. Next, compute:

I, o1
= —LpR (3.9)
Lo+ 1Ipr
Finally, define the smoothness indicator of the stencil of S, by
PP = Iy (3.10)
i+1/2 Ip +7, ’
where
2p—1 2
Tp = (Ai7p+1f) . (3.11)
Here, Aff ;j_l f represents the undivided difference of {f;_py1,..., fitp}:
P
_ 2p—1,1/2 ,pn
AT =@ -t 30 i g (3.12)
Jj=—p+1

Before going into technical details, let us give a motivation of this choice. If data
in the stencil S, are smooth, then

I, = O(Az?), Ipr= O(Az?), Tp = O(Ax4p).

Since
1 1

1
I, Ly Iyr
then I, = O(Axz?) and thus
p _ L O(Az?) N
127 41, O(Az?) + O(Aztr) ~
On the other hand, if there is an isolated discontinuity in the stencil then

™ = O(1)

and

Ip =0(1), Ir=0(Az?)
or

Ip,L = O(A’JJ), Ip7R = 0(1)
In both cases I, = O(Az?) and thus:

o _ I, _ O(Ax?) ~0.
H2 L+ 1, O(Az?) + 0O(1)

Nevertheless, in the case of smooth data, special care has to be taken if there is a
critical point in the stencil, since in this case the order of I, depends on the order
of the critical point, what can prevent the smoothness indicator to be close of 1, as
it will be seen in Propositions below. The following definition is assumed in
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these results: a point z is said to be a critical point of f of order n if fU)(z) =0,
j=1,...,nand f(»+t1 £,

Before analysing the smoothness indicators, let us introduce some definitions
and notation, taken from [13|: we refer to Section 2.1 of this reference for further
details.

Given o € R™ and f : (0,h*) — R with 2* € (0, 00], the notation f(h) = O(h®)
means, as usual, that

h
lim sup f()‘ < +00,
h—0t he
and the notation f(h) = O(h®) means that
lim sup f(h)‘ < 400 and liminf f(h)‘ > 0.
h—0+ ha h—0+ ha

If f,g:(0,h*) —» R and «, 8 are two positive real numbers, the following relations
hold:

h*),  g(h) = O(h”
F>0.f(h) =0(h*) = f(h)~' =O(R!).
Lemma 3.1. Let ¢,d,z € R. Assume that
{ fO(2)=0forj=1,....,k fE+t(2) £0, and f € CF+? if c+d #0;
fEV)=0forj=1,...,n, fEH(2)#£0, and f € C***2? ifc+d=0.
Then
J(z 4 dh) - (= — dh) = O("),

where
| k+1  difc+d#0;
|l 2n+1 ifc+d=0.

From this lemma, whose proof is given in [13], one can deduce that, given the
values f; = f(z;), j =4i—p+1,...,i+ p of a smooth enough function f in the
stencil S, the following estimates hold:

if the stencil does not contain any critical point of f;
fisi—fi=0MmY, j=i-p+1,...i+p—1, (3.13)

if the stencil contains a critical point z* of even order k or a critical point of odd
order that is not located at the center of any sub-interval of the stencil.

Finally, if there exists i such that * = 0.5(z;, + x;,+1) is a critical point of odd
order, then holds for every j # ig and

fior1 = fig = O(R*"F1) (3.14)
where 2n + 1 is the first odd number such that
FED (@) # 0.

Let us analyze the behavior of the smoothness indicators (3.10) assuming that
€ = 0 (the role of ¢ is only relevant for the implementation of the method):
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Proposition 3.1. Let f; = f(z;), j =i—p+1,...,i+p be the values of a function
f in the stencil Sp, with p > 2. The following estimates hold:

» 1— O(Al‘4(p_1)_2k) if f c Cmax(Qp—l,k+2);
i+1/2 = O(Az2k+1) if f is piecewise C**2 and S, contains an isolated jump discontinuity of f;

where k = 0 if there is no critical point of f in S, or k equal to the order of the
critical point if there is one.

Proof. If f € C?P~! there exists & such that
A = (@20 = DIFEPD (€A,
and thus
2p—1
A? ppr O(Az*~1),
what implies
7, = O(Ax*P~2).
On the other hand, if S}, contains an isolated jump discontinuity, then
2p—1
A, perlf O( )
and thus B
™ = O(1).
From the discussion above, the estimate
fiv1— f; = O(Azh ),
holds for every j € i —p+1,...,i+ p— 1 with the exception of at most one index
10, in which the order is higher.
Nevertheless, since both I, 1, and I, g are the sum of at least two terms of the
form (fj41 — fJ) we can conclude that
Ip,L = @(ALUQJ'_Q]C), Ip,R = @(Al’2+2k).
Hence:

7 Iyl R O(Ax?H2F)O(Ax2H2k) O(Azt+ik) O(Az2+2F)

= = — — = — = €T .

P L+ e O(Ax2+2R) 4 O(Ax2+2k) — O(Ag2+2k)

Now, if S, contains a discontinuity, then, by construction, there exists a side a €
{L,R} such that I, , = O(1) (the side that contains the discontinuity) while the

other side, 8 € {L,R} \ {a}, satisfies I, 5 = O(Ax?*2¥). Therefore

 Lilyr  Lyadps  O)O(Ax?TR) O(Ax?T2) O(Az>+2F)
S Lo+ Ilyr Lo+l OQ1)+0(Ax2t2k)y  O(1) '
Combining the above results, we have that, if f is smooth:
I 1 1 1
P = P — — — —1-0(A 4(p—1)—2k )
’(/}z+1/2 Ip 4 T 14 E ) O(AIAP*Q) 1+ O(Ax4(p71)72k) ( x )
I, + O(Az2+2k)
On the other hand, if S, contains a discontinuity, then
» 1, _ 1 _ 17 1 _ O(Ax k+1))
i+1/2 I + 7 14 Tp ) o) 1 4 O(Am (k+1) )
I, + O(Ax2+2k)

which finishes the proof. O
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Observe that the indicator wf 1/2 is able to detect smoothness in the presence

of a critical point whose order is lower than 2(p — 1).
In the case p = 2 similar arguments lead to prove the following estimates:

Proposition 3.2. Let f; = f(xz;), j =1 —1,...,i+ 2 be the values of a function
f in the stencil So. The following estimates hold:

o [1ooa et
+1/2 O(Az2(k+1)) if f is piecewise C¥*2 and S, contains an isolated jump discontinuity of f;

where k = 0 if there is no critical point of f in Sy and k = 1 if there is a critical
point x* of order 1 such that f&)(x*) # 0 or such that x* # 0.5(z; + x41) for
j=i—1,i+]1.

Nevertheless, the estimate cannot be proved when S, includes a critical point of
order 1 located at 0.5(z;_1 + ;) or 0.5(z;41 + Z442) and such that f®)(z*) # 0:
the argument in the proof of Proposition [3.1] cannot be used since there is only
one term in the definition of the local weights. This is not a limitation in many
applications, since this situation is very specific and, even if it happens, unless there
is a discontinuity close to the critical point, smoothness will be detected by at least
one of the indicators wa/Q with p > 2 so that the stencil S, will be used to update
the solution. In any case, the smoothness indicator for p = 2 can be modified to
properly handle these situations as follows: compute the couple of lateral weights:

Ly = (fi—fin)’+e ILg=fis1— 1)+ (firz — fir1)? +&,(3.15)
I3, = (fi—fic1)*+ (fir — fi)* +&, L= (fixza— fiy1)* +£.(3.16)
Next, compute:
R
=22 1 (3.17)
L+ g
and then, the smoothness indicator of the stencil Sy is given by
V2 (5 (3.18)
N — Imax . .
+1/2 D41 I3+

The following estimate can be then proved:

Proposition 3.3. Let f; = f(x;), j =1—1,...,i+ 2 be the values of a function
f in the stencil So. The following estimates hold:

~ {1 — O(Az*=2F) if f € C3;

T2 O(Az2(k+D) if f is piecewise C¥*2 and S, contains an isolated jump discontinuity of f;

where k = 0 if there is no critical points of f in Sy or k = 1 if there is a critical
point x* or order 1.

Proof. The arguments of the proof of Proposition are used again. The dif-
ference comes from the case in which there is a critical point of order 1 located at
at 0.5(z;_1 4 ;) or 0.5(z11 + Ti42) and such that ) (z*) = 0. In this case, there
exists j € {1,2} (the one in which the sub-interval with the critical point and the
central sub-interval are considered together in the same lateral weight) such that

3

, =1-0(Az?).
I% + T2
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Using this estimate the proof is concluded as in Proposition ((3.1))

Let us remark finally that the smoothness indicators (3.10) and (3.18) have
finally the following homothetic invariance property: given a function f and positive
numbers «, [, define

g(x) = af(Bx).

Then the smoothness indicator of f at a stencil S}, centered at x;;1/7 in a mesh
with step Az is equal to the smoothness indicator of g at the stencil S, centered
at Bx;41/2 in a mesh with step SAz. This property is very important in practice
to have smoothness indicators whose behaviour do not depend on Az and scaling
factors of f.

3.3. ACAT2P methods. The expression of the Adaptive Compact Approximate
Taylor Method (ACAT2P) of maximal order 2P for a scalar conservation law is
then given by:

v AL
=l o (FA = Fiape) (3.19)

The numerical fluxes Ff_‘H o are defined by (3.2)-(3.3) where F} /2 1s the nu-
merical flux of the FL-CAT?2 (3.4)) and the smoothness indicators are given by (3.5]),

(3.10). For p =2 (3.10) can be replaced by ([3.18).
Observe that, by definition, F fH /2 reduces to:
=0forallp=2,...,P;

~Qforallp=2,..., P;

e a first order flux if 1/)1,1“/2 =0 and wfﬂ/z
e asecond order flux if ¢;,, , =1 and ¢, ,

e 2pg-order flux if 1/)1’,’_7_1/2 ~ 1.

Furthermore, if p, = P, then ACAT2P coincides with CAT2P which has 2P-
order accuracy and is L?-stable under CFL< 1.

Let us suppose that f is smooth and has an isolated critical point x* of order k
in S; = {z;,x;41}. Then:

o If & < 2(P — 1) the smoothness indicator 1/Ji1:_1/2 is close to one and the
maximum allowed stencil Sp is used, so that the local accuracy of the
method is 2P.

o If £ > 2(P — 1) then all the smoothness indicators fail, so that the first
order robust numerical method will be used. Nevertheless in this case,
f@(z*)=0for j=1,...,2P — 1 so that, when the local error of the first
order method is estimated through Taylor expansions, only terms of order
O(Az?P) or bigger will remain. Therefore, in this case the local accuracy
of the method is again 2P.

o If Kk = 2(P — 1) again the smoothness indicators fail and the first order
robust numerical method will be used. Since in this case, f\@)(z*) = 0 for
j=1,...,2P —2 the local error of the first order method is of order 2P —1.

Summing up, the local accuracy of the method close to a critical point is always
2P with the only exception of critical points of order 2P — 2: in that case, the
order of accuracy will be reduced by one. This order reduction could be avoided
by introducing optimal smoothness indicators in the spirit of |13], [14].
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3.4. Systems of conservation laws. For systems of conservation laws with
m > 1 the expression of the ACAT2P method is the same as in the scalar case:
the only difference is the computation of the smoothness indicators. In the case of
systems, smoothness indicators are first computed for every variable:
Il P=1,..,P,
where
° qujl /2 is obtained by applying the smoothness indicator , to the
jth component of the numerical solutions {ul™}.
ffl j20 P> 2 is obtained by applying the smoothness indicator (3.10) to
the jth component of the numerical solutions {u!"}.
. q/;zj.fl /o is obtained by applying the smoothness indicator or (3.18)) to
the jth component of the numerical solutions {u!"}.
Once these scalar smoothness indicators have been computed, we define

D ; J\p
i = min 9
l+1/2 j=1 ...,m¢l+1/2’

)

so that the selected stencil is the one of maximal length among those in which all
the variables are smooth.

Remark 3.1. Standard WENO schemes applied componentwise usually produce
oscillatory solutions near shock discontinuities. To alleviate this problem, it is
possible to perform a WENO reconstruction on the characterisctic variables, as
described in [15)]. This technique reduces the oscillations but dramatically increases
the computational cost. Here we do not feel the need of such a procedure, since our
reconstructions are usually much less oscillatory than componentwise WENO.

4. TWO-DIMENSIONAL PROBLEMS

In this section we focus on the extension of ACAT methods to non-linear two-
dimensional systems of hyperbolic conservation laws

w+ (W) + g(u)y = 0. (4.1)
The following multi-index notation will be used:
i=(i1,i2) € Z X Z,
and
0=(0,0), 1=(1,1), 1/2=(1/2,1/2), e; =(1,0), e =(0,1).
We consider Cartesian meshes with nodes
xi = (i1Az,i5Ay).
Using this notation, the general form of the CAT2p method will be as follows:

At At
ntl _ . p p P P
W = e Fge T Ay (F e g (2
where the numerical fluxes 7., , G¥ ,  will be computed using the values of
it5e; i+35e2
the numerical solution uf" in the p-point stencil centered at x;yq 2 = ((ih +

1/2)Aw, (iz + 1/2)Ay)
Sp = Xity: J€Ip},
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where
Ip:{j:(,]17]2)EZXZ7 _p+1S.]kSpa k:152}
See Figure[I] for an example.

FIGURE 1. Stencil Sy centered in x5/ = (0.5Az,0.5Ay)
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For instance, the expression of the CAT2 numerical flux is as follows:

* 1 1,n+1 rl,n+1 n n

F‘Hr e :Z (f + fl ,e1 + f + l+el> ’ (43)
* 1 1,n+1 ~1,n+1 n n

Gl+ e _4 (gl 0 + gl €2 + 9i + gi+92> 9 (44)

where

71.n 1

Ryt = (ug + Ay ),

~lntl ~(1

913 ( Uity + Aty )
for j = 0,e1, e;. Furthermore,

1 n 1 n
5,10) = 75 ( ite; — fi ) - (gl+e2 9 ) )

1 n 1 N
Uje; = Ax ( ite, — fi ) Ay (91+1 gi+e1) )
1
A

1
7 ( i’r-ll-l - iT-LI-ez) - Ky (gin-‘rez 7gin) ’

where
i =rw), g =guf), Vi
Observe that ﬂflo) # ﬂl(l o, and u(l) # u(l) as opposed to the 1D case where ugo) =

71511) : compare with —-. The following algorithm will be used to compute
the numerical fluxes of the CAT2p method:

(1) Define

<0 o )
fi(j) = ir-lﬂ'j’ gl(J) - gl-‘rJ? J€ Ip-

(2) For k=2...2p:
(a) Compute
,&(k N _ Ala.]l (f(

1)

dia (k=2 .
Az) = ARG Ay), JET,.

J(, J2 2(J1,%)°

(b) Compute

Tt rAt)
flkjl * _f< 1+J+Z( l|)uffj>’ I’r:_p+17"-;p

(¢) Compute

(k-1 _ Sh—1.% .
fi(,_j : - Azynlyo(fi]fj . aAt)a J€ Ip-

(3) Compute

N 0,1/2, 7(k—1)
e = DA (Figeo»A2), (4.5)
k=1

2p k—1
@ . = At 0,1/2
itle: k! p,0
k=1 :

(310.)» AY)- (4.6)
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The notation used for the approximation of the spacial partial derivatives is the
following:
p

1
p]l(fl Jz)? ) = m Z ’yplfl(l,p
l=—p+1
k,
Ay (95,610 AY) Z SIEIREN
l_—p+1

Remark 4.1. In the last step of the algorithm above the set I, can be replaced by
its (2p — 1)-point subset

Z) = {j = (j1,j2) st j1 =0 or j2 =0}
since only the corresponding values of fi(?_l) are used to compute the numerical

fluzes (4.5) and (4.6).

Once the numerical flux of the CAT2p method has been introduced, the numer-
ical flux of ACAT? is extended to two-dimensional problems as follows:

1 * l
]:i+le1 = 1/114- ey F1+ ey + (1 ’(/}H- el) F‘li ey’ (47)
1 _ * l
gl-‘r ey ,(/Jl-‘r ey G1+ es + (1 - ’(/}l-‘r ez) Glj— ey’ (48)
where, F! li o and Gl‘jr o, A€ some robust first order methods; 1. i+les and ’t/)l +les

are the ﬂux limiters computed dimension by dimension.
Finally, the expression of the ACAT2P method for two-dimensional problems is

up =i+ ﬁt <]'—i17e1 ‘Fiil%el) * % (gn e glA+2 e2 ) (4.9)

where the numerical fluxes are defined as follows: first define the set

A1 = {pe{2,...,P}st. wf+1e1&1}, (4.10)
Ay = {pef2.. Prstoul, =1}, (4.11)
(4.12)

where wl tler’ f 41, ATE the smoothness indicators introduced in Section com-
3€2

puted dlmensmn by dimension. Then define:

S, iFAL=0;
FAL = {‘+ e ! (4.13)

. 1 .
i+ge FP where p; = max(A;) otherwise;

i+i
Ag GT+ es if A2 = Q); (4 14)
it3e: GH— 1 where py = max(Az) otherwise. '

Observe that, since the smoothness indicators are computed dimension by di-
mension, a rectangular stencil

Spipr =1{Xij, 1 —p1+1<j1<i1+4+p1, d2—p2r+1<jo <is+pa},

is used in practice to compute the numerical fluxes F; T o0’ Gf’j o,- The extension

of CAT methods to such rectangular stencils is stralghtforward
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5. NUMERICAL EXPERIMENTS

In this section we apply ACAT2P methods to several 1D and 2D problems: the
1D linear transport equation, Burgers equation, and the 1D and 2D Euler equation
for gas dynamic. The Super Bee flux limiter [16] is used in FL-CAT2 and the
smoothness indicators are used for p > 2: no loss of precision for first order
critical points has been observed in any of the test problems considered here due
to the use of 1/)2.2+1/2. Fornberg’s algorithm [12] is used to compute the coefficients
of the numerical differentiation formulas. ACAT methods will be compared with
the Lax-Friedrichs (LF), HLL first order schemes and with WENO(2p + 1) finite
difference methods based on the Lax-Friedrichs splitting (see [17]) combined with
SSPRK3 ( [18]) for the time discretization. The order and the number of points of
their stencils in 1d are recalled in Table[Il Since ACAT2P reduces to CAT2P and
the order of accuracy of the latter have been checked in [1], no test order will be
considered here: interested readers are referred to that work.

’ Method H Stencil H Order ‘
LF 3 1
HLL 3 1
ACAT2 or FL-CAT2 3 2
ACAT2P 2P +1 2P
WENO(2p+1)-RK3 || 2p+1 || 2p+1

TABLE 1. Numerical methods: order of accuracy and number of
points of the stencils for 1d problems.

5.1. 1D linear transport equation. Let us consider the linear scalar conserva-
tion law

g + g = 0. (5.1)

with initial condition:

uo(x) = %sin(m&). (5.2)

We solve numerically this problem in the spatial interval [0, 2], using a 160-mesh
points, CFL= 0.9, and periodic boundary conditions.

Figure[2]and [3]show the numerical solutions at time ¢ = 4 and ¢ = 40 respectively.
Zooms of an interest area are included, in which the loss of accuracy with time for
the lower order methods can be clearly seen. As it can be observed, the numerical
solutions of ACAT4 and ACATG6 match the exact solution at both times while
ACAT?2 is more diffusive near the critical points. This loss of accuracy close to
the critical points can also be observed for WENO-RK methods, although this
drawback can be overcome by using optimal weights in the WENO reconstructions:
see [13], [14]

The loss of accuracy of ACAT?2 close to the critical points compared to ACAT4
or 6 is due to the fact that, while the smoothness indicators z/)?ﬂ /2 and ’(/J? ' 1/2 A€
always close to one, the Superbee flux limiter g, ;412 detects a discontinuity at
the critical points and the first order methods is then locally used: to make this
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FIGURE 2. Transport equation with initial condition (5.2). Nu-
merical solution at ¢ = 4: general view (left-up); order of accuracy
for ACAT6 (sub-frame); consecutive zooms close to the local max-

imum ( left-down, right-up and right-down).
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FIGURE 3. Transport equation with initial condition (5.2). Nu-
merical solution at ¢ = 40: general view (left-up); local order of
accuracy for ACATG6 (sub-frame);consecutive zooms close to the
local maximum ( left-down, right-up and right-down).
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clear, Figure [4] (up) shows the solution obtained with ACAT6 at time t = 4 for
(5.1) with initial condition

ug(z) = %sin(27rx) (5.3)

in the interval [0, 2] using again a 160-point mesh, CFL = 0.9, and periodic bound-
ary conditions. Figureld|(down) shows the graph of the three smoothness indicators.

——ACAT6
—REFERENCE

u(x,t)

FIGURE 4. Transport equation with initial condition (5.3). So-
lution obtained with ACAT6 at time 4 (up) and graphs of the
smoothness indicators g, 12 and 3 (down).

We consider next equation (5.1) with a piecewise continuous initial condition

1 if i<a<i
up(x) =40 if 0<az<i or 3<z<2 (5.4)
-1 if 1<z<3

We solve numerically this problem in the spatial interval [0, 2], using again a 160-
mesh points, CFL=0.9, and periodic boundary conditions.

Figure [5| shows solutions from ACAT2P, P =2,4,6 and WENOg¢-RK3, ¢ = 3,5
after 2 and 20 seconds. As it can be observed, ACAT methods capture better the
discontinuity than WENO-RK schemes. In this case, ACAT4 and ACAT6 reduce
to ACAT2 at the discontinuities due to the order adaption technique. WENO
methods give accurate solutions for short times but spurious oscillations appear
with time due to the choice CFL = 0.9.
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FIGURE 5. Transport equation with initial condition . Nu-
merical solutions at t = 2 (a) and at ¢t = 20 (b). Zooms of the
numerical solutions at time ¢t = 2 (¢) and ¢ = 20 (d). Sub-frames:
local order of accuracy for ACATG.

5.2. Burgers equation. Let us consider the Burgers equation

(e
S
t 2Z

with initial condition (5.2). The problem is numerically solved in the interval [0, 2]
using an uniform mesh with 160, CFL= 0.9, and periodic boundary conditions. A
reference solution has been computed with the Lax-Friedrichs method using 1400-
point mesh.

Figures [f] and [7] show respectively the general view and a zoom of the numerical
solutions obtained with the different methods at times ¢t = {0.25,0.5,1,10}. The
local order of accuracy of ACAT6 is also shown: as it can be seen, this method
reduces to the first order one only at the shock once it has been generated.

0, (5.5)

5.3. 1D Euler equations. Let us now consier the 1D Euler equations for gas
dynamics

us + f(u)y =0, (5.6)
with

p pv
u=| pv |, flu)=| p+p? |, (5.7)
E v(E +p)



u(x,t)
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FIGURE 6. Burgers equation with initial condition . Numer-
ical solutions obtained at times ¢ = 0.25 (left-up), t = 0.5 (right-
up), t =1 (left-down), and t = 10 (right-down). Sub-frames: local
accuracy order for ACAT6.
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for ACAT6.
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where p is the density measured in Kg/m3; v, the velocity in m/s; E the total
energy per unit volume in Kg/(ms?); and p is the pressure in Pascal Pa. We
assume an ideal gas with the equation of state

p(p,e) = (v — 1)pe, (5.8)
being v the ratio of specific heat capacities of the gas taken as 1.4 and e is the
internal energy per unit mass is related to E by:

E = p(e+0.50%). (5.9)
We consider three Riemann problems for (5.6): the Sod problem 7 the Einfeldt
problem [20], and the right blast wave Woodward and Colella problem [21]. In
all the cases: the initial discontinuity is placed at x = 0.5, the equations are
numerically solved at the spatial interval [0, 1] and the exact solution is provided

by the HE-EIRPEXACT solver introduced in . The CFL parameter is set to 0.8
and outflow-inflow boundary conditions are considered.

e The Sod problem: the initial condition is

(1,0,1) if < 1/2,

(p,v,p) = { (0.125,0,0.1) if x> 1/2. (5.10)

* HLL 0 ACAT2 v WENO3-RK3 A ACAT4 ¢ WENO5-RK3 + ACAT6 —REFERENCE
1

Density (kg/m3)

Velocity (m/s)

L L L L L L L L L ) L L L L L L L
01 02 03 04 05 06 07 08 09 1 0.1 02 03 04 05 06 07 08 09 1

Ri12

Energy {kg/m52 )

L L L L L L L L L ) L L L L L L L L L f
0 01 02 03 04 05 06 07 08 09 1 0 0.1 02 03 04 05 06 07 08 09 1

FicUure 8. 1D Euler equations: the Sod problem. Numerical
solutions at t = 0.25 using CFL= 0.8 and 200 points: density
(left-up), velocity (right-up), internal energy (left-down), pressure
(right-down). Sub-frames: local order of accuracy for ACATG.

The solution involves a rarefaction wave, a contact discontinuity and a
shock. We compare the numerical solutions with the exact one: see [4].

Figure [§ shows the solutions provided by ACAT2-4-6 and WENO3-5 for
density, velocity, internal energy and pressure p, using a 200-point mesh.
The local accuracy of ACAT6 is also shown. Zooms of the behaviour of
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FiGure 10. 1D Euler equations: the Sod problem. Numerical
internal energy at t = 0.25 using CFL= 0.8 and 200 points: general
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the numerical densities can be observed in Figure [0} As it can be seen in
zooms a and b, WENO5-RK3 gives sharper but more oscillatory solutions
than ACAT methods. Moreover, increasing the accuracy order for ACAT
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methods we obtain sharper results. Similar conclusions for the internal
energy can be drawn: see Figure

e 123 Einfeldt problem: the initial condition is

[ (1.0,-2.0,04) ifx<1/2,
(p,v.p) = { (1.0,2.0,04)  ifz>1/2. (5.11)

—+—ACAT6
——REFERENCE
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FIGURE 11. 1D Euler equations: the 123 Einfeldt problem. Nu-
merical solutions at t; = 0.15 using CFL= 0.8 and 200 points.
Density obtained with ACAT6 and graph of the smoothness indi-
cator ¢ for t = t4/4 (left-up), ts/2 (right-up), 3ts/4 (left-down),

s ’&Th% Sofittior o?vtll‘%llls tﬁrc?b?e'l%? involves two strong rarefaction waves and an
intermediate state that is close to vacuum, what makes this problem a hard
test for numerical methods. ACAT methods give stable solutions under
CFL< 1 condition: Figure shows the time evolution of the numerical
results obtained with ACAT6. The smoothness indicators 1/);11 /2 is also
depicted: it can be seen how the discontinuities of the first order derivatives
are correctly captured. It can be also observed that, while at the rarefaction
waves order 6 is selected, lower accuracy is used at the constant regions close
to the boundaries: this order reduction is due to the numerical oscillations
produced by the 6th order method. A comparison of the different methods
at time ¢ = 0.15 is shown in Figure [[2] using 200-point mesh, where ACAT
methods provide similar stable solutions. Although WENO solutions are
stable, the third-order one is diffusive and the fifth-order one is oscillatory.
Right blast wave problem of Woodward & Colella: the initial condition is

L L
0 01 02 03 04 05 06 07 08 09 1 0 0.1

[ (1.0,0.0,1000) if z < 1/2,
(p,u,p) = { (1.0,0.0,0.01) if x> 1/2. (5.12)

For this tests we use a 450-point mesh. The solution involves two strong
shocks. Figure|l3|shows the numerical densities obtained at time ¢t = 0.012:
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merical solutions at ¢ = 0.15 using CFL= 0.8 and 200 points:
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FicUure 13. 1D Euler equations: right blast wave of the Wood-
ward & Colella problem. Numerical solutions at time ¢t = 0.012
using CFL= 0.8 and 450 points, (left) and zooms close to the
shocks (center and right).

it can be observed that WENO methods produce oscillating solutions, while
ACAT methods give stable solutions whose accuracy increase with the or-
der. In particular, this behavior can be seen in the two zooms close to the
shocks.
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Table [2 shows the CPU time rates for this last one-dimensional test.
A non-optimized implementation using Matlab has been used for all the
numerical methods. Therefore, this table has to be taken as a rough indi-
cation about computational cost. In particular, ACAT methods are highly
parallelisable and do not need the storage of intermediate temporal stages:
therefore, an optimized parallel implementation can lead to very different
conclusions. With the implementations used here, ACAT?2 is the cheapest
method and its CPU time is taken as a reference. ACAT4 is competitive
both in quality and computational cost compared to WENO-RK 3 and 5.
The practical use of ACAT of order higher or equal than 6 requires an
efficient implementation, otherwise the computational cost to increase the
order is very big. The same happens with WENO-RK methods when the
accuracy in time is increased due to the large number of stages required by
SSPRK methods.

ACAT?2 ACAT4 ACATG6
1.00 5.88 12.46
WENO3-RK3 | WENO5-RK3
2.86 5.08

TABLE 2. CPU time rates for the Woodward and Colella problem.

5.4. 2D Transport equation. Let us consider the 2D transport equation
u + aug + buy, =0, (5.13)

with initial conditions

u—{ 1 ife+y<1/4, (5.14)

0 otherwise.

We solve on the spatial domain [0, 2] x[0, 2], using: a,b = 1, 100x 100-point

grid, CFL=0.5, free boundary conditions and ¢t = 1s. Figure shows a 1D cut

over the line y = x of the solutions obtained with ACAT2, ACAT4, WENO3-RK3
and WENO5-RK3 at time t = 1.

5.5. 2D Euler equations. Let us consider the two-dimensional Euler equations
for gas dynamics

up + f(u)z + g(u)y =0, (5.15)
where
p pv pw
u=| L =] PUEP | = | A
| opw | - pow ST w2 4p
E v(E +p) w(E + p)

Here, p is the density; v,w are the components of the velocity in the z and y
directions; FE, the total energy per unit volume; p, the pressure. We consider the
equation of state

plp.v.w, B) = (v = 1)(E = (0 +w?)), (5.16)
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FiGure 14. 2D Transport equation: test 1. Solution obtained
with ACAT2, ACAT4, WENO3 RK3 and WENO5 RK3 at time
t = 1: cut with a vertical plane passing through the line y = z .
Subplot: zoom close to the discontinuity

and -y is the ratio of specific heat capacities of the gas taken as 1.4.

We solve numerically using ACAT2 and ACAT4 for three of the nine-
teen configurations of the 2-D Riemann problems presented in whose initial
conditions are given in Tables These initial conditions consist of constant
states at every quadrant of the spatial domain that are chosen so that the 1D
Riemann problems corresponding to two adjacent states consist of only one one-
dimensional simple wave: a shock S, a rarefaction wave R, or a slip line i.e. a
contact discontinuity with discontinuous tangential velocity J. The sub-indexes
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(I,r) € {(2,1),(3,2),(3,4),(4,1)} indicate the involved quadrants. For shocks and
rarefactions an over-arrow indicate the direction (backward or forward). And for
contact discontinuities a sign +/— is used (instead of the over-arrow), to denote
whether it is a positive or negative slip line.

These Riemann problems are numerically solved using a (400 x 400)-point grid
and free boundary conditions. The CFL condition used to set the time steps is the

following
Af — CFL min(Ax , Ay>’
2 SI:;]&X Sglax
where
se = maxd, j{|v];| + ciy},  sp = maxi, j{|w];| + ¢}y
with
_ P
c=,/—.
P
The CFL parameter is set to 0.475.
Lax Configuration 4
p2 = 0.35 p2 = 0.5065 pp =11 p1 =11 -
Ug = 0.8939 Vo = 0.0 Uy = 0.0 v = 0.0 5271
pp=11  p3=11 pi=035 py=0.5065| Sss - Sia
uz = 0.8939 w3 = 0.8939 ug = —0.0 vg =0.8939 S3.4

TABLE 3. 2D Euler equations: test 1. Initial condition.

Lax Configuration 6

us = 0.75 vy = 0.5 uy = 0.75 v = —0.5 J£1

p3 = 1.0 p3=1.0 ps=1.0 pa=30 |J5, Ji
ug = —0.75 v3=0.5 ug = —0.75 vy =-0.5 J34

TABLE 4. 2D Euler equations: test 2. Initial condition.

Lax Configuration 8

P2 = 1.0 p2 = 1.0 pP1 = 0.4 pP1 = 0.5197

us = —0.6259 vs = 0.1 ui =01 v =01 Ron

ps = 1.0 ps = 0.8 pa=1.0 pi—=1.0 Jsa Run
uz = 0.1 vy = 0.1 ug = 0.1 vg4 = —0.6259 J34

TABLE 5. 2D Euler equations: test 3. Initial condition.

Figures and [I7] show the numerical solutions for the density given by
ACAT2 and ACAT4. We include in each figure a general view of the numerical
density given by ACAT2 (left-up) and ACAT4 (right-up); the smoothness indicators
¥l (left-center) and 1?2 (right-center) in the x-direction; the smoothness indicators
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FIGURE 15. 2D Euler equations: test 1. Contour plots of the den-
sity at time ¢ = 0.25 obtained with ACAT2 (left-up) and ACAT4
((right-up)). Contour plots of the smoothness indicators v (left-
center), V2 (right-center), 1, (left-down) and 7 (right-down).

29
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ACAT2

ACAT4

FIGURE 16. 2D Euler equations: test 2. Contour plots of the
density at time ¢t = 0.3 obtained with ACAT?2 (left-up) and ACAT4
(right-up). Contour plots of the smoothness indicators 1. (left-
center), V2 (right-center), 1, (left-down) and 47 (right-down).
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ACAT2

ACAT4

FIGURE 17. 2D Euler equations: test 3. Contour plots of the den-
sity at time ¢ = 0.25 obtained with ACAT2 (left-up) and ACAT4
(right-up). Contour plots of the smoothness indicators w2 (left-
center), ¥2 (right-center), ¢} (left-down) and 7 (right-down).

31
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ACAT2 ACAT4
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FiGure 18. 2D Euler equations: test 3. Contour plots of the
density at time ¢ = 0.25 obtained with ACAT?2 (left-up), ACAT4
(right-up), WENO3 RK3 (left-down) and WENO5 RK3 (right-
down).

w; (left-down) and 1/12 (right-down) in the y-direction. In all cases, the solutions are
stable and similar to those obtained in with a finite volume method. Observe
how the indicators 2 and 1/15 detect better the smoothness regions than ¢! and w;,
what implies a better resolution in the numerical solutions obtained with ACAT4.
However, the computational cost increases with the order as it happened for 1d
problems, see Table [6]

In Figure[I§| the numerical densities obtained with ACAT2, ACAT4, WENO3 RK3,
and WENO5 RK5 at time ¢ = 0.25 are compared.
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ACAT2 | ACAT4 | ACAT6 | WENO3-RK3 | WENO5-RK3
1.00 9.98 96.91 3.23 9.968

TABLE 6. 2D Euler equations test 3: CPU time rates.

6. CONCLUSIONS

In this work, the new family of high-order shock-capturing Adaptive Compact
Approximate Taylor (ACAT) methods for systems of conservation laws has been
introduced. These method are an order adaptive version of the Compact Approx-
imate Taylor Methods introduced in [1] in which the solution at every point is
updated using the stencil of maximal length for which the solution is smooth.

The 5-point stencil ACAT2 method coincides with the FL-CAT?2 introduced in [1]
that combines CAT?2 with a first order robust numerical method using a standard
flux limiter. For higher orders, a new family of smoothness indicators has been
introduced to select the maximal length stencil at every point. The expression of
the methods for 1D or 2D systems of conservation laws has been given.

The results obtained with the new family of methods in a number of test cases
have been compared with the corresponding WENO-RK method (Finite Differences
WENO reconstructions in space, TVD-RK in time). The linear transport equation,
Burgers equation, the 1D and 2D compressible Euler equations have been consid-
ered. For CFL < 0.5 all the numerical methods work correctly, and the results
obtained with WENO or ACAT methods are similar. Nevertheless, for CFL values
close to one, ACAT still give good results while WENO methods may be oscilla-
tory. The possibility of using larger time steps compensate the extra computational
cost of a temporal iteration. ACAT methods are more expensive in computational
time and number of operations due to its local character. Nevertheless, with the
non-optimized implementation of the methods performed to solve the test cases
shown here, the computational cost to increase the order from 4 to 6 is very big,
specially for 2D problems: an optimized implementation is necessary to exploit all
the potentialities of these methods that are highly parallelisable and do not need
the storage of intermediate temporal stages. Further developments include:

e An optimized implementation in GPU architectures.
e The extension to systems of balance laws.
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APPENDIX

The coefficients §* ; and 'y;f”f of the differentiation formulas (2.5)) and (2.10]) for

P
p = 1,2,3 are shown in Figures [I9 and [20] respectively. Algorithms to compute

those coefficients can be found in [12] and [1].
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FIGURE 19. The (5’;7j coefficients of the differentiation formula

(2.5) for p=1,2,3.
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