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Abstract

Structure-preserving discretization of the Rosenbluth–Fokker–Planck equation is still an open question es-
pecially for unlike-particle collision. In this paper, a mass-energy-conserving isotropic Rosenbluth–Fokker–
Planck scheme is introduced. The structure related to the energy conservation is skew-symmetry in mathe-
matical sense, and the action–reaction law in physical sense. A thermal relaxation term is obtained by using
integration-by-parts on a volume integral of the energy moment equation, so the discontinuous Galerkin
method is selected to preserve the skew-symmetry. The discontinuous Galerkin method enables ones to
introduce the nonlinear upwind flux without violating the conservation laws. Some experiments show that
the conservative scheme maintains the mass-energy-conservation only with round-off errors, and analytic
equilibria are reproduced only with truncation errors of its formal accuracy.

Keywords: Fokker–Planck equation, Unlike-particle collision, Discontinuous Galerkin method,
Skew-symmetric form

1. Introduction

Rosenbluth–Fokker–Planck (RFP) equation [1] describes stochastic relaxation of the distriution function
through small-angle scattering of Coulomb collision. The RFP equation is composed of a nonlinear Fokker–
Planck equation and Rosenbluth potential equations. The nonlinear Fokker–Planck equation is a convection–
diffusion partial-differential-equation (PDE) described as follows:

∂fs
∂t

= Γs/s′
∂

∂u
·
[
∂2Gs′

∂u∂u
· ∂fs
∂u
− ms

ms′

∂Hs′

∂u
fs

]
, (1)

Γs/s′ =
2πZ2

sZ
2
s′e

4 ln Λs/s′

m2
s

, (2)

where f is the distribution function, m is the mass, u is the momentum per unit mass, Z is the mean
charge, e is the elementary charge, ln Λ is the Coulomb logarithm, and (s, s′) are the labels of particle
species. Equation (2) satisfies the following relation, which is essential for the momentum and energy
conservation:

m2
sΓs/s′ = m2

s′Γs′/s. (3)
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The scalar potentials H and G are obtained by the following Poisson equations:

∂

∂u
· ∂Hs′

∂u
= −8πfs′ ,

∂

∂u
· ∂Gs′

∂u
= Hs′ . (4)

These scalar potentials determine the transport coefficients appearing in Eq. (1). The RFP equation is
equivalent to the non-relativistic Landau–Fokker–Planck (LFP) equation [2] described as follows:

∂fs
∂t

= Γs/s′
∂

∂u
·
∫∫∫

U(u,u′) ·
(
fs′
∂fs
∂u
− ms

ms′
fs
∂fs′

∂u′

)
du′, (5)

U(u,u′) =
|u− u′|2I− (u− u′)⊗ (u− u′)

|u− u′|3
, (6)

where I is the unit tensor.
Although the RFP equation (1) is identical to the LFP equation (5), they have clearly different com-

putational aspects. The RFP equation is a system of PDEs so computational cost per time step can be
O(N) if the most efficient solver, e.g. multigrid method [3], is employed. Here, N is the number of un-
knowns. The RFP equation calculates potential fields from the distribution function, and each particle
interacts with those; individual binary collisions are masked behind the Rosenbluth potentials. In contrast,
the LFP equation is an integro-differential equation, so computational cost per time step is O(N2); the
LFP equation counts up all of binary collisions, and suffers “the curse of dimensionality” which comes from
multiple integrals. Fast multipole method (FMM) is one of the candidates to reduce the computational cost
of multiple integrals dramatically [4]. The FMM is originally proposed as O(N) numerical approximation
for the N -body problem, and it is also employed to reduce complexity of the multiple integrals. Some fast
conservative schemes with complexity of O(N) have been proposed, but it seems that accuracy of the fast
algorithms such as FMM is degraded [5, 6]. Another approach to reduce the cost of multiple integrals is
quantum computing. It was reported that a quantum algorithm can perform multiple integrals with com-
plexity of O(1/ε) although classical computing requires O(1/ε2) operations, where ε represents the error of
numerical solutions [7]. Recently, a promising Vlasov–Maxwell algorithm based on quantum computing was
published [8], and probably classical algorithms will be driven out by quantum algorithms in the future.
However, the fastest quantum computer is much slower than classical computers as of 2020, so we should
continue to develop conservative Fokker–Planck schemes within classical computing.

The conservation laws of mass, momentum and energy are necessary conditions for the thermal equilib-
rium. Hence, many conservative schemes have been discussed for the nonlinear Fokker–Planck equations. A
conservative scheme for the nonlinear LFP equation was developed for the isotropic distribution function at
the dawn [9], and further developments of multidimensional [10, 11] and entropic schemes [12, 13, 14, 15, 16]
have been carried out later. Recently, some conservative schemes for the relativistic LFP equation were
developed in the finite-difference [17] and finite-element [18] approaches. The kernel Eq. (6) has symmetries
described as follows:

U(u,u′) = U(u′,u), (7)

U(u,u′) · u = U(u′,u) · u′. (8)

These symmetries are related to the conservation laws of momentum and energy respectively, so most
of the conservative LFP schemes have been developed by the “structure-preserving” strategy. However,
development of the structure-preserving RFP schemes is more difficult than that of the structure-preserving
LFP schemes. An energy-conserving structure-preserving scheme was developed for the single-species RFP
equation [19, 20]. The scheme is based on a tensor formalism of the RFP equation, which is similar to
the Maxwell stress tensor in electromagnetism. The Maxwell stress tensor consists the stress-energy tensor,
so the tensor formalism has a deep relation with the conservation laws. However, Ref. [19] points out
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two remaining issues, i.e., boundary condition and unlike-particle collision. The scheme is based on the
finite-difference method, and momentum-energy-conserving boundary conditions are difficult to be applied.
In addition, the tensor formalism was derived only for like-particle collision because the energy equation
for unlike-particle collision cannot be described in the conservative formulation. Another approach is to
introduce “nonlinear constraints” which artificially modify the numerical flux to enforce the conservation
laws [21, 22, 23, 24, 25]. However, there are countless candidates for the nonlinear constraints because they
do not depend on detailed discussions on mathematical structure of the RFP equation.

Here we report a mass-energy-conserving scheme for the RFP equation. As a proof-of-principle, we
focus on isotropic geometry in this paper. The discontinuous Galerkin (DG) method is chosen since the
conservation laws are expressed as weak formulations of the Fokker–Planck equation, and the conservative
boundary condition is easy to be implemented as the numerical flux. The rest of this paper is as follows. In
Sec. 2, the structure which should be preserved in unlike-particle collision is revealed through derivation of
the conservation laws. Actual implementation of the proposed scheme is shown in Sec. 3. Some numerical
experiments are performed in Sec. 4 to verify the computational theory. Section 5 is the conclusions of this
paper.

2. Analytic derivation of conservation laws

In the rest of this paper, the distribution function is assumed to be isotropic, so Eqs. (1) and (4) are
expressed as follows:

∂fs
∂t

= Γs/s′
1

u2
∂

∂u

(
u2
∂2Gs′

∂u2
∂fs
∂u
− ms

ms′
u2
∂Hs′

∂u
fs

)
, (9)

1

u2
∂

∂u

(
u2
∂Hs′

∂u

)
= −8πfs′ ,

1

u2
∂

∂u

(
u2
∂Gs′

∂u

)
= Hs′ , (10)

where u = |u| is the norm of momentum per unit mass. The conservation laws are discussed as weak
formulations of Eq. (9). Note that the law of momentum conservation is automatically preserved since the
distribution function is isotropic. The conservation laws of mass and energy are discussed in the following
subsections.

2.1. The mass conservation

The mass conservation is expressed as a zeroth-order moment of Eq. (9):

∫ u1

u0

∂fs
∂t

msu
2du = m2

sΓs/s′

[
1

ms
u2
∂2Gs′

∂u2
∂fs
∂u
− 1

ms′
u2
∂Hs′

∂u
fs

]u1

u0

, (11)

where u2 is the Jacobian of the isotropic coordinate, and the control volume is a spherical shell whose inner
and outer radii are u0 and u1, respectively. Mass in the control volume only depends on surface integrals,
so the RFP equation naturally satisfies the law of mass conservation.

2.2. The energy conservation

The energy moment equation is expressed as a second-order moment of Eq. (9):

∫ u1

u0

∂fs
∂t

ms
1

2
u4du = m2

sΓs/s′

[
1

2ms
u4
∂2Gs′

∂u2
∂fs
∂u
− 1

2ms′
u4
∂Hs′

∂u
fs

]u1

u0

−m2
sΓs/s′

∫ u1

u0

u3
(

1

ms

∂2Gs′

∂u2
∂fs
∂u
− 1

ms′

∂Hs′

∂u
fs

)
du. (12)
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Usually, Eq. (12) is used as one of the discretized equations in the DG method, but the law of energy
conservation can be violated numerically due to truncation errors. What is problem is the relation between
the energy moment equation for each species Eq. (12) and conservation of total energy is unclear. The energy
of each species is relaxed through the interaction between species “s” and “s′,” so the energy moment equation
of each species cannot be described in the conservative form. Therefore, the law of energy conservation should
be discussed as sum of those.

By using integration-by-parts to the volume intgral of Eq. (12),

∫ u1

u0

∂fs
∂t

ms
1

2
u4du = m2

sΓs/s′

[
1

2ms
u4
∂2Gs′

∂u2
∂fs
∂u
− 1

2ms′
u4
∂Hs′

∂u
fs

]u1

u0

−m2
sΓs/s′

[
1

ms
u3
∂2Gs′

∂u2
fs

]u1

u0

−
m2

sΓs/s′

8πms

[
u2

∂

∂u
(uHs′)

∂Hs

∂u

]u1

u0

+m2
sΓs/s′

∫ u1

u0

(
u3fs
ms′

∂Hs′

∂u
− u3fs′

ms

∂Hs

∂u

)
du. (13)

The point of this paper is that the thermal relaxation term, which is identical to the volume integral of
Eq. (13),

Rs/s′ = m2
sΓs/s′

∫ u1

u0

(
ufs
ms′

∂Hs′

∂u
− ufs′

ms

∂Hs

∂u

)
u2du, (14)

has skew-symmetry between species “s” and “s′.” Owing to the skew-symmetry and Eq. (3), the energy
conservation can be derived since Rs/s′ + Rs′/s = 0. The distribution function “f” and potential “H” may
include truncation errors after discretization, but such errors behave on Eq. (14) skew-symmetrically and are
cancelled out exactly. Our scheme introduced in Sec. 3 is based on Eq. (13) rather than Eq. (12). Therefore,
the skew-symmetry of Eq. (14) is the mathematical structure which should be preserved to maintain the
energy conservation.

Here we consider the physical meaning of the skew-symmetric thermal relaxation term. Reference [19]
proposed the following expression of the RFP equation:

∂Hs

∂u
fs = − 1

8π

∂

∂u
·

(
∂Hs

∂u
⊗ ∂Hs

∂u
− I

2

∣∣∣∣∂Hs

∂u

∣∣∣∣2
)
. (15)

Equation (15) came from similarity with the Maxwell stress tensor in electromagnetism, and it was one of
the most important structure in their paper. Although the above formula Eq. (15) itself is not useful for the
multispecies RFP equation, some similar terms appear in Eq. (14). In the Maxwell stress tensor formalism,
“∂Hs/∂u, ∂Hs′/∂u” are kind of the electric field, and “fs, fs′” are kind of the charge density of species
“s, s′,” respectively. The primary term of Eq. (14) means the positive work done by the Coulomb force
of “s′” acting on the species “s,” and the secondary term means the negative counterpart. The thermal
relaxation term Eq. (14) vanishes when the positive and negative works equilibrate. This is equivalent to
the microscopic mechanical equilibrium between species “s” and “s′,” so the thermal equilibrium state is
established in such a situation. In addition, the thermal relaxation term Eq. (14) also vanishes in the case
of like-particle collision; this ensures that species do not gain kinetic energy from the field generated by
themselves. As a result of above discussions, the skew-symmetry can be understood as the action–reaction
law in physical sense.

3. The structure-preserving scheme based on the discontinuous Galerkin method

In this section, we derive a mass-energy-conserving scheme by preserving the skew-symmetry. The
thermal relaxation term is included to the energy moment equation, it is natural to construct a conservative
scheme by the finite-element method. The DG method gives boundary conditions through the numerical flux
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unlike the continuous Galerkin method, so the conservative boundary condition is easy to be implemented
in the DG method. The DG method is designed to solve first-order PDEs, so the second-order PDEs (9)
and (10) are separated into a system of first-order PDEs by introducing additional unknowns as follows:

∂fs
∂t

= Γs/s′
1

u2
∂

∂u

{
u2
(
Hs′ −

2

u
Gu,s′

)
fu,s −

ms

ms′
u2Hu,s′fs

}
, (16)

fu,s =
∂fs
∂u

, (17)

1

u2
∂

∂u

(
u2Hu,s′

)
= −8πfs′ , (18)

Hu,s′ =
∂Hs′

∂u
, (19)

1

u2
∂

∂u

(
u2Gu,s′

)
= Hs′ , (20)

Gu,s′ =
∂Gs′

∂u
, (21)

where fu, Hu, Gu are the gradient of f,H,G, respectively. As the conservation laws of mass and energy are
ensured only by Eqs. (11) and (13), Eqs. (17)–(21) can be discretized with arbitrary combination of numerical
flux and nonlinear limiter. Furthermore, the following redundant variable is added to use a nonlinear limiter
for numerical stability:

Es′ =
∂(uHs′)

∂u
, (22)

which is used in the energy equation. The unknowns are expressed as linear combinations of basis functions:

Qi(u, t) =
∑
j

Qi,j(t)φi,j(u), (23)

where Q represents the unknowns, i.e., f, fu, H,Hu, G,Gu, E. As shown in Fig. 1, the indices of unknowns
and grid points are defined as integer and half-integer, respectively. The number of basis functions must
not be less than that of the conservation laws, so the Legendre polynomials of zeroth- and first-order, i.e.
φi,0 = 1, φi,1 = u− (ui+ 1

2
+ ui− 1

2
)/2, are employed in this paper.

3.1. Discretization of Eqs. (18)–(21)

The types of Eqs. (18) and (19) are identical to those of Eqs. (20) and (21) respectively, so only former
PDEs are discussed here. The weak-formulation of Eq. (18) is described as follows:

[
ψi,ku

2Hu,s′
]u−i+1

2

u−
i− 1

2

−
∫ u

i+1
2

u
i− 1

2

dψi,k

du
u2Hu,s′,idu = −8π

∫ u
i+1

2

u
i− 1

2

ψi,ku
2fs′,idu, (24)

where ψ is the test function chosen as ψi,0 = 1, ψi,1 = 1/u, and the numerical flux is determined by the
left-sided limit:

[Q]
u−
i+1

2

u−
i− 1

2

≡ Qi(ui+ 1
2
)−Qi−1(ui− 1

2
), (25)

where the superscript of u−
i+ 1

2

means the left-sided value of ui+ 1
2
. Equation (19) is discretized as follows:
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Figure 1: The indices of unknowns and grid points are defined as integer and half-integer, respectively.

∫ u
i+1

2

u
i− 1

2

ψi,kHu,s′,idu = [ψi,kHs′ ]
u+

i+1
2

u+

i− 1
2

−
∫ u

i+1
2

u
i− 1

2

dψi,k

du
Hs′,idu. (26)

Test function are the same with the basis functions here, i.e., ψi,k = φi,k, and the numerical flux is the
right-sided one:

[Q]
u+

i+1
2

u+

i− 1
2

≡ Qi+1(ui+ 1
2
)−Qi(ui− 1

2
), (27)

where the superscript of u+
i+ 1

2

means the right-sided value of ui+ 1
2
. In this formulation, the numerical flux

at outermost boundary is not decidable, so the following farfield boundary condition should be enforced:

Hs′(u
+
imax+

1
2

) =
8π

uimax+
1
2

∫ u
imax+ 1

2

0

f(u′)u′2du′, (28)

where imax is the number of cells in the computational domain. The distribution function is assumed to be
zero outside the domain. Likewise, the farfield boundary condition for Eq. (21) is as follows:

Gs′(u
+
imax+

1
2

) = 2π

∫ u
imax+ 1

2

0

f(u′)u′2

(
2uimax+

1
2

+
2u′2

3uimax+
1
2

)
du′. (29)

3.2. Discretization of Eqs. (16), (17), and (22)

Equations (17) and (22) are discretized by almost the same way; the right-sided numerical flux is employed
here:
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∫ u
i+1

2

u
i− 1

2

ψi,kfu,s,idu = [ψi,kfs]
u+

i+1
2

u+

i− 1
2

−
∫ u

i+1
2

u
i− 1

2

dψi,k

du
fs,idu, (30)

∫ u
i+1

2

u
i− 1

2

ψi,kEs′,idu = [ψi,kuHs′ ]
u+

i+1
2

u+

i− 1
2

−
∫ u

i+1
2

u
i− 1

2

dψi,k

du
uHs′,idu, (31)

where the boundary conditions for Eq. (30) is fs(u
+
n+ 1

2

) = 0, and the far-field condition (28) for Eq. (31).

As mentioned above, a minmod function is used as the nonlinear limiter:

Ẽs′,i,0 = Es′,i,0, (32)

Ẽs′,i,1 = minmod

(
Es′,i,1,

Es′,i+1,0 − Es′,i,0

ui+ 1
2
− ui− 1

2

,
Es′,i,0 − Es′,i−1,0

ui+ 1
2
− ui− 1

2

)
, (33)

minmod(a, b, c) ≡


min(a, b, c) if a, b, c > 0,

max(a, b, c) if a, b, c < 0,

0 otherwise,

(34)

where Ẽ is the result of minmod operation. Finally, Eq. (16) is discretized as follows to preserve the
mass-energy conservation simultaneously.

∫ u
i+1

2

u
i− 1

2

∂fs,i
∂t

msu
2du = m2

sΓs/s′

[
1

ms
u2
∂2Gs′

∂u2
fu,s

]u−
i+1

2

u−
i− 1

2

−m2
sΓs,s′

[
1

ms′
u2Hu,s′fs

]u+

i+1
2

u+

i− 1
2

, (35)

∫ u
i+1

2

u
i− 1

2

∂fs,i
∂t

ms
1

2
u4du = m2

sΓs/s′

[
1

2ms
u4
∂2Gs′

∂u2
fu,s

]u−
i+1

2

u−
i− 1

2

−m2
sΓs/s′

[
1

2ms′
u4Hu,s′fs

]u+

i+1
2

u+

i− 1
2

−m2
sΓs/s′

[
1

ms
u3
∂2Gs′

∂u2
fs

]u−
i+1

2

u−
i− 1

2

−
m2

sΓs/s′

8πms

[
u2Ẽs′Hu,s

]u+

i+1
2

u+

i− 1
2

+m2
sΓs/s′

∫ u
i+1

2

u
i− 1

2

(
u3fs,i
ms′

Hu,s′,i −
u3fs′,i
ms

Hu,s,i

)
du, (36)

∂2Gs′

∂u2
= Hs′ −

2

v
Gu,s′ . (37)

In this study, the minmod limiter [26] is only used on Es′ , so monotonicity of the distribution function is
not maintained exactly. If the total variation diminishing (TVD) limiters were used on the convective terms
of Eqs. (35) and (36), the spatial accuracy would be degraded to the first-order in exchange for numerical
stability because the convective terms had continuous extrema. The proposed scheme seems to be stable in
the numerical experiments performed later owing to physical dissipation. If the physical dissipation terms
are not enough to mitigate numerical instabilities, one can use additional nonlinear limiters such as weighted
essentially non-oscillatory (WENO) scheme. Although many WENO reconstruction schemes are proposed
for the DG method [27, 28], the WENO reconstruction would destroy the conservative properties of Eqs. (35)
and (36). Therefore, the slope limiter like the finite-volume approach [29, 30] is the only solution to enhance
the numerical stability.
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Figure 2: Snapshots of the distribution functions calculated by the examined schemes in the equilibrium preservation problem.

4. Experiments

In this section, the conservative scheme based on Eq. (13) is compared with a nonconservative discretiza-
tion based on Eq. (12). The numerical experiments take into account both like-particle and unlike-particle
collision. First, the conservative and nonconservative schemes are examined whether an analytic thermal
equilibrium can be maintained against discretization errors. The initial conditions are set as follows:

ms = 1, ms′ = 2, m2
sΓs/s′ = m2

s′Γs′/s = 1, (38)

f0,∗ = 0.001 (50m∗)
3/2

exp
(
−50m∗u

2
)
, (39)

where ∗ = s, s′, and f0 is the initial distribution. Equation (39) represents the Maxwell distribution with the
same temperature for different species, so the distribution function should not evolve since it has already
been thermalized. The distribution function at t = 100 and t = 200 is shown in Fig. 2. The nonconservative
scheme clearly fails to preserve the equilibrium. In contrast, the conservative scheme maintains the initial
distribution well although the numerical solution includes small truncation errors compared to the exact
solution. Figure 3 displays time history of the global conservation errors. The conservative scheme maintains
the conservation laws only with the round-off errors. On the other hand, the energy conservation is violated
by the nonconservative scheme, and the simulation crashes at t ∼ 340 when error of the energy conservation
reaches 100%. Time evolution of temperature is also shown in Fig. 4. The nonconservative scheme suffers
an accelerating numerical cooling, while the conservative scheme maintains the initial temperature well.
Table 1 shows effective order of accuracy for the conservative scheme. The time stepping is determined by
a scaling of ∆t ∝ imax

−2 since time integration is performed by the Euler explicit method. The order of
accuracy has a good agreement with the formal accuracy when the distribution function is resolved well.

Table 1: Effective order of accuracy in the equilibrium preservation problem.

imax ∆t T T ′ Order of Accuracy
32 8× 10−5 0.4994714090624359 0.5005285909351064
45 4.045× 10−5 0.4995837291042263 0.5004162708957715 0.700675
64 2× 10−5 0.4997560759628925 0.5002439240373561 1.51746
90 1.011× 10−5 0.4998677212880675 0.5001322787119834 1.79495
128 0.5× 10−5 0.4999319735574804 0.5000680264473013 1.88806
180 0.2528× 10−5 0.4999649603118326 0.5000350397070178 1.94592

Exact 0.5 0.5 2
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Figure 4: Temperature of each species in the equilibrium preser-
vation problem.

Another example is a nonequilibrium problem in which the distribution functions are initialized with
different temperatures.

ms = 1, ms′ = 2, m2
sΓs/s′ = m2

s′Γs′/s = 1, (40)

f0,∗ = exp
(
−50u2

)
. (41)

The initial distribution does not include the information of mass, so this initial setup does not mean the
equilibrium state unlike the previous problem. Figure 5 shows time evolution of the distribution function.
Although the numerical solution of both schemes agree well until the equilibration (t . 1), the nonconser-
vative scheme cannot maintain the equilibrium after that as shown in Figs. 5e and 5f. Figures 6 and 7 are
the errors of conservation laws and time evolution of the temperature, respectively. Both results show the
same trend with the static numerical experiment.

5. Conclusions

In this paper, we demonstrated that a mass-energy-conserving scheme for the isotropic Rosenbluth–
Fokker–Planck equation can be composed by preserving mathematical/physical structure of the system. The
key point to realize conservative multispecies simulation is that the volume integral of the energy moment
equation is transformed into a skew-symmetric form by integration-by-parts. Although our previous works on
structure-preserving kinetic schemes depend on linearity of the central difference scheme, the present scheme
can accept nonlinear upwind schemes which are mandatory for numerical stability of convection terms.
The conservative scheme is compared with a conventional scheme through some numerical experiments.
Although the mass conservation is preserved by both schemes, the conservative scheme is the only one
which can conserves the total energy strictly. The conservative scheme also reproduces equilibration process
accurately while the nonconservative simulation experiences a fatal crash when the total energy becomes
negative due to numerical cooling. Therefore, conservative Fokker–Planck simulation is also demonstrated
for the Rosenbluth formulation. The derivation of conservation laws are done by an analytic approach in
this paper, so a relativistic extension would be performed by the same strategy.
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Figure 5: Snapshots of the distribution functions calculated by the examined schemes in the thermal equilibration problem.

10



10-16

10-14

10-12

10-10

10-8

10-6

10-4

10-2

100

 0  50  100  150  200  250  300  350  400

E
rr
o
r 
o
f 
c
o
n
s
e
rv
a
tio
n

 l
a
w

 [
-]

Time [-]

Conservative (Mass)
Conservative (Energy)

Nonconservative (Mass)
Nonconservative (Energy)

Figure 6: Errors of the conservation laws in the thermal equi-
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Figure 7: Temperature of each species in the thermal equili-
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