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Data-driven reduced-order modeling for nonautonomous

dynamical systems in multiscale media

Mengnan Li∗ Lijian Jiang†

Abstract

In this article, we present data-driven reduced-order modeling for nonautonomous dynam-
ical systems in multiscale media. The Koopman operator has received extensive attention
as an effective data-driven technique, which can transform the nonlinear dynamical systems
into linear systems through acting on observation function spaces. Different from the case
of autonomous dynamical systems, the Koopman operator family of nonautonomous dy-
namical systems significantly depend on a time pair. In order to effectively estimate the
time-dependent Koopman operators, a moving time window is used to decompose the snap-
shot data, and the extended dynamic mode decomposition method is applied to computing
the Koopman operators in each local temporal domain. Many physical properties in mul-
tiscale media often vary in very different scales. In order to capture multiscale information
well, the dimension of collected data may be high. To accurately construct the models of
dynamical systems in multiscale media, we use high spatial dimension of observation data.
It is challenging to compute the Koopman operators using the very high dimensional data.
Thus, the strategy of reduced-order modeling is proposed to treat the difficulty. The pro-
posed reduced-order modeling includes two stages: offline stage and online stage. In offline
stage, a block-wise low rank decomposition is used to reduce the spatial dimension of initial
snapshot data. For the nonautonomous dynamical systems, real-time observation data may
be required to update the Koopman operators. The online reduced-order modeling is pro-
posed to correct the offline reduced-order modeling. Three methods are developed for the
online reduced-order modeling: fully online, semi-online and adaptive online. The adaptive
online method automatically selects the fully online or semi-online and can achieve a good
trade-off between modeling accuracy and efficiency. A few numerical examples are presented
to illustrate the performance of the different reduced-order modeling methods.
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1 Introduction

Many dynamical problems in engineering and science involve multiple scales and nonlinear-
ity, such as, the flow of fluid in porous media, heat transfer or spread of viscous fluids and
so on. In these problems, the underlying physical laws are often characterized by nonlinear
evolution PDEs. For example, the flow of an isentropic gas through porous media can be
described by porous medium equation [21]. The dynamic behavior of the physical laws may
vary with time and is described by nonautonomous dynamical systems. Common sources of
the time variation include changes in system parameters, source term, stochastic noise and
so on. However, it is often challenging for these problems to have a direct precise mathe-
matical model. With the progress of science and technology, for complex problems, we can
obtain a large amount of measurement data. Because some physical properties (such as hy-
draulic conductivity) in multiscale media have large disparities, the spatial dimension of the
collected data is often very high. Data-driven methods have attracted extensive attention
due to their wide application in practice. Different from the traditional mathematical model
derived from physical laws, the data-driven methods are dedicated to using data to exploit
the model describing complex systems. When the specific form of the model is unknown and
some measurement data about state are available, these data are usually used to construct
the best fitting linear dynamical system in the sense of least squares. However, for a nonlin-
ear dynamical system that changes drastically with time, it is difficult to accurately capture
its dynamical trajectory with a linearized system. Koopman operator [13, 17] as an effec-
tive data-driven tool has received widespread attention. It transforms a finite dimensional
nonlinear system into an infinite dimensional linear system in Hilbert space of observation
functions. For numerical solvability, the Koopman operator is usually approximated in a
finite-dimensional subspace spanned by a set of observation functions [19, 27]. Using these
observation functions and measurement data, an approximate Koopman operator can be
obtained and reflect the dynamical trajectory in the observation function space. Thus, the
dynamical trajectory of the state can also be obtained.

A variety of methods for computing the Koopman operator have been developed in
[12, 15]. Dynamic mode decomposition (DMD) [22, 26, 28] is one of the methods and uses
time series data to construct data-driven models when the specific mathematical model is
unknown. DMD essentially constructs the best fitting linear system for a nonlinear dynamical
system. Williams et al [29] further gave the relationship between Koopman operator and
DMD, and developed extended dynamic mode decomposition (EDMD). This method requires
a measurement data set and a dictionary of observation functions. Through the combination
of measurement data set and observation functions, the observation data set can be obtained.
Then DMD method is applied to the observation data set. In particular, DMD method can
be regarded as a special case of EDMD of dictionary formed by identity function. When
these dictionary functions are sufficiently rich, the matrix calculated by EDMD converges
to the Koopman operator [16]. Sufficient rich observation functions will result in a high
dimensionality of the observation data. In order to improve the computation efficiency of
EDMD, kernel-DMD [30] efficiently computes the inner product in high-dimensional spaces
by a kernel function.

For a nonautonomous dynamical system, the physical law and the nonlinearity of the sys-
tem may significantly depend on time. It may not give an accurate model by directly using
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DMD or its variant methods to estimate Koopman operator in a nonautonomous dynami-
cal system. To treat the difficulty, some extensions of the DMD and EDMD method were
developed to carry out special nonautonomous dynamical systems. I. Mezić and A. Surana
[25] extended the Koopman operator to nonautonomous dynamical systems with periodic
and quasi periodic time dependence. In a time period, EDMD and kernel DMD algorithms
are used to calculate the spectrum of Koopman operator. Multi-resolution dynamic mode
decomposition (mrDMD) [14] is applied to dynamical systems with multiple time scales. It
combines the concepts of DMD and multi-resolution analysis [8], integrates time and space
to separate multiscale spatio-temporal features and constructs an approximate dynamical
model. Online dynamic mode decomposition [32] is a method to update the system de-
scription online over time for time-varying systems. Online DMD can effectively update the
approximate dynamical systems in real time as new data is available. However, this method
relies on the assumption that the number of snapshots is much larger than the state space
dimension. Since the Koopman operator for nonautonomous dynamical system significantly
depends on time, it is desirable to use a moving stencils method to compute the time-
dependent Koopman operator. Maćešić et al [24] showed that there will be a significant
error when Arnoldi-type algorithm is used to compute the eigenvalues of nonautonomous
Koopman operator on moving stencils. However, this issue will not appear when the moving
stencil approach is used as the model fitting method.

In this paper, we propose a strategy of reduced-order modeling for Koopman operators
of nonautonomous dynamical systems in multiscale media. We consider a dynamical model
with multiple scales in space, which makes the dimension of the numerical or experimental
data very high. We use these data to construct the dynamical model through the Koopman
operator. The nonautonomous Koopman operator is a two parameter operator, which de-
pends on the current time and the start time. In order to compute the Koopman operator
accurately, the moving stencil is used to localize spatio-temporal data. In each local stencil,
we assume that the dynamical system is time invariant. Therefore, in the local time interval,
we use EDMD to approximate the Koopman operator. However, for the local snapshot data
of dynamical system in multiscale media, the number of snapshots is less than the spatial
dimension of observation data, so it is difficult to compute the Koopman operator directly.
Therefore, we propose a reduced-order method to reduce the dimension of data, then use
low-dimensional data to approximate the projection of the Koopman operator. When the
data for a new moment is available, Hemati et al [9] propose the Streaming DMD (SDMD)
method, which is a low-storage method that can efficiently compute the Koopman opera-
tor as new data become available. But SDMD is applicable to autonomous systems, where
Koopman operator only depends on the time step, and SDMD is inexpensive to compute the
Koopman operator in the case of increasing the number of snapshots. However, in this paper,
our data comes from nonautonomous dynamical system, the Koopman operator depends on
a time pair. The Koopman operator in the new time interval is different from the Koopman
operator in the previous time interval. In addition, since we use a fixed-size moving stencil,
the number of snapshorts does not increase in the new time interval. Therefore, in order
to predict the trajectory of nonautonomous dynamical system in a new time interval, we
propose online reduced-order modeling method to estimate the Koopman operator.

Data-driven methods for reduced-order modeling use projection operator to transform
the dynamical system in a high-dimensional space into a low-dimensional subspace. These
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methods aim to find low rank spatio-temporal patterns to accurately describe the evolution
of the system. Different from the traditional model reduction method where the governing
models are known (e.g., Galerkin projection onto proper orthogonal decomposition modes),
the data-driven reduced-order modeling is an equation-free approach and uses the features
extracted from the data to construct the dynamical system. These data-driven methods
include dynamic mode decomposition (DMD), sparse identification of nonlinear dynamics
(SINDy) algorithm [2] and the Hankel alternative view of Koopman (HAVOK) algorithm
[1]. The projection operator plays an important role in the reduced-order modeling. In this
paper, we update the projection operator online according to new observation data, so as to
accurately identify the system. These observation data potentially obey a nonautonomous
dynamical system. The projection operator constructed from initially given snapshot data
is called offline projection operator. When new observation data is available in real time,
offline projection operator often may not match it well. To this end, we propose three online
reduced-order modeling methods: fully online, semi-online and adaptive online. The fully
online reduced-order modeling simultaneously updates the online projection operator and
the low-dimensional data by minimizing a decomposition residual. It is able to achieve good
computational accuracy but the computation cost is expensive. The semi-online reduced-
order modeling firstly uses the offline projection operator to obtain the new low-dimensional
data, and then constructs the online projection operator using the new low-dimensional
data. Although the semi-online method significantly reduces the computation complexity,
the modeling accuracy decreases. Combining the advantages of the fully online method and
the semi-online method, the adaptive online reduced-order modeling conditionally selects the
fully online and semi-online reduced-order modeling according to the decomposition residual.
We present a few numerical results to illustrate the effectiveness of the proposed methods.

This paper is organized as follows. In Section 2, we give a short introduction to Koopman
operator. In Section 3, we propose the data-driven method with Koopman operator in
nonautonomous dynamical systems. In Section 4, a few numerical results are presented to
illustrate the performance of the different reduced-order modeling methods. Finally, some
conclusions and comments are given.

2 Preliminaries

In this paper, we consider a time-dependent state u(x, t), whose dynamic behavior is de-
scribed by the following nonlinear PDE,

∂

∂t
u(x, t) = F(κ(x), u, t, I) in Ω× (0, T ]. (2.1)

Here, F is a nonlinear nonautonomous differential operator, which depends on the coefficient
function κ(x), time t, state u and its spatial partial derivatives. I represents the model inputs,
such as source term, initial and boundary conditions. The coefficient function κ(x) may

characterize multiscale media (e.g., permeability field in porous media), the ratio max(κ(x))
min(κ(x))

may be large. The multiscale characteristics of such problems result from the κ(x) of the
multiscale media.

If the model (2.1) is given, we can use an appropriate numerical method (e.g., FEM) to
discretize it. Firstly, the discretization in the spatial variable x will produce an approximate
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solution uh(·, t) in the N -dimensional space Vh, for t > 0. Then the approximate solution
can be expressed by

uh(x, t) =

N∑

i=1

zi(t)ψi(x),

where {ψi(x)}
N
i=1 are the basis functions in Vh. Therefore, the numerical approximation of

system (2.1) produces the following type of nonlinear dynamical system,





dz

dt
= F (z, t), z ∈ R

N

z(0) = z0, z0 ∈ R
N ,

(2.2)

where z(t) = [z1(t), z2(t), · · · , zN(t)]
T . If we use traditional finite element methods to resolve

all scales on a fine grid, then N = Nf represents the number of fine-scale degrees of freedom
and we have fine-scale data z(t) = [z1(t), z2(t), · · · , zNf

(t)]T . The idea of multiscale model
reduction is to use coarse-scale degrees of freedom and multiscale basis functions to effectively
express multiscale solutions. In multiscale finite element methods (e.g., MsFEM [10] and
CEM-GMsFEM [4]), N = Nc represents the number of coarse-scale degrees of freedom,
{ψi(x)}

Nc

i=1 are the multiscale finite element basis functions, and the coarse-scale data z(t) =
[z1(t), z2(t), · · · , zNc

(t)]T , where Nc ≪ Nf . In this paper, when we use coarse-scale data for
modeling, we actually build a reduced order model for multiscale problems. By the data-
driven reduced-order modeling and multiscale basis functions {ψi(x)}

Nc

i=1, we can obtain the
approximate solution of problem (2.1) in fine-scale.

The solution of system (2.2) depends on the current time t and the starting time t0.
The solution of the nonautonomous dynamical system defines a continuous time process, the
process often called the two-parameter semi-group on R

N . Let z ∈ M ⊆ R
N , the definition

of the process is given below.

Definition 2.1. (Process formulation) [5] A process is a continuous mapping S : T × T ×
M → M such that the two-parameter family St,t0 = S(t, t0, ·) for t, t0 ∈ T satisfies the
cocycle property

St+s,s ◦ Ss,t0 = St+s,t0 ,

St0,t0 = id.
(2.3)

The mapping S is called the process and the two-parameter family St,t0 is called the nonau-
tonomous flow.

The solution of the nonautonomous dynamical system (2.2) generates the nonautonomous
flow St,t0 , where z(t, t0, z0) = St,t0(z0).

Our purpose is to use M temporal snapshots of the solution to learn the time-dependent
dynamical system F . Instead of using snapshots to approximate F by linearizing the dy-
namical system (2.2), we transform the nonlinear finite dimensional system in state space M
into a linear infinite dimensional system in observation function space G(M) by Koopman
operator. The following definition is given for the Koopman operator.
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Definition 2.2. (Koopman operator) Consider the space G(M) of scalar observables g :
M → R. The two-parameter Koopman operator family Kt,t0 : G(M) → G(M) is defined
by

Kt,t0g(z0) := g

(
St,t0(z0)

)
.

Remark 2.1. The observation functions play an important role in constructing/approximating
the Koopman operator. When a set of scalar-valued observables are functions of state z, the
scalar observables g : M → R. Then the Koopman operator family of nonautonomous dy-
namical systems is a two-parameter family. However, when a set of scalar-valued observables
are functions of state z and time t [25], the scalar observables g : M× T → R. Then the
Koopman operator family is a single parameter family. The specific comparison is described
in Appendix A for the convenience of readers. In this paper, we consider the Koopman
operator depends on two parameters.

From the cocycle property of the nonautonomous flow St,t0 , we have

Kt0,t0g(z0) = g
(
St0,t0(z0)

)
= g(z0),

Kt+s,t0g(z0) = g
(
St+s,t0(z0)

)
= g

(
St+s,s ◦ Ss,t0(z0)

)

= g
(
St+s,s(zs)

)
= Kt+s,sg(zs) = Kt+s,sg

(
Ss,t0(z0)

)

= Kt+s,s ◦ Ks,t0g(z0).

Consequently, the nonautonomous Koopman operator also satisfies the cocycle property,

Kt0,t0 = id, Kt+s,t0 = Kt+s,s ◦ Ks,t0.

We can define the continuous-time infinitesimal generator of the Koopman operator fam-
ily. For ∀g ∈ G(M), we have

L(t0)g(z0) := lim
△t→0

Kt0+△t,t0g(z0)− g(z0)

△t
. (2.4)

Applying the chain rule to the time derivative of g(z), we get

d

dt
g(z(t)) = ∇g(z(t)) · ż(t) = ∇g(z(t)) · F (z, t),

and
d

dt
g(z(t))|t=t0 = lim

△t→0

g(z(t0 +△t))− g(z0)

△t
= L(t0)g(z0).

So we obtain the following relation for this generator family,

L(t0)g(z) = ∇g(z) · F (z, t0).

Thus L(t) induces a linear dynamical system in continuous-time,

d

dt
g(z) = L(t)g(z), ∀g ∈ G(M). (2.5)
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Consequently, for a nonlinear nonautonomous dynamical system, the infinitesimal generator
L of the Koopman operator family can induce a linear nonautonomous dynamical system.
That is, ∀g ∈ G(M),

dz

dt
= F (z, t) ⇒

d

dt
g(z) = L(t)g(z).

Instead of capturing the evolution of all observation functions in the infinite dimensional
space G(M), we apply Koopman analysis to estimate the evolution in a finite-dimensional
subspace G(M) ⊆ G(M) spaned by a set of linearly independent observation functions
{g1, . . . , gq}(q < ∞). The Galerkin projection of the Koopman operator Kt,t0 to G(M) is
the linear operator Kt,t0

P : G(M) → G(M) satisfying, for ∀t, t0 ∈ T, ∀h(z) ∈ G(M),

〈
Kt,t0h(z), gj(z)

〉
=

〈
Kt,t0

P h(z), gj(z)
〉
, j = 1, 2, · · · , q.

where < ·, · > is a inner product in G(M). For the convenience of explanation, in this paper
we use < h(z), g(z) >:=

∫
M
h(z)g(z)dz.

Theorem 2.1. [16]: If the Koopman operator is bounded, then the sequence of operators
Kt,t0

P converges strongly to Kt,t0 as q → ∞, i.e.,

lim
q→∞

∫

M

|Kt,t0
P h(z)−Kt,t0h(z)|2dµ = 0

for all h(z) ∈ G(M).

In the finite dimensional subspace G(M), we have

∀g(z) ∈ G(M), Kt,t0
P g(z) ∈ G(M).

In particular, if the subspace G(M) is an invariant subspace of the Koopman operator Kt,t0 ,
that is,

∀g(z) ∈ G(M), Kt,t0g(z) ∈ G(M),

then
Kt,t0g(z) = Kt,t0

P g(z), ∀g(z) ∈ G(M).

In order to realize the numerical computation, we focus on the operator Kt,t0
P , which is the

projection of Koopman operatorKt,t0 in the finite dimensional subspace. In general, extended
dynamical mode decomposition (EDMD) [29] is a method to obtain an approximation of the
operator Kt,t0

P . We consider the restriction of Kt,t0
P to G(M) and denote it by Kt,t0

P |G. In
particular, Kt,t0

P |G = Kt,t0 |G when G is an invariant subspace of the Koopman operator or
q → ∞. In the following description, we assume Kt,t0

P |G = Kt,t0 |G.
The Kt,t0

P |G is a finite-dimensional linear operator. Let g = [g1, . . . , gq]
T be a vector-

valued observation. Then Kt,t0
P |G has a matrix-form representation Kt,t0 ∈ R

q×q with respect
to {g1, . . . , gq}, i.e.,
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g(z(t)) =




g1(z(t))
g2(z(t))

...
gq(z(t))


 =




Kt,t0g1(z0)
Kt,t0g2(z0)

...
Kt,t0gq(z0)


 =




kt,t011 kt,t012 . . . kt,t01q

kt,t021 kt,t022 . . . kt,t02q
...

...
...

kt,t0q1 kt,t0q2 . . . kt,t0qq







g1(z0)
g2(z0)

...
gq(z0)




= Kt,t0g(z0).

Therefore, in the finite dimensional subspace G(M), we have

g(z(t)) = Kt,t0g(z0). (2.6)

According to the cocycle property of Koopman operator family Kt,t0 , it is easy to verify
that the two-parameter matrix Kt,t0 also satisfies the following property,

Kt0,t0 = I, Kt+s,t0 = Kt+s,sKs,t0.

Similar to the definition and properties of the generator L(t) of Koopman operator family
Kt,t0 , we obtain that the generator L(t) ∈ R

q×q of matrix family Kt,t0 satisfies the following
dynamical system,

d

dt
g(z) = L(t)g(z). (2.7)

The approximate nonautonomous Koopman operator Kt,t0
P eigenvalue λt,t0 and eigenfunction

ϕλt,t0 are defined by
Kt,t0

P ϕλt,t0 (z0) = λt,t0ϕλt,t0 (z0). (2.8)

Proposition 2.2. If
{
λt,t0i ,wt,t0

i , vt,t0
i

}q

i=1
are the triple of the eigenvalues, left and right

eigenvectors of the matrix Kt,t0, then

ϕt,t0
i (z) = (wt,t0

i )Tg(z)

are the eigenfunctions of the approximate nonautonomous Koopman operator Kt,t0
P corre-

sponding to eigenvalues λt,t0i , i = 1, 2, · · · , q.
Moreover, if matrices L(t) commute and are diagonalizable, with eigenvalues θi(t) and

the corresponding left eigenvectors wi, then

λt,t0i = exp

(∫ t

t0

θi(τ)dτ

)
, w

t,t0
i = wi.

Proof. Notice that
Kt,t0 = V t,t0Λt,t0(W t,t0)T ,

where Λt,t0 = diag(λt,t01 , λt,t02 , · · · , λt,t0q ), the columns of matrix W t,t0 are the left eigenvectors
of matrix Kt,t0 , and the columns of matrix V t,t0 are the right eigenvectors.
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Since the approximate nonautonomous Koopman operator Kt,t0
P is a linear operator, act-

ing on the observation function ϕt,t0
i implies that

Kt,t0
P ϕt,t0

i (z0) = Kt,t0
P (wt,t0

i )Tg(z0)

= (wt,t0
i )TKt,t0

P g(z0)

= (wt,t0
i )TKt,t0g(z0)

= λt,t0i (wt,t0
i )Tg(z0)

= λt,t0i ϕt,t0
i (z0).

So ϕt,t0
i is the eigenfunction of the operator Kt,t0

P .
If matrices L(t), t ∈ T commute and are diagonalizable, then they are simultaneously

diagonalizable. They share the common left eigenvectors {wi}
q
i=1 and right eigenvectors

{vi}
q
i=1. Then L(t) = V Θ(t)W T , where Θ(t) = diag(θ1(t), θ2(t), · · · , θq(t)), the columns of

matrix W are the common left eigenvectors, and the columns of matrix V are the common
right eigenvectors.

Because
d

dt
g(z) = L(t)g(z),

we have

g(z(t)) = exp

(∫ t

t0

L(τ)dτ

)
g(z0).

Combined with the equation (2.6), we get

Kt,t0 = exp

(∫ t

t0

L(τ)dτ

)
= V exp

(∫ t

t0

Θ(τ)dτ

)
W T .

So

w
t,t0
i = wi, v

t,t0
i = vi, λt,t0i = exp

(∫ t

t0

θi(τ)dτ

)
, i = 1, 2 · · · , q.

Kt,t0 = Kt,sKs,t0

= V t,sΛt,s(W t,s)TV s,t0Λs,t0(W s,t0)T

= V Λt,sΛs,t0W T (matrices L(t) commute and are diagonalizable).

For complex nonautonomous multiscale problems, in order to accurately capture the
information of all scales, the measurement data z in fine scale may be desirable. However, it
is expensive to directly obtain fine-scale data. If we have some prior knowledge of the model,
it will be relatively cheap to collect coarse-scale data. Whether fine-scale data or coarse-
scale data are used, the dimension q of subspace G needs to be large enough to accurately
estimate the evolution of observation function by using Koopman operator. Therefore, for
multiscale problems, the spatial dimension of the observation data is much larger than the
number of snapshots. In addition, nonautonomous Koopman operators depend on time, this
poses a great challenge to predict the trajectory of the system using data. In this paper,
we will develop an efficient online method to compute the Koopman operator and construct
surrogate models for nonautonomous dynamical systems using data when the model F is
unknown.
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3 Data-driven modeling

In this section, we propose a numerical method for efficient computation of nonautonomous
Koopman operators.

Suppose that for nonautonomous system (2.2), we have selected a finite number of obser-
vation functions g := {g1, g2, · · · , gq} and we are given snapshots of data {z0, z1, · · · , zM},
where zi = z(ti), ti = i∆t, ∆t is the time-step. So we have snapshot data of the observable

S =
[
g(z0), g(z1), · · · , g(zM )

]
,

where the number of rows of S represents the spatial dimension, and the i-th column of S
represents the observation data at time ti.

We have the following two goals:

• Using these snapshots to compute the approximation of the Koopman operatorsKtk ,tk−1 , k =
1, · · · ,M . This stage is offline.

• When new observation data g(zN ) is available in real time, the approximation of
Koopman operator KtN ,tM can be realized efficiently, where tM<tN . This stage is
online.

For the nonautonomous dynamical system, in order to compute Koopman operator by
using snapshot data, we assume that over a time window ti ∈ [tk, tk+m],

g(zi+1) ≈ Ktk+1,tkg(zi), i = k, k + 1, · · · , k +m− 1, (3.9)

where m is fixed over the computational domain. So the local stencil of snapshots are
generated by data collected over each time window [tk, tk+m], k = 0, 1, 2, · · · ,M −m. Let us
look at the local stencil snapshots

Sk = [g(zk), g(zk+1), · · · , g(zk+m)].

We use the forward-positioned stencil only for technical reasons, because otherwise there is
no data for the first local snapshot. To use the EDMD method to approximate the matrix
Ktk+1,tk , we first need to divide the snapshots into two data matrices X and Y ,

X = [g(zk), g(zk+1), · · · , g(zk+m−1)],

Y = [g(zk+1), g(zk+2), · · · , g(zk+m)].

According to the equation (3.9), we get

Y ≈ Ktk+1,tkX.

The EDMD method obtains an estimate of the linear map Ktk+1,tk by solving the following
least-squares problem,

Atk+1,tk = argmin
Â

‖Y − ÂX‖2F . (3.10)
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The estimator for the best-fit linear map is given by

Atk+1,tk := Y X†,

where X† is the Moore-Penrose pseudoinverse of X. Notice that the matrices X,Y ∈ R
q×m.

Because the nonautonomous dynamical system changes with time, our hypothesis g(zi+1) ≈
Ktk+1,tkg(zi) is only true in a short period of time. Therefore, the spatial dimension of
local stencil snapshots is much larger than the temporal dimension, that is q > m. This
issue particularly happens in multiscale problems. In this case, matrix Atk+1,tk is difficult to
solve directly. For multiscale problems, measurement data z at different spatial scales will
significantly affect the dimension q of the selected finite dimensional space. The q will be
relatively large if the spatial fine-scale data is collected. For example, when g(z) = z, the
dimension of the measurement data z affects the dimension of the observation data g(z).
In order to treat high-dimensional data, we propose a reduced-order modeling method for
the high-dimensional snapshot data S to obtain low-dimensional data B, and the Koopman
operator can be approximated efficiently by using the low-dimensional data. When new data
is available, the projection operator for reduced-order modeling obtained from snapshots data
may not match the new data well. To overcome the difficulty, we also propose an online
adaptive method to realize the spatial reduction of high-dimensional data.

3.1 Offline reduced-order modeling

Due to the high spatial dimensionality of the data, it is very computationally expensive to
directly use the method of low rank decomposition (such as SVD) to reduce the dimension
of data. In this subsection, we first divide the data into spatial blocks and then use the low
rank decomposition method to obtain low-dimensional data, so as to effectively construct the
nonautonomous Koopman operator. Now we introduce the method of offline reduced-order
modeling in details.

• First, we divide snapshot data S ∈ R
q×(M+1) into b blocks by row and the size of each

block is q

b
× (M + 1). For the convenience of elaboration, let b = 3. Then

S =




S1

S2

S3


 .

• Next, we perform a low-rank decomposition for each block Si. Take the SVD of Si,

Si = WΣV ∗ =

p∑

j=1

wjσjv
∗
j ,

where W = [w1,w2, . . . ,wk] ∈ R
q×p and V = [v1, v2, . . . , vk] ∈ R

(M+1)×p are or-
thonormal, Σ ∈ R

p×p is diagonal, and p = min(q,M+1). The r dominant left singular
vectors are of interest, we take

Qi = [w1, . . . ,wr], Bi = (Qi)∗Si,
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where Qi ∈ R
q

b
×r, Bi ∈ R

r×(M+1) and r 6 min( q
b
,M + 1),

S ≈




Q1B1

Q2B2

Q3B3


 = diag(Q1,Q2,Q3)




B1

B2

B3


 = Q̃B̃.

Here the size of matrix B̃ is (b× r)× (M + 1). If we divide more blocks, b× r is still

very large. In this situation, we can perform low-rank decomposition on B̃ and obtain

B̃ = Q̂B.

The offline projection operator Qoff ∈ R
q×r can be formed as

Qoff = Q̃Q̂.

In the end, we get
S ≈ QoffB,

where Qoff ∈ R
q×r,B ∈ R

r×(M+1), r 6 min(q,M + 1) and Q∗
offQoff = I.

• Finally, we get low-dimensional snapshot data B = [b0, b1, · · · , bM ].

Therefore, the Ktk+1,tk by the EDMD method on the high-dimensional local snapshots
Sk = [g(zk), g(zk+1), · · · , g(zk+m)] can be constructed by using the low-dimensional local
snapshots Bk = [bk, bk+1, · · · , bk+m]. Next, we show the relationship between the linear
operator using low dimensional data and the Koopman operator.

We divide these data Bk into two matrices Bk,X ∈ R
r×m and Bk,Y ∈ R

r×m,

Bk,X = [bk, bk+1, · · · , bk+m−1]

Bk,Y = [bk+1, bk+2, · · · , bk+m]

And then we solve the least-squares problem as follows

A
tk+1,tk
B = argmin

Â

‖Bk,Y − ÂBk,X‖2F = Bk,Y B
†
k,X . (3.11)

The least-squares problem (3.11) using the low-dimensional data B corresponds to the least-
squares problem (3.10) using the high-dimensional data S. Since Q∗

offQoff = I, we have

A
tk+1,tk
B = argmin

Â

‖Bk,Y − ÂBk,X‖2F

= argmin
Â

‖QoffBk,Y −QoffÂBk,X‖2F

= argmin
Â

‖QoffBk,Y −QoffÂQ∗
offQoffBk,X‖2F

= argmin
Â

‖Y −QoffÂQ∗
offX‖2F .
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Therefore, the matrix Ktk+1,tk ≈ QoffA
tk+1,tk
B Q∗

off. For autonomous continuous time dynami-
cal systems, the generator L of Koopman operator semigroup satisfies Ktk+1,tk = exp(L∆t).

We can approximate the generator L of the Koopman operator semigroup by L ≈ K
tk+1,tk−I

∆t
.

Since we assume that the nonautonomous system (2.2) is time invariant in a local short pe-
riod of time, we have, 




dg(z)

dt
= Ltk+1,tkg(z), ∀t ∈ (tk, tk+m]

g(z(tk)) = g(zk),

where Ltk+1,tk ≈ K
tk+1,tk−I

∆t
. So the trajectory in the observation function space G(M) using

the generator of the Koopman operator semigroup as

g(z(t)) = Ltk+1,tk(t− tk−1)g(zk), ∀t ∈ (tk, tk+m].

The trajectory in the state space M is then obtained by

z(t) = g−1(g(z(t)), ∀t ∈ (tk, tk+m],

where the inverse function g−1 : g(z) → z, is in the sense of least-squares if g is not
invertible. The work [18] presents a deep learning method to find the map g−1 from data.
Figure 3.1 illustrates the flow chart of using Koopman operator to realize the state trajectory
prediction of the dynamical system.

Figure 3.1: The flow chart of offline trajectory prediction
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3.2 Online reduced-order modeling

In this section, we introduce three methods to numerically approximate the Koopman op-
erator KtN ,tM when new observation data g(zN) is available in real time and the projection
operator for reduced-order modeling obtained from offline snapshot data does not match the
new data well. The first method is to obtain the online projection operator Qon and new
low dimensional data Bnew simultaneously by directly solving the low rank decomposition
least-squares problem of the new data matrix. This method can achieve good accuracy,
but the computation cost is expensive. The second method is a combination of offline and
online methods. The offline projection operator is first used for the new data to obtain the
corresponding low-dimensional data, and then the online projection operator is obtained ac-
cording to the new low-dimensional data. The computation cost of this method is relatively
cheap. Combining the advantages of the two methods, the third method adaptively selects
the reduced-order modeling method according to the residual of data matrix decomposition.

In practical problems, we may get new observation data g(zN) in real time. In order to
numerically compute Koopman operator KtN ,tM , we use the following local stencil snapshots,

Snew = [g(zM−m+1), · · · , g(zM), g(zN)].

We use the backward-positioned stencil only for technical reasons, because otherwise there
is no data for the new local snapshot. If tN − tM = Dt = (N −M)∆t, we take m observation
data as Snew in time step Dt. Similarly, we decompose the high-dimensional data Snew to
obtain the online projection operator Qon and the low-dimensional data Bnew, and apply the
EDMD method to the low-dimensional data to obtain the projection AtN ,tM of the matrix
KtN ,tM on the low-dimensional space, where KtN ,tM = QonA

tN ,tMQ∗
on.

3.2.1 Fully online reduced-order modeling

Similar to the offline reduced-order modeling, for the local snapshot matrix Snew ∈ R
q×m

with new observation data, we hope to find the online projection operator Qon ∈ R
q×r and

the new low-dimensional data Bnew ∈ R
r×m, such that QonBnew can approximate the data

matrix Snew well, and also expect that Q∗
onQon = I. Therefore, we consider the following

constrained minimization problem,

[Qon,Bnew] = argmin
Q,B

‖Snew −QB‖2F s.t. Q∗Q = I. (3.12)

By the work [7], the Qon corresponding to minimization problem (3.12) is composed of the
first r dominant left singular vectors of Snew and Bnew = Q∗

onSnew.
The residual of this decomposition is

‖Snew −QB‖2F =

m∑

i=r+1

σ2
i (Snew),

where σi(Snew) represents the i-th singular value of Snew. The singular values are sorted in
descending order.

Computation complexity significantly impacts on the reduced-order modeling. We now
give the computation complexity of Qon and Bnew in the above method. Because matrix
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Snew has size q ×m and q > m, we use truncated SVD to get Qon. In order to get Qon, the
computation complexity (measured by the number of multiplication operations) [20] is

CQon
= O(2qm2 +m3 +m+ qm)

and the computation complexity of Bnew is

CBnew
= O(rqm).

3.2.2 Semi-online reduced-order modeling

In order to avoid the expensive updates Qon and Bnew, we propose an efficient method to
obtain Qon and Bnew. We combine the offline projection operator to obtain Bnew, and then
construct the online projection operator by minimizing the decomposition error. Therefore,
we call it semi-online reduced-order modeling.

Firstly, the new low-dimensional data bN is obtained by using the offline projection
operator Qoff,

bN = Q∗
offg(z

N ). (3.13)

The low-dimensional local stencil snapshots Bnew can be obtained only manipulating the
new data g(zN),

Bnew = [bM−m+1, · · · , bM , bN ],

where bN is updated by E.q.(3.13) and [bM−m+1, · · · , bM ] come from offline low-dimensional
snapshot data B = [b0, b1, · · · , bM ].

Next, we obtain the online projection operator Qon by solving the following constrained
least squares problem,

Qon = argmin
Q

‖Snew −QBnew‖
2
F s.t. Q∗Q = I. (3.14)

The problem (3.14) is known as the orthogonal Procrustes problem. Zou et al [31] gave a
solution to this problem. Let the SVD of SnewB

∗
new be UDL∗. Then the solution of problem

(3.14) is obtained by
Qon = UL∗. (3.15)

Now we check the computation complexity to compute Bnew and Qon from equations
(3.13) and (3.15), respectively. Similarly, since matrix SnewB

∗
new has size q × r and q > r,

we use truncated SVD to get Qon. The computation complexity of Qon,

CQon
= O(2qr2 + r3 + r + qr + qmr),

and the computation complexity of Bnew,

CBnew
= O(rq).

Because r 6 m ≪ q, the computation complexity of semi-online reduced-order modeling is
lower than the fully online reduced-order modeling.
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3.2.3 Adaptive online reduced-order modeling

When new data is available, we combine the advantages of fully online reduced-order mod-
eling and semi-online reduced-order modeling and propose an adaptive method to update
Qon and Bnew according to the residual of decomposition. This adaptive method can avoid
expensive updating Qon and Bnew every time.

Because the fully online reduced-order modeling can achieve good modeling accuracy,
but the computation cost is expensive. The semi-online reduced-order modeling is relatively
cheap. Therefore, when the projection operator for reduced-order modeling needs to be up-
dated online when new real-time observation data is available, the semi-online reduced-order
modeling is preferred. Figure 3.2 shows the flow chart of the adaptive online reduced-order
modeling. Firstly, a tolerance threshold ǫ of decomposition error is given. When the new
observation data is available, the offline projection operator acts on the new data. If the
decomposition error is larger than the threshold, then semi-online reduced-order modeling
method is applied. If the new decomposition error obtained by the semi-online reduced-order
modeling is still larger than the threshold, the fully reduced-order modeling is adopted. At
this time, to further improve the accuracy, the number of basis functions of the projec-
tion operator is often increased when using the fully reduced-order modeling. The detailed
procedure for the adaptive method is presented in Algorithm 1.

Figure 3.2: The flow chart of adaptive online reduced-order modeling
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Algorithm 1 Adaptive online reduced-order modeling

Input: The local snapshot data Snew = [g(zM−m+1), · · · , g(zM), g(zN)], offline projection
operator Qoff and low-dimensional data Boff = [b0, · · · , bM ], threshold ǫ > 0, target-rank r,
number of supplementary basis functions ra.
Output: The matrix KtN ,tM , which is an approximation of the Koopman operator KtN ,tM .
1: Compute bN = Q∗

offg(zN), So Bnew = [bM−m+1, · · · , bM , bN ]

2: Calculate relative error e = ‖Snew−QoffBnew‖
‖Snew‖

3: Take SVD of Snew and SnewB
∗
new: Snew = WΣV ∗ and SnewB

∗
new = UDL∗

4: If e 6 ǫ do
Set Qon = Qoff

else do
Set Qon = UL∗

The relative error enew = ‖Snew−QonBnew‖
‖Snew‖

If enew > ǫ do
Set rnew = r + ra
Set Qon = [w1, . . . ,wrnew],Bnew = Q∗

onSnew

end
end

5: Let Bnew,X = [bM−m+1, · · · , bM−1, bM ], Bnew,Y = [bM−m+2, · · · , bM , bN ]

6: Set AtN ,tM = Bnew,Y B
†
new,X

7: Finally, KtN ,tM = QonA
tN ,tMQ∗

on

4 Numerical results

In this section, we present some numerical examples for the nonlinear nonautonomous dy-
namical systems by using the proposed reduced-order modeling. For the new observation
data available in real time, we compare the different online methods to model the evolution
of state with respect to time. In Section 4.1, for nonautonomous dynamical systems, we
present a fully data-driven method to realize trajectory prediction. When new real-time ob-
servation data are obtained, we compare the trajectory prediction of fully online, semi-online
and adaptive online reduced-order modeling. In Section 4.2, we collect the snapshots data
from a porous media model and compare the CPU time of the different methods. In Section
4.3, we show the numerical results of trajectory prediction of multiscale p-Laplacian equation
with data from spatial fine-scale and spatial coarse-scale. Two high contrast coefficient fields
κ(x) used in the numerical examples are shown in Figure 4.3.

4.1 Discrete nonautonomous dynamical system

In this subsection, we consider a low-dimensional nonautonomous dynamical system to il-
lustrate the performance of the proposed method. Because the state of nonautonomous
dynamical system changes with respect to time, a large error may occur when using the of-
fline projection operator to obtain the new observation data. Therefore, it is very necessary
to update projection operator in real time based on the new observation data. This example
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Figure 4.3: Two coefficient fields

focuses on the numerical results of different online reduced-order modeling methods for new
observation data. We consider the following nonlinear nonautonomous dynamical system,

{
x1,n+1 = A1(tn)x1,n

x2,n+1 = A2(tn)(x2,n − x2
1,n),

(4.16)

where the subscript n represents at time tn = n△t, x1,n = [x1,1(tn), x2,1(tn), x3,1(tn)]
T ,x2 =

[x1,2(tn), x2,2(tn), x3,2(tn)]
T ,x2

1 = [x21,1(tn), x
2
2,1(tn), x

2
3,1(tn)]

T and the initial state is given by
x1,0 = [0.4, 0.6, 0.05] and x2,0 = [0.01, 0.02, 0.001], and

A1(tn) = diag(α1,1(tn), α2,1(tn), α3,1(tn))

A2(tn) = diag(α1,2(tn), α2,2(tn), α3,2(tn)).

In particular, we take

αi,j(t) = βi,j + ai,j cos(ωi,jt) + bi,j sin(ωi,jt), i = 1, 2, 3 j = 1, 2.

Because 


x1,n+1

x2,n+1

x2
1,n+1


 =




A1(tn) 0 0
0 A2(tn) −A2(tn)
0 0 A2

1(tn)






x1,n

x2,n

x2
1,n


 ,

we know that {x1,x2,x
2
1} spans a Koopman invariant subspace of the system (4.16). We

choose {x1,x2,x
2
1} as the observation functions. In this example, we use the data in the

time interval [0, 0.5] as the snapshot data. Figure 4.4 shows the measurement data of each
part of the 6-dimensional dynamical system (4.16) and the new real-time data. The black
solid line represents the trajectory of x over time, the blue dot represents snapshot data,
and the red dot represents new data which is available in real time.

Our numerical experiment is based on the fact that we only have observation data from
the previous time, the new observation data is available in real time and the dynamical

18



model is unknown. If we directly use EDMD method to estimate Koopman operator without
knowing the specific model, then we will simulate a wrong trajectory by using the observation
data that potentially subject to nonautonomous system, because EDMD is only applicable
to the autonomous system. The numerical results are presented in figure 4.5.

In this article, we use a moving time window to update the local stencil snapshots to
compute each Kti+1,ti . This makes our method not only suitable for nonautonomous dy-
namical system but also for autonomous dynamical system. Our proposed method not only
use moving time window in time, but also perform spatial dimension reduction. When the
dynamical model changes drastically respect to time, the offline collected snapshot data can
not reflect the overall information of the model, we need to update the projection operator
in real time according to the new observation data.

Figure 4.6 shows that when new real-time data is available, the offline projection operator
is still used to predict the future trajectory. As we can see from this figure, in the time interval
of snapshot data, this method has a good fitting for the reference trajectory, but beyond
this time interval, even if the new observation data is obtained, the state predicted by this
method still deviates from the true trajectory.

For nonautonomous dynamical system, it is necessary to update the projection operator
online for new observation data. Figure 4.7 presents the prediction results using the fully
online reduced-order modeling. Although the accuracy is improved, it consumes a lot of
computing resources. Figure 4.8 shows the trajectory prediction of the semi-online reduced-
order modeling, which is a relatively cheap online method. It first uses the offline projection
operator to obtain Bnew, and then solves the optimal Qon based on the new low-dimensional
data. It can be seen from this figure that this method can also effectively predict the
trajectory of the model. Figure 4.9 presents the numerical results of updating the projection
operator by the adaptive online method. The adaptive method determines the need of
updating the projection operator online according to the decomposition residual.

Figure 4.10 shows the relative error of the prediction by different methods in t ∈ [0.6, 0.7].
Using the observation data at t = 0.7, we update projection operator and new low-dimensional
data online. From this figure, we can see that real-time updating projection operator and
data can achieve better modeling accuracy. The fully online reduced-order modeling gives a
better accuracy than the semi-online reduced-order modeling. Adaptive online reduced-order
modeling achieves almost the same prediction as the fully online method.
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Figure 4.4: Data: the black solid line represents the trajectory of x over time, the blue dot
represents snapshot data, and the red dot represents new data which is available in real time.
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Figure 4.5: The EDMD method predicts the trajectory of each component of x1 and x2.
The data in the time interval [0, 0.5] as the snapshot data.
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Figure 4.6: The projection operator Q is not updated online (Qon = Qoff), and the local
stencil snapshots are used to predict the trajectory of each component of x1 and x2.
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Figure 4.7: The online projection operator Qon and the low-dimensional data Bnew are
obtained by fully online reduced-order modeling, and the local stencil snapshots are used to
predict the trajectory of each component of x1 and x2.
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Figure 4.8: The online projection operator Qon and the low-dimensional data Bnew are
obtained by semi-online reduced-order modeling, and the local stencil snapshots are used to
predict the trajectory of each component of x1 and x2.
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Figure 4.9: The online projection operator Qon and the low-dimensional data Bnew are
obtained by adaptive online reduced-order modeling, and the local stencil snapshots are
used to predict the trajectory of each component of x1 and x2.
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4.2 The porous media equation

In this subsection, we consider the multiscale problem of permeability dependent on time. For
example, porous rocks are often characterized by complex textures and mineral compositions,
which typically have heterogeneous structures. Permeability in porous rock is closely related
to the porosity of microstructure. The porosity may be time dependent and the associated
permeability is time dependent as well. In this example, we consider the snapshot data is
subject to the porous media equation. It can model the process including fluid flow and
the flow of an isentropic gas [21]. In this example, we consider the following porous media
equation, 




ut − div
(
κ(x)b(t)|u|p−1∇u

)
= h(x) in Ω× (0, T ],

u = 0 on ∂Ω× (0, T ],

u(·, 0) = u0(x) in Ω.

(4.17)

where b(t) = (t + 0.1) sin(4t/π), h(x) = 1, p = 3 and u0(x) = sin(2πx1) sin(2πx2). The
permeability field κ(x) is depicted in figure 4.3 (left). In this example, the data in the time
interval t ∈ [0, 0.5] as the snapshots. The system (4.17) changed drastically with time at
first, and then gradually tends to be stable. Therefore, we take the observation data with
time step △t = 0.01 as the initial snapshot data, and then take the observation data with
time step △t = 0.1 as the real-time observation data. As the observed data is available, we
useQon = Qoff, fully online reduced-order modeling, semi-online reduced-order modeling and
adaptive online reduced-order modeling to get online projection operator, respectively. Due
to the complexity of the dynamical system and the high contrast of permeability κ(x), we
observe the state of the system in spatial fine-scale, and the observation function g(z) = z.
Therefore, the spatial dimension of snapshot data S ∈ R

q×M is much larger than that of
time, that is, q > M . When the identity function is selected as the observation function,
EDMD method reduces to be DMD method. The SVD decomposition of high-dimensional
data takes a lot of computing resources. In order to improve the computation efficiency,
we use the proposed localized snapshots to perform SVD decomposition on low-dimensional
data.
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In Table 1, we record the CPU time (in seconds) for the different methods. All the
simulations run on the same computer (8 GB 1.8GHz). In the offline stage, we compare the
CPU time of global low rank decomposition and local low rank decomposition for snapshot
data. Here, global low rank decomposition (global LRD) means direct SVD decomposition for
snapshot data, the local low rank decomposition (local LRD) refers to the method described
in section 3.1, the snapshot data is first divided into spatial blocks and then SVD is made for
each block. It can be seen from this table that the local LRD can reduce the computation
time by one order of magnitude. In the online stage, we compare the fully online reduced-
order modeling and semi-online reduced-order modeling for the new local snapshot data to
obtain online projection operator and the new low-dimensional data. We find that semi-
online reduced-order modeling substantially further reduces the computation time.

Table 2 presents the prediction relative errors of different methods using different numbers
of online projection basis functions when the size of the local stencil is fixed. From the table,
we find: (1) as the number of online projection basis functions r increases, the error decreases;
(2) when the number of online projection basis functions increases to a certain number, the
error decreases slowly; (3) when the new observation data is available in real time, if the
projection operator is not updated, that is, Qon = Qoff, the state prediction of unknown time
will produce relatively large error even if the number of online projection basis functions is
sufficient; (4) The adaptive online projection operator can also achieve better computation
accuracy when the number of initial basis functions is small.

Figure 4.11 depicts the relative error of trajectory simulation using these methods. The
left figure shows the result of the threshold ǫ = 0.01, and the right figure shows the result of
the threshold ǫ = 0.21. It can be seen from this figure that the effect of updating projection
operator online is better than that of non-updating. Fully online reduced-order modeling is
more accurate than semi-online reduced-order modeling. The adaptive online reduced-order
modeling method updates Qon according to the threshold ǫ. When the error of the local
low rank decomposition is less than the threshold, there is no need to update Qon. When
the error is larger than the threshold ǫ, it selects fully online reduced-order modeling or
semi-online reduced-order modeling to update Qon.

In Figure 4.12, we plot the solutions at time T = 0.25, T = 0.55 and T = 0.95. From the
first column to the fifth column, they are corresponding to the reference solution, the solution
computed by Qon = Qoff, fully online, semi-online and adaptive online (ǫ = 0.01) reduced-
order modeling. From this figure, we find that (1) the solution profiles of the equation
change dramatically with respect to time; (2) there is no clear difference among the solution
profiles obtained by fully online, semi-online and adaptive online reduced-order modeling;
(3) T = 0.25 belongs to the time interval of the snapshot data, so the solutions obtained
by these methods can approach the reference solution well; (4) T = 0.55 and T = 0.95 lie
beyond the time interval of the snapshot data, if the offline projection operator is still used
to predict the future trajectory, there is obvious difference between the solutions obtained
by Qon = Qoff and the reference. With the new observation data, using fully online reduced-
order modeling or semi-online reduced-order modeling to update Qon online, the obtained
solution well approximates the reference solution.
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Table 1: CPU time (seconds) comparison with T = 1,∆t = 0.01

method
offline online

global LRD local LRD fully online semi-online
time(s) 7.843897 0.804604 0.672763 0.005242

Table 2: The relative error of different methods at T = 0.65, m = 5.

r Qon = Qoff fully online semi-online adaptive online
1 0.7965 0.3676 0.5308 0.0704
2 0.2990 0.0704 0.0919 0.0303
3 0.2557 0.0303 0.0774 0.0244
4 0.2363 0.0244 0.0728 0.0227
5 0.2122 0.0227 0.0569 0.0210
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Figure 4.11: The relative error of solution u at different times, where Qon is obtained by
Qoff, fully online, semi-online and adaptive online reduced-order modeling, respectively. The
left figure shows the result of the threshold ǫ = 0.01, and the right figure shows the result of
the threshold ǫ = 0.21.
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Figure 4.12: Solution profiles for porous medium equation (p = 3). From the first column
to the fifth column are the reference solution, the solution calculated by Qon = Qoff, fully
online, semi-online and adaptive online reduced-order modeling. From the first row to the
third row are the solutions at time T = 0.25, 0.55 and 0.95, respectively.
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4.3 The p-Laplacian equation

In this subsection, we consider the snapshot data comes from a p-Laplacian equation. The p-
Laplacian equation can model many nonlinear physical processes, such as nonlinear elasticity
[3] and turbulent flows [6]. In this example, we consider the following p-Laplacian equation,





∂u

∂t
− div(κ(x)b(t)|∇u|p−2∇u) = f(x, t) in Ω× (0, T ],

u = 0 on ∂Ω× (0, T ],

u(·, 0) = u0(x) in Ω,

where |∇u|p−2 =
(
( ∂u
∂x1

)2 + ( ∂u
∂x2

)2
)p−2

2 . For the simulation, we take Ω = [0, 1]2, p = 2.4 and

f(x, t) = exp(10
π
t)(x1 + x2), u(x, 0) = sin(2πx1) sin(2πx2), b(t) = (10t + 1)(0.5 + sin(π

2
t)).

The coefficient κ(x) is depicted in figure 4.3 (right). In this example, we take the data with
a time step of △t = 0.001 in the time interval [0, 0.05] as the initial snapshot data, and then
obtained the real-time observation data with a time step △t = 0.01 after T = 0.05. For
multiscale dynamical systems, it is very expensive to collect information on the spatial fine
scale. In this example, we use the spatial coarse-scale data to compare the state prediction
with the fine-scale data prediction result. Coarse-scale data come from the spatial coarse
scale moment information. In this example, the coarse-scale data represents the coarse scale
degrees of freedom of CEM-GMsFEM [4]. The fulfilment of fine-scare data and coarse-scare
data can be found in [11]. For this example, the observation function g(z) = z.

Figure 4.13 shows the relative error of state prediction using different methods. In each
method, the prediction error of state using spatial coarse-scale data and spatial fine-scale
data are also shown. From this figure, we can see that the error of state prediction using
coarse-scale data is larger than that using fine-scale data. When the new observation data
is available in real time, if projection operator is not updated online, the error of state
prediction increases with respect to time. Online update projection operator by the new
observation data can accurately predict the state. It can also be seen from this figure that
the modeling error becomes small when the new observation data is available.

Table 3 shows the relative error of state prediction using spatial fine-scale data and spatial
coarse-scale data when the size of the local stencil is fixed. It can be seen from this table
that as the number of online projection basis functions increases, the error decreases. The
prediction error of reduced-order modeling using coarse-scale observation data is larger than
that using fine-scale observation data.

Figure 4.14 presents the solutions at time T = 0.005, 0.025, 0.055 and 0.095. From
the first column to the fifth column, they are corresponding to the reference solution, the
solution computed by Qon = Qoff, fully online, semi-online and adaptive online reduced-
order modeling. Because T = 0.005 and T = 0.025 both lie in the time interval [0, 0.05]
of snapshot data, these methods can well approximate the reference solution. However,
T = 0.055 and T = 0.095 are outside of the time interval of snapshot data. If Qon is not
updated in real-time, it will render a significant modeling error. The reference solution can
be better approximated by updating Qon in the online reduced-order modeling.

27



0.05 0.06 0.07 0.08 0.09 0.1

t

0.18

0.2

0.22

0.24

0.26

0.28

0.3

R
e

la
ti
v
e

 e
rr

o
r

Q
on

=Q
off

 fine-scale data

 coarse-scale data

0.05 0.06 0.07 0.08 0.09 0.1

t

0

0.002

0.004

0.006

0.008

0.01

R
e

la
ti

v
e

 e
rr

o
r

fully online

0.05 0.06 0.07 0.08 0.09 0.1

t

0.02

0.025

0.03

0.035

0.04

0.045

R
e

la
ti

v
e

 e
rr

o
r

semi-online

0.05 0.06 0.07 0.08 0.09 0.1

t

0

0.002

0.004

0.006

0.008

0.01
R

e
la

ti
v

e
 e

rr
o

r
adaptive online

Figure 4.13: The relative errors of solution u at different times, where m = 3, r = 3.

Table 3: The relative error of different methods using spatial fine-scare and coarse-scale data
at T = 0.065, m = 5.

r = 1 r = 2 r = 3 r = 4 r = 5

fine-scale data

Qon = Qoff 0.9925 0.5078 0.2381 0.1196 0.0618
fully online 0.4940 0.0207 0.0034 0.0053 0.0049
semi-online 0.9281 0.1402 0.0372 0.0187 0.0103

adaptive online 0.0207 0.0049 0.0053 0.0066 0.0065
r = 1 r = 2 r = 3 r = 4 r = 5

coarse-scale data

Qon = Qoff 0.9929 0.8454 0.2788 0.1205 0.0646
fully online 0.4494 0.0214 0.0043 0.0057 0.0051
semi-online 0.9180 0.5170 0.0441 0.0189 0.0077

adaptive online 0.0214 0.0047 0.0060 0.0065 0.0059
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Figure 4.14: Solution profiles for p-Laplacian equation (p = 2.4). From the first column
to the fifth column are the reference solution, the solution calculated by Qon = Qoff, fully
online, semi-online and adaptive online reduced-order modeling. From the first row to the
fourth row are the solutions at time T = 0.005, 0.025, 0.055 and 0.095, respectively.
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5 Comments and conclusions

In this paper, we have presented reduced-order modeling for Koopman operators of nonau-
tonomous dynamical systems in multiscale media. The nonautonomous Koopman operator
depends on time pair. In order to accurately estimate the time-dependent Koopman op-
erator, a moving time window is used to localize snapshot data and EDMD was applied
to the local stencil snapshots to approximate the Koopman operator. However, the high
spatial dimension of the observation data in multiscale problems brings great challenges to
data-driven modeling. To this end, we proposed reduced-order modeling methods to reduce
the modeling complexity. When new observation data is available in real time, the offline
projection operator can not match the new local snapshots. To overcome the difficulty, we
proposed three online reduced-order modeling methods: fully online, semi-online and adap-
tive online. The fully online reduced-order modeling can achieve good modeling accuracy
but it is computationally expensive. The semi-online reduced-order modeling significantly
improved the computation efficiency but led less modeling accuracy. The adaptive online
reduced-order modeling adaptively selected the fully online method and the semi-online
method, and combined their advantages. The numerical results showed the merits of the
proposed reduced-order modeling for the Koopman operators of nonlinear nonautonomous
dynamical systems.

Appendix A Comparison of two formulations for Koop-

man operators

For nonautonomous dynamical systems, the Koopman operator can be induced from the
process formulation and the skew product flow formulation. In this Appendix, we provide a
short comparison for the two formulations.

Consider the following differential equations

dz

dt
= F (z, µ) (A.18)

dµ

dt
= f (µ) (A.19)

Assume that µ = µ(t, µ0) is the solution of (A.19) satisfying the condition µ(0, µ0) = µ0,
and z = z(t, µ0, z0) is the solution of (A.18) satisfying the condition z(0, z0) = z0. Then
equation (A.19) generates the driving flow θt(µ0) = µ(t, µ0) and equation (A.18) generates
the nonautonomous flow St,µ0(z0) = z(t, µ0, z0). The nonautonomous flow satisfies the
cocycle property over θt:

S0,µ0 = id, St+s,µ0 = St,θs ◦ Ss,µ0 , for t ∈ T, µ ∈ T . (A.20)

Furthermore, the mapping π : T× T ×M → T ×M defined by

π
(
t, (µ, z)

)
:=

(
θt(µ0),S

t,µ0(z0)
)
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forms an autonomous semi-dynamical systems on T × M. The family πt = π(t, ·), t ∈
T is called the skew product flow associated with the nonautonomous dynamical systems
(θt,St,µ0). We note that any nonautonomous dynamical systems

dz

dt
= F (z, t)

can be converted to 



dz

dt
= F (z, µ)

dµ

dt
= 1.

The observation functions are very important in approximating Koopman operator.
When a set of scalar-valued observables are functions of state z, the scalar observables
g : M → R. Then the Koopman operator induced from process formulation and skew prod-
uct flow formulation are equivalent and belong to two parameter operator. For the details,
please refer to [23]. Some of the specific comparisons are listed in Table 4.

Table 4: Comparison of process formulation and skew product flow formulation

dz
dt

= F (z, t)





dz

dt
= F (z, µ)

dµ

dt
= 1,

solution form z = z(t, t0, z0), z ∈ M
µ = µ(t, µ0), µ ∈ T

z = z(t, µ0, z0), z ∈ M

solution flow St,t0(z0) = z(t, t0, z0)
θt(µ0) = µ(t, µ0),

St,µ0(z0) = z(t, µ0, z0)

cocycle property
St0,t0 = id

St+s,s ◦ Ss,t0 = St+s,t0

S0,µ0 = id

St+s,µ0 = St,θs ◦ Ss,µ0

Koopman operator
Consider the space G(M) of scalar observables g : M → R

Kt,t0 : G(M) → G(M) and Kt,µ0 : G(M) → G(M) and

Kt,t0g(z0) := g

(
St,t0(z0)

)
Kt,µ0g(z0) := g

(
St,µ0(z0)

)

When we define a set of scalar-valued observables that are functions of state z and
the auxiliary variables µ, the scalar observables g : M×T → R. Each observable is an
element of an infinite-dimensional Hilbert space H(M, T ). The Koopman operator family
Kt : H(M, T ) → H(M, T ) is defined by

Ktg(z0, µ0) := g(z, µ).

The Koopman operator defined on the observation function space H(M, T ) is a single
parameter operator, so DMD or EDMD can be directly used to approximate this Koopman
operator.

31



Acknowledgement: L. Jiang acknowledges the support of NSFC 12271408, the Fun-
damental Research Funds for the Central Universities and the support by Shanghai Science
and Technology Committee 20JC1413500. We thank for the comments of referees to improve
the paper.

References

[1] S. L. Brunton, B. W. Brunton, J. L. Proctor, E. Kaiser and J. N. Kutz,
Chaos as an intermittently forced linear system, Nature Communications, 8 (2017),
pp.1–9.

[2] S. L. Brunton, J. L. Proctor and J. N. Kutz, Discovering governing equations
from data by sparse identification of nonlinear dynamical systems, Proceedings of the
National Academy of Sciences, 113 (2016), pp.3932–3937.

[3] F. Cuccu, B. Emamizadeh and G. Porru, Optimization of the first eigenvalue in
problems involving the p-Laplacian, Proc. Amer. Math. Soc., 137 (2009), pp. 1677–1687.

[4] E. Chung, Y. Efendiev and W. Leung, Constraint Energy Minimizing Generalized
Multiscale Finite Element Method, Comput. Methods Appl. Mech. Eng., 339 (2018), pp.
298–319.

[5] C. M. Dafermos, An invariance principle for compact processes, Journal of Differen-
tial Equations, 9 (1971), pp.239–252.

[6] J. I. Diaz and F. De Thelin, On a nonlinear parabolic problem arising in some
models related to turbulent flows, SIAM J. Math. Anal., 25 (1994), pp.1085–1111.

[7] C. Eckart and G. Young, The approximation of one matrix by another of lower
rank, Psychometrika, 1 (1936), pp. 211–218.

[8] A. Harti, Discrete multi-resolution analysis and generalized wavelets, Applied numer-
ical mathematics, 12 (1993), pp. 153–192.

[9] M.S. Hemati, M. O. Williams and C. W. Rowley, Dynamic mode decomposition
for large and streaming datasets, Physics of Fluids, 26 (2014), pp. 111701.

[10] T. Hou and X. Wu, A multiscale finite element method for elliptic problems in com-
posite materials and porous media, J. Comput. Phys., 134 (1997), pp. 169–189.

[11] L. Jiang and M. Li, Model reduction for nonlinear multiscale parabolic problems using
dynamic mode decomposition, Int J Numer Methods Eng, 121 (2020), pp. 3680–3701.
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