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ABSTRACT

Deep neural networks (DNNs) recently emerged as a promising tool for analyzing and solving complex
differential equations arising in science and engineering applications. Alternative to traditional
numerical schemes, learning-based solvers utilize the representation power of DNNs to approximate
the input-output relations in an automated manner. However, the lack of physics-in-the-loop often
makes it difficult to construct a neural network solver that simultaneously achieves high accuracy,
low computational burden, and interpretability. In this work, focusing on a class of evolutionary
PDEs characterized by having decomposable operators, we show that the classical “operator splitting”
numerical scheme of solving these equations can be exploited to design neural network architectures.
This gives rise to a learning-based PDE solver, which we name Deep Operator-Splitting Network
(DOSnet). Such non-black-box network design is constructed from the physical rules and operators
governing the underlying dynamics contains learnable parameters, and is thus more flexible than the
standard operator splitting scheme. Once trained, it enables the fast solution of the same type of PDEs.
To validate the special structure inside DOSnet, we take the linear PDEs as the benchmark and give
the mathematical explanation for the weight behavior. Furthermore, to demonstrate the advantages of
our new AI-enhanced PDE solver, we train and validate it on several types of operator-decomposable
differential equations. We also apply DOSnet to nonlinear Schrödinger equations (NLSE) which have
important applications in the signal processing for modern optical fiber transmission systems, and
experimental results show that our model has better accuracy and lower computational complexity
than numerical schemes and the baseline DNNs.

Keywords Deep learning · Evolutionary PDEs · Operator splitting · Schrödinger equations

1 Introduction

Evolutionary partial differential equations arise as mathematical models for evolving in a wide range of fields in science
and engineering. To simulate the evolution of such a real system by solving the associated evolutionary PDE is typically
computationally expansive. One engineering application is nonlinear compensation in optical fiber [1, 2, 3], which aims
to recover the clean signal from the distorted signal induced by long-distance propagation in fiber. Mathematically, the
compensation can be obtained by solving an inversed nonlinear Schrödinger equation (NLSE). The challenge is how to
obtain an accurate solution to the inversed NLSE with low computational complexity to meet the engineering needs.

One classical numerical approach to solving the inversed NLSE over a long distance is the split-step Fourier method
(SSFM) [4, 5], which is based on operator splitting [6]. In one calculation step, the operator splitting scheme splits
the inversed NLSE into linear and nonlinear parts, then combines the analytical solution of each part to form the
final solution. However, the idea of splitting brings the splitting error controlled by step size. A smaller step size
yields a smaller splitting error, nevertheless, results in more computation steps thus makes it impractical in real-time
implementation [3]. In the past two decades, various works have been proposed to reduce the computational complexity
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DOSnet as a Non-Black-Box PDE Solver

in SSFM by balancing the step size and splitting errors [7, 8, 9, 10, 11, 12, 13, 14]. Some works apply well-designed
combinations of the linear and nonlinear operators to pursue a larger step size meanwhile maintain an acceptable splitting
error [9, 7, 8]. In modified SSFM (M-SSFM) [8], they introduce a coefficient to shift the position of the nonlinear
operator calculation point along with the optimization of linear operator. By balancing the combination between the
linear and nonlinear operator, M-SSFM reduces the computational cost. Similarly, logarithmic SSFM (L-SSFM) [9]
achieves high computational efficiency by introducing a logarithmic step-size assignment for the linear and nonlinear
operators according to the exponential decay of signal power. Another class of methods reduce the computational
complexity by modifying the composition inside linear and nonlinear operators of SSFM [10, 11, 14, 12, 13]. For
example, Correlated-DBP (CBP) [11, 14] modifies the original nonlinear operator by adding an additional correlation
term with adjacent symbols. It considers the physical nature that the nonlinear distortion imprinted on one symbol is
related to the pulse broadening of neighboring symbols, thus achieves better computation accuracy with a large step
size. Besides that, Perturbation BP (PBP) [12, 13] applies the nonlinear perturbation analysis and adds a first-order
perturbation term to nonlinear operators. Although those works reduce the computational complexity of SSFM, it
remains challenging to fulfill the increasing demand for transmission rate and distance requirements in the engineering
application.

The last decade has seen a significant amount of research on solving partial differential equations (PDEs) using
deep neural networks (DNNs) [15, 16, 17, 18]. One of the typical DNN-based PDE solvers is differential operator
approximation (DOA) [17, 19], in which the trained DNN serves as a surrogate operator for the PDE and infers the
solution at the target time from arbitrary initial condition. The performance of DOA depends on the bias and variance of
models rather than the step size in numerical schemes [20]. This shows that DNNs can achieve large step-size evolution
of PDEs. For nonlinear compensation tasks in optical fiber, some works have been proposed using the idea of DOA
[21, 22, 23, 24, 25, 26]. Among them, the “black-box"-type models mitigate the nonlinear distortion directly from data
using large amounts of parameters. To control the computational complexity of such models, weight pruning [21],
recurrent structure [22], or shallow neural network [23] are used. In contrast, the SSFM-based models design the neural
network with prior knowledge from the inversed NLSE [24, 25, 26] using much fewer parameters. They unroll the
linear and nonlinear steps of SSFM as layers in a neural network. In the nonlinear step, the nonlinear operator of SSFM
is fixed as the activation function in the network. Meanwhile, convolution layers with small kernel sizes replace the
dense linear operators in SSFM and the parameters of the convolutions are optimized to minimize the loss function.
A limitation of the SSFM-based models is the predetermined initialization in convolutional layers. Usually, those
models use the truncation version of the original linear operators of SSFM as the initialization of convolution layers to
accelerate the optimization. However, the predetermined initialization introduces extra truncation errors during training.
Moreover, the predetermined initialization pre-specifies the step size of the operator to be approximated by each layer of
the network. Thus it loses the flexibility to learn the adaptive step size from data and limits the network’s performance.

In this paper, we develop an adaptive-step-size SSFM-based neural network, Deep Operator Splitting Net (DOSnet),
to solve the evolutionary PDEs. We introduce the prior knowledge of the PDE in the design of the network by the
dynamical structure, Autonomous Flow (Autoflow), which consists of several blocks with the same dimension for the
input and output to mimic the evolution of the PDE. Compared to the standard neural networks, which transform the
inputs into features in higher dimensions by large amounts of parameters, Autoflow has much fewer parameters by
restricting the sizes of intermediate outputs. Compared to the previous SSFM-based neural networks, we do not use the
predetermined initialization that restricts the step size represented by each block. Instead, we apply random initialization
for the parameters inside Autoflow. Thus, each block inside Autoflow learns an adaptive step-size operator. Each block
of Autoflow is an operator splitting block (OSB) which contains a series of linear layers and the particular nonlinear
activation functions from the original PDE. This special activation function from the PDE reflects the properties of
the PDE and increases the expressive power of the network. See Fig.1 for the structure of AutoFlow and OSB of our
DOSnet and comparison with the structure of a standard neural network.

Experimentally, we apply this method to several different classes of PDEs. We first validate the Autoflow structure
on two types of linear PDEs as toy examples. We observe that the transition states inside Autoflow follow the true
physical law in the linear models. For this observation, we give a mathematical explanation based on the behavior
of weights of Autoflow during training. Then, we test our algorithm on the Allen-Cahn equation. Our result shows
that DOSnet has high accuracy in predicting the solutions during the long-term evolution. Moreover, the intermediate
outputs of Autoflow represent states on the true trajectory of the evolution of the system, which cannot be observed in
standard neural networks. We apply our DOSnet to the nonlinear Schrödinger equation for the engineering application
of nonlinear compensation in optical fiber. For a single-channel single-polarization 16 QAM system over optical fiber
of 20× 80 km under 100 GBaud/s transmission rate, experimental results show that our model has better accuracy and
lower computational complexity than numerical schemes and the baseline DNNs.
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Finally, we briefly review the classical operator splitting method [6, 27]. In this paper, we focus on the autonomous
evolutionary PDEs with decomposable operators. It can be generally written as

ut = Lu+Nu, (1)

where L and N are the linear and nonlinear part of the PDE, respectively. With some given initial condition u (x, 0) =
u0, the exact solution can be written as u(x, t) = et(L+N )u0. One numerical scheme that utilizes the decomposable
property to solve Eq.(1) is operator splitting [6, 27]. The key idea of operator splitting is to split Eq.(1) into two simpler
sub-equations: {

ut = Lu
ut = Nu, (2)

and the two sub-equations are solved in closed forms on small time intervals. Specifically, suppose that we want to
solve Eq.(1) up to time T . The time interval [0, T ] is first divided into sub-intervals 0 = t0 < t1 < · · · < tN = T such
that tn − tn−1 = τ for all n = 1, 2, . . . , N . On each sub-interval, instead of solving the entire equation Eq.(1), one can
solve the two equations in Eq.(2) successively. Hence the final solution u(x, T ) is expressed as a stack of alternating
compositions of linear and nonlinear evolution operators

u(x, T ) ≈ eτN eτL . . . eτN eτLu0, (3)

The accuracy of the operator splitting depends on both the arrangement of the linear and nonlinear operators and the
temporal step size τ . For example, the plain splitting eτN eτL has an error O(τ), while a more symmetric Strang
splitting [6] e

τ
2LeτN e

τ
2L results in an error O(τ2). The challenge of the classical operator splitting is how to balance

the solution accuracy and computational cost.
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Figure 1: Architecture of DOSnet as depicted in (a), where network structure is designed by a hierarchy of two level:
in the coarse-grained level, an Autoflow structure is used to ensure that each block functions as an autonomous flow
with identical input and output dimensions; whereas in the finer level inside each block, a cascade of learnable linear
layer with nonlinear layers is imposed whose nonlinear functioning comes from the underlying equation. In contract,
a standard DNN model such as the continum model of VGG19 [28] as shown in (b) is characterized by completely
flexible layers between the input and output: in this particular example, layers maps the original input into the higher
dimensional feature space (such as 64 dim, 128 dim or higher).
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2 Results

2.1 Deep Operator-Splitting Neural Network (DOSnet)

We propose an adaptive-step-size, low computational burden Deep Operator Splitting Net (DOSnet) to solve Eq.(1)
over a long time T . The key to our method is a general dynamical architecture we call Autonomous Flow (Autoflow),
describing the action of the evolution operators. We design this structure to reduce the size of network by restricting the
intermediate outputs of network. Autoflow consists of multiple learnable blocks called operator splitting block (OSB)
that increase the expressive power of DOSnet in modeling the operator of nonlinear PDEs. Below we describe our
model in detail.

2.1.1 Dynamical Architecture: Autoflow

The aim of the proposed Autoflow is to obtain the solution u(x, t) ∈ X after a long time T given the initial solution
u(x, t = 0) = u0 ∈ X , where X is a function space of states. Instead of solving the Eq.(1) directly, we employ the
learnable operators ψθ : X → X , parmaeterized by θ, to approximate the true operator in Eq.(1).

The structure of Autoflow is a composition of learnable operators {ψθi}Mi=1 as shown in Fig. 1(a), where ψθi is a neural
network block with parameters θi and M denotes the number of blocks inside Autoflow. The output of Autoflow can
be written as,

ψθT (u0) = ψθM ◦ ψθM−1
◦ · · · ◦ ψθ1

(u0) , (4)
The learnable parameters θ = {θi}Mi=1 inside Autoflow can be optimized via minimizing the mean square loss

θ? = arg min
θ

L (θ) =
1

K

K∑
i=1

(
ψθT

(
u
(i)
0

)
− u(i) (x, T )

)2
, (5)

where K denotes the total number of data and u(i) is the i th data.

This Autoflow architecture is inspired by the existence of the evolution flow [29] for PDEs describing physical evolution
of states u ∈ X , where X is the function space of states. The evolution flow underlying Eq.(1) describes a family of
operators {φt : X → X} parameterized by t ∈ R such that for any u ∈ X , there is

φ0 (u) = u0, φs
(
φt (u)

)
= φt+s (u) . (6)

Due to the additive group law shown in Eq.(6), the true solution at time T , u (x, T ) can be written in the form of
u (x, T ) = φτN ◦ φτN−1 ◦ · · · ◦ φτ1 (u0) = φτ1+τ2+···+τN (u0) = φT (u0) (7)

such that τ1 + τ2 + · · ·+ τN = T , where N denotes the number of operators. In a traditional numerical scheme, N
is set as a large number; in other words, each operator φτi , i = 1, · · · , N , represents the mapping between two states
over a small time step. The smaller time step allows the approximation with lower errors. However, large N brings
extensive computational complexity. In contrast, if N = 1, the operator over a long time T is highly nonlinear and
thus is difficult to approximate directly. In this case, although a deep neural network has powerful expressivity, it still
needs enormous parameters to approximate φT . Therefore, the desired network should have a good balance between
the number of operators and the size of the networks.

The advantage of Autoflow is that it provides a balance between computationally extensive numerical schemes and
large-scale deep neural networks. Specifically, it is designed to mimic the additivity of evolution flow to reduce the size
of the neural network. One key feature of Autoflow that distinguishes it from standard DNN architectures is that ψθ

maps u into a function in the same state space X , i.e. ψθ (u) has the same dimension as u. In a standard DNN, the
operator inside each layer ofen maps the input function to a function in some space with different dimension (Fig. 1),
and the network approximates the operator between the input state and the target state directly. While in an M -layer
Autoflow, the output of ψθi , i = 1, · · · ,M, can be interpreted as an intermediate state of the evolution process, which
means that ψθi approximates a particular φτ for some τ . In Autoflow, the evolution time τ is implicitly encoded by
the parameter θi, and is learned adaptively from data. The number of operators M inside AutoFlow can be much
smaller than N in Eq.(7). Therefore, ψθi learns a larger time-step underlying operator, and leads to lower computational
complexity than a traditional numerical scheme with small time-step. Furthermore, the design of intermediate output
states enables fewer parameters in the network than a standard DNN.

2.1.2 Building blocks: Operator Splitting Blocks

Each ψθi inside Autoflow is a single operator splitting block (OSB), which contains a series of linear layers ψLθi
and

the special nonlinear activation functions ψN from the original PDE; see Fig. 1(a). The i th OSB ψθi in Autoflow is,
ψθi = ψNni ψLnθi

· · ·ψN 2
i
ψL2

θi
ψN 1

i
ψL1

θi
(8)
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where ψLjθi
, j = 1, · · · , n, denote the convolutional layers with the learnable parameters, ψN ji = eη

j
iN are the special

nonlinear activations with N being the nonlinear operator in Eq.(1), ηji are learnable scalars, n is the number of
convolutional layers inside one OSB. The last convolutional layer in i th OSB ψnθi maps the features to the output with
the same size as the input of this OSB.

We discuss the behavior of our network with only one OSB with one pair of linear layer and nonlinear activation (i.e.,
n=1). For simplicity of notations, below we omit the superscript and subscript of ψθ and ψN . Supposing that we
use this network to approximate the evolution from initial state u0 to the solution uT1

, the solution at time T1 can be
approximated as

uT1 ≈ ψNψLθ
u0. (9)

Rather than the commonly used activation functions such as ReLU [30] and Sigmoid function [31], we choose
ψNu = eT1N (u) in OSB, which is the closed-form solution of the subequation du

dt = Nu with N being the nonlinear
operator from the PDE (1). The reason to use this PDE-based activation function is that it reflects the properties of the
PDE. For example, in the Allen-Cahn equation to be discussed in Section 2.3, the nonlinear operator Nu = F ′(u),
where F is the double well potential that attains its global minimum value at u = ±1. Our PDE-based activation
function ψN guarantees that the fixed points u = ±1 are kept after the activation function is applied, which will
significantly accelerate the convergence of training.

However, the nature of splitting cause the splitting errors which are unavoidable by both the traditional numerical
method in Eq.(3) and OSB. Unlike a traditional numberical method, OSB can further reduce the splitting error by
training. In fact, using the Baker–Campbell–Hausdorff (BCH) formula [32], the operator that ψLθ

needs to approximate
is,

e−T1N eT1(L+N ) = eT1(L+T1
2 [N ,L]+O(T 2

1 )) (10)

From Eq.(10), the error is mainly induced by the Lie bracket [N ,L] = NL− LN for a small T1. We discuss the Lie
bracket by the following three cases. First, if [N ,L] = 0, then the splitting error vanishes, and the numerical operator
splitting can obtain the exact solution with the arbitrary step size. However, for most of the PDEs, [N ,L] 6= 0. Secondly,
when [N ,L] is linear, then one OSB is good enough to approximate eT1(L+N ). Finally, when [N ,L] is nonlinear, the
capacity of the linear layer inside only one OSB is limited for the approximation of [N ,L]. Fortunately, Autoflow
structure has the stacking of multiple OSBs, thus provide a nonlinear approximation for [N ,L]. In summary, inside one
OSB, ψLθ

is not only used to approximate the linear operator L but also reduce the splitting error by providing a linear
approximation for [N ,L]. The nonlinearity of [N ,L] can be approximate by the stacking of multiple OSBs.

2.1.3 Straightforward Adaptability

Besides the task of approximating the solution at a specific time, our proposed network is also flexible and adaptable for
some additional tasks. The design of intermediate output in Autoflow allows us to replace the default convolutional
layers with weight matrices that are consistent with the properties of the PDE. For example, in a NLSE, we may replace
ψLθ

with a learnable unitary matrix [33, 34] to guarantee the stability of the long-time prediction. This is validated
numerically in Appendix B. Moreover, for those PDEs satisfying a certain symmetry, ψLθ

with symmetric weight
matrices can be employed to restrict the intermediate output of Autoflow close to an intermediate state on the actual
solution trajectory.

2.2 Validation of the AutoFlow Structure

We first validate the proposed Autoflow structure by considering systems without nonlinearity as benchmark problems.

Example 1: Advection equation. Our first example is a standard one dimensional (1D) linear advection equation{
ut + ux = 0, x ∈ [−π, π], t > 0,
u (x, 0) =

∑m
k=1 ck sin (kx) + qk cos (kx) ,

u (π, t) = u (−π, t) ,
(11)

where ck, qk ∼ N (0, 1) withN (0, 1) being normal distribution and m = 10. We discretize the spatial domain [−π, π]
into 200 uniform grid points. In order to predict the behavior of the solution u from 0s to 0.3s, we generate 5000 data
pairs of u (x, 0) and u (x, 0.3) from the analytical solution as the input and ground truth of our network, respectively.
These 5000 data are divided into training data of 3750 and test data of 1250.

Example 2: Diffusion equation. The second example is a 1D diffusion equation

ut = uxx, x ∈ [−π, π], t > 0, (12)

5



DOSnet as a Non-Black-Box PDE Solver

Figure 2: Predictions of a 3-block DOSnet (red dashed line) on (a) diffusion equation, (b) advection equation compared
with their ground truths (blue solid line) at the target time.

with the same initial and boundary conditions as those in Eq.(11). In this example, we examine the evolution of this
system from 0s to 0.03s. The generation of data is the same as that in Example 1.

In all two examples, we use a 3-block linear Autoflow. Our model is trained using the Adam optimizer through
100 epochs with a learning rate of 10−3 and L2 regularization of 10−4. Inside Autoflow, each block contains one
convolutional operator of kernel size of 21. Constant initialization of weights 1

k is used in our model.

Results obtained using a 3-block linear DOSnet on these two linear examples are shown in Figs. 2 and 3. We observe
that DOSnet has a solid capacity to approximate the solution of the PDEs at a specific time from the results in Fig. 2.
Besides, one key feature that distinguishes DOSnet from the standard DNNs is that the AutoFlow structure allows
the linear DOSnet to perform as a numerical operator with a fixed step size. From the results in the left column of
Fig. 3, we observe that the intermediate outputs of DOSnet characterize the transition states at the referenced time
levels in the original PDEs. The referenced time of the exact solutions is obtained by calculating the L2 losses between
the intermediate outputs of the DOSnet and the exact solutions of the original PDE in the whole time trajectory and
choosing the corresponding time of the exact solution with the minimum losses. Moreover, it shows that the referenced
time matched by the intermediate outputs of DOSnet divides the whole time trajectory equally. Also, the profiles of
the weights in the third column indicate that the weights of different blocks in DOSnet converge to be the same after
training. Therefore, the same weight inside each block of DOSnet and the intermediate outputs with equal time steps
demonstrate that the linear DOSnet performs as a numerical operator with a fixed step size. We provide a theoretical
analysis for these behaviors of weights in Appendix C.

2.3 Application: Allen-Cahn equation

In this subsection, we apply DOSnet to the Allen-Cahn equation, which is a reaction-diffusion equation that describes
the process of phase separation and has been widely used as a phase field model for the interface dynamics [35]. We
consider a two dimensional Allen-Cahn equation with periodic boundary condition,

∂tu (x, t)− ε2∇2u (x, t) + [u (x, t)]3 − u (x, t) = 0, x ∈ [−1, 1]2, t > 0,

u (x, 0) = u0 (x) , x ∈ [−1, 1]2.
(13)

In our calculations, the initial data u0 is given by a Fourier series whose frequencies are less than 8 with random
coefficients sampled from the Gaussian distribution N (0, I) , and ε is a parameters which indicates the width of region
between phase separation. The obtained results using our DOSnet will be compared with those obtained by using
the numerical method of the symmetrized Strang splitting scheme [6]. See Appendix D for the formulation of this
numerical scheme being used. The numerically "exact" solutions are obtained by using this splitting scheme using a
fine mesh and small time step.

We first examine the effect of model structure on accuracy. The accuracy of a neural network depends on are two
factors: (1) network architecture (DNN or Autoflow), (2) nonlinear activation (ReLU or OSB), out of which Autoflow
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（a）Diffusion equation

（b）Advection equation

(a) Diffusion equation

(b) Advection equation

Figure 3: Intermediate outputs and weight profiles of a 3-block DOSnet on (a) diffusion equation, (b) advection equation.
In the left column, comparisons between outputs from the intermediate blocks of DOSnet (dashed line) and the exact
solutions at the referenced time (solid line) are visualized. In the right column, the converged weights of each block in
DOSnet after training are visualized.

and OSB are used in our DOSnet. Table 1 shows the test errors at time T and 2T under four configurations that are
combinations of the above two factors. The results show that the configuration, Autoflow+OSB, achieves the lowest
errors in predicting the solutions at time T and 2T .

We further conduct the 22 full factorial design to analyze the results quantitatively and quantify how different model
settings affect the network performance. Note that the full factorial design is an experiment used to evaluate the effect
of factors and interaction between factors on the response variable. The factors and corresponding levels are listed
in Table 2. We assume that the relation between the test error y and each factors can be described by a regression
model: log(y) = q0 + qAxA + qBxB + qABxAB , where q is the effect of the corresponding factor, xA, xB , xAB are
the levels of factors A (network architecture), B (nonlinear activation), and AB (interaction), respectively, as listed
in Table 2. The obtained effects at time T and 2T are shown in Table 3. As the results shown in in Table 3, for the
prediction at time T , the interaction factor AB contributes the largest effect qAB = −1.2480 to the error log(y). That
means the configuration with the level xAB = +1 should be chosen to reduce the error. Therefore, it is necessary
to use the combination Autoflow+OSB/ DNN+ReLU in order to give the lowest errors in the prediction at time T .
Similarly, for the inference at time 2T , the nonlinearity with the factor B has the most significant effects qB = −1.7806.
Therefore, the configuration with level qB = +1, i.e., OSB, is the best choice for the prediction in time 2T . By these
two conclusions, the Autoflow+OSB combination adopted in our DOSnet is the best configuration.

Next, we explore generalization of the four configurations in a longer-term evolution. As shown by the pipeline in
Fig.4, our model is trained from u0 to uT , and then this learnt model is used to iteratively inference the evolution for
time steps, i.e., uT to u2T , u2T to u3T , ......, and u7T to u8T , where T = 5s. Then, we record the inference errors
at uT , u2T , · · · , u8T . The inference errors at next 8 time steps after the trained one are shown in Fig.5, and their
visualization results in Fig.6. From these results, we can observe that DOSnet always achieves the best performance
in predicting the true evolution in Allen-Cahn model from T to 8T . The error of the standard setting DNN+RELU
exhibits exponential increasing in the long-term inference (Figure 5 (4)). While if any one factor in model is changed

7
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Method
Time T Time 2T

DNN Autoflow DNN Autoflow

ReLU 0.01024 0.1875 1.4330 0.41988

OSB 0.01825 0.00226 0.08793 0.00552
Table 1: Relative errors of four model settings at time T and time 2T .

Factor/ Level +1 -1

A: Network Autoflow DNN

B: Nonlinearity OSB ReLU

AB: Interaction Autoflow+OSB/DNN+RELU Autoflow+RELU/DNN+OSB

Table 2: 22 Full factorial design.

(Figure 5 (1,2,3), the curves of inference errors are linear, with a large drop in error, among which the Autoflow+OSB
combination achieves the lowest error 0.022 even at time 8T .

Figure 4: Inference pipeline of 8T evolution, T = 5s.

We also investigate the time trajectory of the evolving system using our model. Since Autoflow naturally guarantees
that the intermediate states are interpretable, we would like to examine if these intermediate outputs present true
states of the Allen-Cahn evolution, and if they are, what are the time steps between them? Thus, we match these
intermediate outputs On, n = 0, 1, · · · , N , where N is the number of blocks , within a large amount of numerical
results y (tn) , 0 ≤ tn ≤ T, by minimizing the errors between them. That is, the predicted time tn for each intermediate
output is t?n = arg min tj ‖On − y (tj) ‖22, j = 1, · · · ,K, where K is the number of numerical results. The matched
results for models with 2-7 blocks obtained by 5 trials are presented in Fig.7. We find that, for the models with few
blocks ( 2-5 in Fig.7 (a-d)), the time steps between their intermediate outputs are nearly constant and divide the total
evolution time equally. While with number of blocks increasing ( 6 and 7 in Fig.7 (e-f)), the total evolution time cannot
be divided into shorter time steps. We believe that this behavior different from numeral solutions may be due to the
difficulty of training in DNN-based model with deeper layers. The visualization of intermediate outputs of 5-block
DOSnet are shown in Fig.8. Visualization of intermediate outputs of models with other number of blocks are shown in
the supplementary materials.

We also examine the computational complexity, we compared the trainable parameters between 5-block DOSnet and
5-block baseline DNN used in previous experments. Under the same kernel size of each convolution, our DOSnet
has 19360 trainable parameters, which is much fewer than 96896 parameters of baseline DNN. This shows that the
Autoflow structure in DOSnet is able to significantly reduce the computational complexity. Note that using a traditional
numerical scheme, in order to reduce the error, the time step has to be very small, leading to a large number of steps.
Once it is trained, our network DOSnet is able to describe the dynamics of Allen-Cahn equation with much lower
computational complexity.

Finally, we discuss the effect of number of blocks in DOSnet. The default number of the blocks (OSBs) in our model
is set to be 5. This setting is empirically the best. Fig.9 shows the logarithmic relative errors by 5 trials for solving
the Allen-Cahn equation for different number of OSBs. Each OSB has the same structure: two convolutions and two
activation functions, and each convolution has 16 channels with kernel size of 11. We observed that the 5-block model
achieved smallest average relative error with acceptable variance.
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Figure 5: Relative errors at 8 time steps after the training time, with 4 different model settings.

Figure 6: Visualization results of long-time evolution (from 0 to 8T) with 4 model settings, where T is the training time.
The first row is the ground truth generated by a numerical method (see Appendix D) from states 0 (the initial one) to 8T.
The other rows show long-time prediction by (1) DOSnet (contains Autoflow and OSB). (2) Autoflow + ReLU. (3)
DNN+OSB. (4) DNN+ReLU.

Figure 7: Boxplot results of time-step matching using 2-7 blocks models by 5 trials. The bars show the interquartile
range and the red lines denote the medians of 5 trial results.
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Factor/ q Time T Time 2T

A: Network 0.2046 -0.9989

B: Nonlinearity -0.9601 -1.7806

AB: Interaction -1.2490 -0.3851

Table 3: Effect estimate in the 22 full factorial design.

Figure 8: (a) Visualization of intermediate outputs of 5-block DOSnet. (b) The numerical results at the matched time.

Figure 9: Logarithmic relative errors for models with 2-7 blocks by 5 trails for solving the Allen-Cahn equation.

2.4 Application: Nonlinear Schördinger equation

In this section, we aim to address the nonlinear compensation problem in optical communication by applying DOSnet
to solve the NLSE inversely. Since being invented by Sir Charles K. Kao in the 1960s, the technology of fiber-optic
communication has been rapidly developed and has become one of the foundations in the era of information [36].
One of important applications in the signal processing for the modern optical fiber transmission systems is nonlinear
compensation, in which nonlinear Schrödinger equations (NLSE) are solved inversely to recover the original signals at
the transmitter from the highly distorted signal at the receiver. The distorted signal is caused by four factors during
transmission: noise from inline optical amplifier, attenuation, dispersion, and nonlinear effect from the characteristics
of fiber which can be described by NLSE. In order to recovery the original information of this signal, nonlinear
compensation is required. More on the optical transmission system are given in Appendix E.
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Mathematically, the forward propagation of a signal in the fiber can be described by the NLSE [37],

∂u

∂x
= −α

2
u− iβ

2

∂2u

∂t2
+ iγ|u|2u, (14)

where the propagation parameters α > 0, β ∈ R, γ ∈ R are characteristics of the optical fiber and i =
√
−1. Here

u is a complex-valued function of (t, x) ∈ R × [0, X], which represents the light field in the fiber whose length is
X . The simulated distorted signal at the receiver can be obtained by solving Eq.(14) with a given initial condition
u(t, x = 0) = u0(t), which is the signal to be transmitted to a given distance x. Notice that in this equation, the
optical signal is a function of t and it propagates along x, which indicates the distance of propagation. Conversely, the
backward propagation, which recoveries the clean signal at the transmitter from the distorted signal at the receiver, can
be simulated by solving the NLSE (14) inversely, i.e., taking the negative sign of the propagation parameters α, β, and
γ in Eq.(14). Traditional numerical methods [2, 4] for the simulation of backward propagation is based on the operator
splitting of linear and nonlinear parts as two sub equations:

∂u

∂x
= Lu =

α

2
u+

iβ

2

∂2u

∂t2
, (15)

∂u

∂x
= Nu = −iγ|u|2u. (16)

Note that the solution of the linear PDE (15) is u(t, x+ ξ) =
√

i
2πβξ exp

(
αξ
2 + it2

2βξ

)
∗ u(t, x), where ∗ denotes the

convolution, and ξ is the distance of propagation. It describes the attenuation and dispersion of the signal along the
distance of propagation ξ. The solution of the nonlinear PDE (16) is u(t, x+ ξ) = u(t, x) exp (−iγξ|u(t, x)|2), which
gives the nonlinear change of phase rotation in the signal.

In DOSnet, we use a complex-value convolution with learnable parameters instead of the analytic solution for the linear
PDE (15). The nonlinear activation function in DOSnet follows the solution of the nonlinear PDE (16) rather than the
common-used activation function in the neural network, such as ReLU, sigmoid.

We examine the performance of our algorithm in nonlinear compensation for optical signal. The performance of the
recovery is measured by the bit-error-rate (BER), which is the ratio of error bits to the total number of transmitted bits
at the decision point, and is a commonly used measurement in optical transmission system. Smaller BER indicates a
better algorithm. The data we used in experiments are shown in section 3.2 and our model setting is described in 3.1.

In our experiments, we compare the performance of nonlinear compensation with the classical numerical algorithm,
SSFM, under the launched power from −6 dBm to 6 dBm. Larger launched power indicates stronger nonlinear effect
during transmission. When the launch power is low, the nonlinear effect in NLSE (14) is small, the difficulty of
compensation mainly comes from the noise of inline amplifier. BER results obtained using DOSnet and comparisons
with those of SSFM are shown in Fig.10. From the results, we can observe that DOSnet achieves much lower BER than
SSFM when the launched powers are large (0-6dBm), i.e., the nonlinear effect is strong. This demonstrates that our
method is better at handling the nonlinear interaction effect than traditional numerical methods. Note that when the
launched power is low, DOSnet gives slightly higher BER than SSFM. This is because the linear operators in DOSnet is
learned from noisy data, while the results of SSFM are obtained by the deterministic equation (15) without consider the
noise. Thus the determined operators of SSFM is more robust to noise.

We also examine the computational complexity in the experiments. We compare the results of 2-block DOSnet (24,008
parameters) with multiple steps SSFM, and the results in Fig.10. It can be seen from the results that our method achieves
the same BER with as the 80 steps SSFM in 0dBm. As the launch power increases, SSFM requires more numerical
steps to obtain the same performance as DOSnet. With more numerical steps, the performance of SSFM converges, and
when the launch power is below 6dBm, its converged BER is still much higher than that of DOSnet. Therefore, DOSnet
shows much better BER and lower computational complexity than SSFM from 0dBm to 6dBm. In Fig.11, we show
some qualitative results of the signals recovered by DOSnet.

Finally, we compare the performance of the common-used models in deep learning, such as multilayer perceptron
(MLP) [20], VGG16 [28], ResNet[38], and bidirectional long short-term memory network (Bi-LSTM) [39] with that of
DOSnet, and the results are summarized in Table. 4. The results show that DOSnet can achieve the best BER with the
fewest model parameters. We observe that DOSnet outperforms MLP, a basic neural network, with 62.5 times fewer
parameters. Moreover, from the result of VGG16 and ResNet18, the standard DNNs with high-dimensional features,
we observe that their huge amounts of parameters do not benefit the performance of solving the inversed NLSE. Also,
the performance of Bi-LSTM, one of the classical recurrent neural networks, is worse than that of DOSnet, even with
much more parameters.
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Figure 10: BER (Bit error rate) of the results of DOSnet and multi steps SSFM algorithm for launch power from −6
dBm to 6 dBm.

Figure 11: Signals recovered by DOSnet and the original signals at transmitter (i.e., the ground truth) at 2 dBm.

3 Methods

3.1 Model setting

Architecture: For the Allen-Cahn equation, the architecture of Autoflow contains five operator splitting blocks (OSBs)
by default. Each OSB consists of two convolutional layers (hereinafter referred to as conv) and two activation layers
(referred to as act), i.e. conv-act-conv-act with channel number alternating from 1−16−1. Each convolutional operator
has kernel size of 11. The baseline DNN for solving the Allen-Cahn equation has layers: conv-act-[conv-act]*3-ac-conv,
where each convolution layer converts the input into 16 channels with kernel size of 11, expect for the last convolution
which maps the input into the output of one channel with kernel size of 11. For the NLSE, we choose a two-block
DOSnet, where each block contains one convolution and one activation. Each convolution has 2 channels with kernel
size of 3001.

Optimizer: Adam optimizer is used for training with learning rate 0.0004 in the Allen-Cahn equation and 0.001
in the NLSE. The learning rate decays to its 10% for every 30 epochs. The batch size is 64 without use batch
normalization. The weight initialization in networks are chosen as orthogonal initialization in NLSE and as Kaiming
uniform initialization in Allen-Cahn equation.
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Models Parameters BER

MLP [20] 1.5M 0.0029

VGG16 [28] 29.9M 0.0746

ResNet18 [38] 7M 0.1858

Bi-LSTM [39] 48.1M 0.0086

DOSnet (Ours) 0.024M 0.0009
Table 4: Results of DOSnet comparing with baseline DNNs based on the optical transmission system described in
Section 3.2.2 with 0 dBm launch power. We trained those baseline DNNs using the same training data as those of
DOSnet. M denotes a million.

Network training: All trainings in this paper are based on the deep learning framework Pytorch [40] and all computation
are implemented on a machine equipped with an Intel Core i9-10900X CPU and a NVIDIA GeForce RTX 2080 Super
GPU.

3.2 Experimental set-up

3.2.1 Allen-Cahn Equation

In the Allen-Cahn equation, we generate a dataset of 500 data pairs by Strang splitting [6] with time step 2× 10−4s.
The hyperparameter ε in Eq.(13) is 0.02. Each data pair contains u0 (x) and u (x, T ), where T = 5s for x ∈ [−1, 1]2

and it is discretized into 128× 128 uniform grids.

3.2.2 NLSE

The data we used in NLSE experiment is simulated signals in optical fiber of 1600 km, with transmission rate 100
GBaud/s. A sequence of 16-QAM signal contains 96,000 symbols with sampling rate of 4 samples per symbol (sps) is
generated at the transmitter. Each symbol is a segment of the signal with the same length. The signal is transmitted
through the optical fiber with 20 spans. The parameters in NLSE are α = 0.063, β = −21.68, γ = 1.66 for the fiber,
which is solved by the split-step Fourier method (SSFM) [4, 5] to obtain the training data. Noise with 4.5 dB amplifier
noise figure is added during the transmission every 80km (see Appendix E for details).

Since the goal is to recover the original signal from the distorted signal, the distorted data at the receiver is the input of
our network and the undistorted data at the transmitter is the target for DOSnet is to recover. Thus, the data for training
DOSnet are two signals with length of 384,000 samples each. In practice, each signal is first downsampled to 2 sps
and then cropped into 24,000 segments with 6016 samples with stride of 8 samples. Inside each data of 6016 samples,
the middle 16 samples are valid samples and the remaining 3000 samples on both side of them are used for padding.
After passing the 2-block DOSnet where each convolutional layer with kernel size of 3001, the output of DOSnet
is a predicted recovery data with 16 samples (See Fig.12). The training and validation set contain 12,000 segments,
respectively.

4 Conclusions

This paper proposes the DOSnet, an operator-splitting-based neural network, to solve evolutionary PDEs. The structure
of the DOSnet contains two levels: on a coarse level, it is a general dynamical architecture Autoflow (autonomous flow)
describing the action of the evolution operators, which consists of multiple learnable OSB (operator splitting blocks);
and inside each OSB, there is a series of linear layers and particular nonlinear layers based on the nonlinear operator in
the PDE to reflect its properties. A critical property of DOSnet is that the input and output of each block have the same
dimension to mimic the evolution of the PDE. This feature distinguishes DOSnet from the standard DNNs: each block
of DOSnet models the transition between the states in the physical evolution systems rather than mapping the input into
some higher dimensional features. Moreover, the design of identical input and output dimensions in DOSnet vastly
reduces the parameters of the neural network. It makes DOSnet a lightweight neural network that meets the need for
efficient simulation in the engineered applications, such as the nonlinear compensation in optical fiber transmission
systerms.
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Figure 12: Singal preprocessing in NLSE example. A long signal after downsampling at receiver contains 192000
samples. This signal is cropped into 24000 segments. Each segment has the length of 6016 samples (16 samples are
valid, the remaining samples are for padding). Those segments are the input of DOSnet. After passing through DOSnet,
only 16 samples are predicted.

We validate DOSnet on several types of operator-decomposable differential equations. For solving the Allen-Cahn
equation, experimental results show that DOSnet achieves better accuracy in predicting the solutions than the baseline
DNN. DOSnet also shows several unique properties that the baseline DNN cannot represent. First, DOSnet can
‘stabilize’ the error increasing in the long-term evolution. The curve of the generalization errors of the baseline DNN in
long-term evolution grows exponentially, while that of the DOSnet represents linearity with a significant drop in errors.
Moreover, we observe that intermediate outputs of DOSnet can match the time trajectory of the evolving system, and
their time steps are nearly constant.

We also apply DOSnet to solve the inversed NLSE, which has important applications in the nonlinear compensation of
optical communication. In this application, DOSnet has demonstrated its significant advantages in mitigating nonlinear
distortion with low computation cost. Compared to the traditional numerical schemes, the SSFM with multiple iteration
steps, a 2-block DOSnet can achieve better BER in high launched powers. Compared to the standard DNNs with
millions of parameters, our 2-block DOSnet has a significantly better BER than theirs with at least 62.5 times fewer
parameters.

The proposed DOSnet is developed based on operator splitting of the PDEs. The results and analysis in this paper also
demonstrate that it is much more efficient to utilize a neural network with the help of the physical properties of the
underlying PDEs rather than extracting the general high-level features with millions of parameters.
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A Error Analysis for Operator Splitting Block (OSB)

We show error analysis for OSB in details based on the Allen-Cahn equation in main text section 2.3. The Allen-Cahn
equation is

∂tu (x, t) =Lu+Nu
=ε2∇2u (x, t) +

(
u (x, t)− [u (x, t)]3

)
, x ∈ Ω, t > 0.

(17)
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As we have shown in main text section 2.3, the solution of linear and nonlinear parts in Eq.(17) can be written
respectively as,

u(x, t+ h) =Whu(x, t) = ehLu(x, t), (18)

u(x, t+ h) = Shu(x, t) = ehNu(x, t), (19)

where the linear operatorWh = ehL, and the nonlinear operator Sh = ehN , with h being the time step.

We use the second order expansion ofWh,Sh, and S−1h at t = 0, for a small h:

Whu0 = u0 + h∂xxu0 +
h2

2
∂xxxxu0 +O(h3), (20)

Shu0 = u0 + h(−u30 + u0) +
h2

2
u0(1− 4u20 + 3u40) +O(h3), (21)

S−1h u0 = u0 − h(−u30 + u0) +
h2

2
u0(1− 4u20 + 3u40) +O(h3). (22)

where u(x, 0) is denoted as u0 for simplicity.

We understand OSB by comparison with the traditional operator splitting algorithm. Suppose that one OSB is used
to approximate the evolution from u0 to uT1 . Recall that in the operator splitting algorithm (Eq.(3) in main text), uT1

is estimated by a stack of compositions of N linear and nonlinear operators on u0, and when N is large enough, the
approximation error is small. While in OSB, we have uT1

≈ ψθu0 = ψNαψLθ
u0, where θ and α are all the learnable

parameters. Thus, we have

uT1
= ShWh . . .WhShWhu0 +O(Nh2) ≈ ψNαψLθ

u0. (23)

To better analyze the approximation error of the learnable layer ψLθ
in the OSB, we set ψNα =

N︷ ︸︸ ︷
Sh · · · Sh. Then for

Eq.(23) to hold, ψLθ
u0 can be written as

ψLθ
u0 =ψ−1Nα

2N︷ ︸︸ ︷
ShWh . . .WhShWh u0

=

N︷ ︸︸ ︷
S−1h · · · S

−1
h

2N︷ ︸︸ ︷
ShWh . . .WhShWh u0

=WNhu0 − S−1h [Sh,WNh]Whu0 − S−1h S
−1
h [Sh,W(N−2)h]WhShWhu0

− · · · − S−1h · · · S
−1
h︸ ︷︷ ︸

N−1

[Sh,Wh]Wh · · · ShWh︸ ︷︷ ︸
2N−1

u0.

(24)

In Allen-Cahn equation,Wh and Sh are not commutative, and their Lie bracket can be calculated as

[Sh,Wh]u0 = ShWhu0 −WhShu0 = −6u0(∂xu0)2h2 +O(h3) (25)

by Eq.(20) and Eq.(21). Furthermore, [
[Sh,Wh],S−1h

]
= O(h3). (26)

Therefore, in Allen-Cahn equation, Eq.(24) gives:

ψLθ
u0 =WNhu0 − [Sh,Wh]

(
W(N−1)h + 2W(N−2)h + · · · (N − 1)Wh

)
u0 +O(h3) (27)

Note that on the right-hand side (RHS) of Eq.(27), the first term is linear, while the second term is nonlinear since the
term [Sh,Wh] = −6u0(∂xu0)2h2 + cO(h3) is nonlinear. In practice, ψLθ

in DOSnet is expected to be a fully linear
layer. Therefore, besides approximating the first linear termWNhu0 on the RHS of Eq.(27), the linear layer in the
DOSnet provides a linear approximation for the second nonlinear term on the RHS of Eq.(27).
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Figure 1: The relative errors of linear Autoflow with unitary matrices (blue line) and regular linear Autoflow (orange
line) for long-time inference.

B Stability of Long Time Evolution in Schrödinger Equation

In this example, we validate the structure of Autoflow from another point of view, the stability of linear Autoflow in a
long time evolution. We implement our experiment on the Schrödinger equation as,

iut = −uxx + V (x, t)u, x ∈ [−π, π], t > 0, (28)
with potential V ≡ 0, which describes a pure phase rotation from 0s to 0.03s. The initial and boundary conditions are
the same as those in Eq. (11).

The experimental result in Fig.1 shows that the Autoflow with unitary matrices can “stabilize" the inference errors in
long time evolution. It is noticed that the design of intermediate dimension in Autoflow promises the use of unitary
matrices which respect the property of Schrödinger equation. In contrast, it is difficult to utilize unitary matrices in a
standard Convolutional Neural Network (CNN) with higher dimensional feature space. This shows that our model is
flexible and scalable to respect the property of original PDEs.

Specifically, in order to guarantee the long-range stability [33, 34], we employ unitary matrices [33] in each layer of
linear Autoflow to enforce the probability conservation property of the Schrodinger equation. We test the performance
of long-time evolution on the two model settings: linear Autoflow with unitary matrices and regular linear Autoflow
without unitary matrices. First, the model is trained to approximate the solution at time T = 0.03s given input
solution at 0s. Next, we apply the trained model multiple times and inference the solutions on test data from T to
4T. The test results under the two model settings are shown in Fig.1. The results are examined by the relative error,
1
N

∑N
i=0

(
û(xi,t)−u(xi,t)

u(xi,t)

)2
, where û is the prediction of the network and u is the target. The results show that the

Autoflow without restriction shows “exponential" errors after being applied multiple times, while the Autoflow with
unitary matrices can “stabilize" the inference errors in a long time evolution.

C Analysis of Behaviors of the Weights in DOSnet

We analyze the converged weights in the linear DOSnet when it is applied to solve a linear PDE.

In supervised learning, the dataset contains M input-target pair {u(i)0 , u
(i)
T }, i = 1, · · · ,M . Consider a two-layer linear

neural network[41] to learn the mappling: f : u0 ∈ RN1 → uT ∈ RN3 . The output o = W 32h = W 32W 21u0 ∈ RN3

is trained to approximate uT , where the hidden state h = W 21u0 ∈ RN2 . In the linear Autoflow, N1 = N2 = N3. The
loss function is defined as

L =

M∑
i=1

‖u(i)T −W
32W 21u

(i)
0 ‖2 + β

(
‖W 32‖2 + ‖W 21‖2

)
, (29)
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we explore the behavior of the weights W 32 and W 21 by analyzing the gradient descent dynamics that optimizes
Eq.(29):

1

λ

dW 21

dt
= (W 32)T

(
Σ31 −W 32W 21Σ11

)
− βW 21, (30)

1

λ

dW 32

dt
=
(
Σ31 −W 32W 21Σ11

)
(W 21)T − βW 32, (31)

where t measures time in the unit of iterations, λ is the step size, Σ11 = 1
M

∑M
i=1 u

(i)
0 u

(i)T
0 is the N1 × N1 input

covariance matrix, Σ31 = 1
M

∑M
i=1 u

(i)
T u

(i)T
0 is the N3 ×N1 input-output cross-covariance matrix.

We obtain the following proposition for the behaviors of the weights in the linear Autoflow. This proposition holds
when the linear Autoflow is applied to a general problem including solving a linear PDE. Note that N1 = N2 = N3 in
these propositions.
Proposition 1. Assume the initial weights follow orthogonal initialization from [41], then the converged weight
matrices W 32 and W 21 has the following relation,

W 21 = sgn(S31)(W 32)TU33(V 11)T , (32)

W 21 = ±R
√

sgn(S31)S31 − β(V 11)T , (33)

W 32 = ±sgn(S31)U33
√

sgn(S31)S31 − βRT , (34)
where S31 is the diagonal matrix, V 11 and U33 are orthogonal matrices from the singular value decomposition (SVD)
of Σ31, and R is an arbitrary orthogonal matrix.

Proof. Consider the dynamics of weights given by Eqs.(30) and (31). Following the assumption in [41], we assume
Σ11 = I , and consider the SVD decomposition of Σ31:

Σ31 = U33S31(V 11)T =

N1∑
α=1

sαuαv
T
α , (35)

where S31 is a N3 ×N1 diagonal matrix whose diagonal elements are singular values sα, α = 1, · · · , N1, s1 ≥ s2 ≥
· · · ≥ sN1 , and V 11 and U33 are orthogonal matrices.

By changes of variable W 21 = W̄ 21(V 11)T ,W 32 = U33W̄ 32, Eqs.(30) and (31) can be rewritten as

Γ
dW̄ 21

dt
= (W̄ 32)T

(
S31 − W̄ 32W̄ 21

)
− βW̄ 21, (36)

Γ
dW̄ 32

dt
=
(
S31 − W̄ 32W̄ 21

)
W̄ 21T − βW̄ 32, (37)

where Γ = 1
λ .

Denote aα as the α-th column of W̄ 21 and bαT the α-th row of W̄ 32. We rewrite Eqs.(36) and (37) by the column
vectors of the two weight matrices,

Γ
daα

dt
= (sα − aα · bα) bα −

∑
γ 6=α

bγ (aα · bγ)− βaα, (38)

Γ
dbα

dt
= (sα − aα · bα)aα −

∑
γ 6=α

aγ (bα · aγ)− βbα. (39)

The energy function can be written accordingly as,

E =
1

2Γ

∑
α

(sα − aα · bα)
2

+
1

2Γ

∑
α6=γ

(aα · bγ)
2

+
β

2Γ

∑
α

(
(aα)

2
+ (bα)

2
)
. (40)

In order to decouple the interaction terms in Eqs.(39) and (38), following the assumption on initial conditions in
[41], we assume that the initial value of aα and bα are all parallel to γα, i.e., aα // bα //γα, where {γα} is a fixed
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collection of N2-vectors that form an orthonormal basis. Under this assumption, aα and bα are in the same direction
and only differ in their scalar magnitudes, and are orthogonal to each other. Consider the magnitude of aα and bα on
γα, a(α) = aα · γα, b(α) = bα · γα. The dynamics of the scalar magnitudes are,

Γ
da(α)

dt
= b(α)

(
sα − a(α)b(α)

)
− βa(α), (41)

Γ
db(α)

dt
= a(α)

(
sα − a(α)b(α)

)
− βb(α). (42)

The energy function is,

E
(
a(α), b(α)

)
=

1

2Γ

(
sα − a(α)b(α)

)2
+

β

2Γ

(
a(α)2 + b(α)2

)
(43)

Thus the fixed points should satisfy {
a(α)b(α) ± β = sα,

a(α) = ±b(α).
(44)

Thus the fixed points have the following three cases:

• Case 1: (a(α), b(α)) = (0, 0)

• Case 2: when a(α) = −b(α), a(α)b(α) − β = sα, two fixed points are
(
−
√
−sα − β,

√
−sα − β

)
,(√

−sα − β,−
√
−sα − β

)
.

• Case 3: when a(α) = b(α), a(α)b(α) + β = sα, two fixed points are
(
−
√
sα − β,−

√
sα − β

)
,(√

sα − β,
√
sα − β

)
.

To examine the convergence of the dynamics of Eqs.(41) and (42), we examine the stability of the above fixed points by
linear stability analysis. Here we set β > 0,Γ = 1. In case 1, the linearization of Eqs.(41) and (42) is

d

dt

(
∆a(α)

∆b(α)

)
=

(
−β sα
sα −β

)(
∆a(α)

∆b(α)

)
, (45)

where ∆a and ∆b are deviations from the fixed point a and b, respectively. Eigenvalues of the linearized operator(−β sα
sα −β

)
are −β − sα and sα − β. Thus, when |sα| < β, the fixed point (0, 0) is linearly stable. For case 2, the

linearized operator has the form
( sα sα+2(−sα−β)
sα+2(−sα−β) sα

)
. The eigenvalues are −2β and 2 (sα + β). When

(sα + β) < 0, i.e. sα < −β, the fixed point a = −b is linearly stable. For case 3, the eigenvalues of the linearized
operator

( −sα sα−2(sα−β)
sα−2(sα−β) −sα

)
are −2β and −2 (sα − β). Thus, when sα > β, the fixed point a = b is linearly

stable. We show the dynamics of Eqs.(41) and (42) in the above three cases in Fig.2, .

In summary, for any α, when |sα| > β, the nontrivial fixed points will be linearly stable. Especially, aα = sgn(sα)bα.
In contrast, when |sα| < β, aα and bα will converge to zero.

In the nontrivial case, we have W̄ 21 = sgn(S31)(W̄ 32)T . Furthermore, by the assumption that the columns of W̄ 21

and the rows of W 32 satisfy aα // bα //γα, α = 1, · · · , N2, we can write W̄ 21 and W̄ 32 according to their converged
magnitudes (a(α), b(α)) in Case 2 and 3 as

W̄ 21 = ±R
√

sgn(S31)S31 − β, (46)

W̄ 32 = ±sgn(S31)
√

sgn(S31)S31 − βRT , (47)
where R is the orthogonal matrix whose α-th column is γα, α = 1, · · · , N2. Thus W 21 and W 32 satisfies Eqs.(32)-
(34).

Consider a linear PDE with some symmetry properties. Suppose the linear PDE Lu(x, t) = 0, where L is a differential
operator, is defined on a periodic spatial domain with period L, and t ≥ 0. The initial condition is u(x, 0) = g(x). The
fundamental solution φ(x, x′; t, t′) of this PDE satisfies

Lφ(x, x′; t, t′) = 0,

s.t. φ(x, x′; t′, t′) = δ(x− x′),
(48)

18



DOSnet as a Non-Black-Box PDE Solver

(a) (b) (c)

Figure 2: Vector field defined by Eqs.(41) and (42). (a) Case 1: vector field with β = 0.5, s = 0.1,Γ = 1. (b) Case 2:
vector field with β = 0.1, s = −1,Γ = 1. (c) Case 3: vector field with β = 0.1, s = 1,Γ = 1. The red curves indicate
s = ab± β, and the blue straight lines show a = ±b. The red points are the stable fixed points.

where δ is the Dirac Delta function. Consider the following symmetry properties of the PDE.

• Spatial translational symmetry. Then we can derive Lu(x+ δx, t) = 0 from Lu(x, t) = 0, where δx is an
arbitrary distance, and the fundamental solution φ given in Eq.(48) satisfies φ(x, x′; t, t′) = φ(x− x′; t, t′).

• Temporal translational symmetry. We can derive Lu(x, t + δt) = 0 from Lu(x, t) = 0, where δt is an
arbitrary time, and the fundamental solution φ given in Eq.(48) satisfies φ(x, x′; t, t′) = φ(x, x′; t− t′).

With the spatial and temporal translational symmetry, the fundamental solution given in Eq.(48) satisfies φ(x, x′; t′, t′) =
φ(x− x′, t− t′).

• Even parity symmetry. We can derive Lu(−x, t) = 0 from Lu(x, t) = 0, and the fundamental solution φ
satisfies φ(x− x′, t− t′) = φ(x′ − x, t− t′).

• Time-reversal symmetry. We can derive Lu(x,−t) = 0 from Lu(x, t) = 0, and the fundamental solution φ
satisfies φ(x− x′, t− t′) = φ(x− x′, t′ − t).

The following proposition summarizes the behaviors of the weights in the linear Autoflow when it is applied to solve
a linear PDE with some symmetry properties. Especially, under some symmetries of the PDE, the weights between
different layers in the network are equal.

Proposition 2. Consider the initial value problem of a linear PDE with periodic boundary condition in spatial domain
as described above. The spatial coordinate x is discretized into N1 uniform grid points, and the initial condition
g(x) of the PDE on the discrete mesh satisfies the covariance matrix Σ11 = I . If this linear PDE satisfies the spatial
and temporal translational symmetries, and the even parity symmetry ( or the time-reversal symmetry), then Σ31, the
input-output cross-covariance matrix between u(xj , 0) and u(xk, T ) where j, k = 1, 2, · · · , N1, is symmetric up to the
leading order of ∆x, where ∆x is the grid constant. As a result, we can specify U33 = V 11, thus W 21 and W 32 in the
linear Autoflow for solving this PDE satisfy W 21 = sgn(S31)(W 32)T . Moreover, when W 32 is symmetric, we have
W 21 = sgn(S31)W 32.

Proof. By Eq.(35), U33 and V 11 are determined by the input-output cross-covariance matrix Σ31. In the case being
considered, the input and output data are the solutions of the linear PDE at different time levels. Assume that the input
data is the solution of the linear PDE at initial time t = 0: u (x, 0) = g (x), where x is spatial coordinate. Ground truth
at time T is the solution u (x, T ). The cross-covariance between u(xj , t1) and u(xk, t2), where j, k = 1, 2, · · · , N1 and
t1, t2 ∈ [0, T ] is 〈u(xj , t1), u(xk, t2)〉 = 1

M

∑M
i=1 u(xj , t1)(i)u(xk, t2)(i), whereM is the number of data. Specifically,
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the cross-covariance matrix between u(xj , 0) and u(xk, T ) is

Σ31
jk = 〈u(xj , 0), u(xk, T )〉

≈

〈
g(xj),

N1∑
`=1

φ(x`, xk;T, 0)g(x`)∆x

〉

=

N1∑
`=1

φ(x`, xk;T, 0) 〈g(xj), g(x`)〉∆x

=

N1∑
`=1

φ(x`, xk;T, 0)δjl∆x

=φ(xj , xk;T, 0)∆x,

(49)

where φ is the fundamental solution of the linear PDE. The assumption of Σ11 = I , means that the initial data g(x)

satisfies 〈g(xj), g(x`)〉 = δjl =

{
0, if j 6= l,
1, if j = l.

Since the linear PDE satisfies the spatial and temporal translational

symmetries, its fundamental solution has the property that φ(xj , xk;T, 0) = φ(xj − xk, T ).

There are two cases in which we derive the symmetry of Σ31: (i) if the linear PDE satisfies the even parity symmetry, then
we have φ(xj − xk, T ) = φ(xk − xj , T ); (ii) if the linear PDE has time-reversal symmetry, according to the definition
of cross-covariance, we have 〈u(xj , 0), u(xk, T )〉 = φ(xj − xk, T ) = 〈u(xk, T ), u(xj , 0)〉 = φ(xk − xj ,−T ) =
φ(xk − xj , T ). By the above conditions, we can derive that the input-output cross-covariance matrix Σ31

jk has the
symmetric leading order behavior φ(xj , xk;T, 0)∆x, where j, k = 1, · · · , N1, as ∆x → 0. Thus we can specify
U33 = V 11. Further using Eq.(32), we have W 21 = sgn(S31)(W 32)T . Especially, when W 32 is symmetric, i.e.,
W 32 = (W 32)T , then W 21 = sgn(S31)W 32.

The following proposition gives a necessary condition for the intermediate output in linear Autoflow to be a true
intermediate state of the solution of the linear PDE.
Proposition 3. If the intermediate output h of the two-layer linear Autoflow is the solution of the PDE in Proposition 2,
then W 32 and W 21 should be symmetric.

Proof. If the intermediate output h of the linear Autoflow is the solution of the linear PDE in Proposition 2, then
the conclusion in Proposition 2 holds for h. That means the input-intermediate output cross-covariance matrix
Σ21 = 1

M

∑M
i=1 h

(i)u
(i)T
0 should be symmetric. By specifying R = U33 = V 11, W 32 and W 21 are symmetric.

D A Numerical Scheme of Solving Allen-Cahn Equation

Numerically, the operator splitting method is commonly used to solve the Allen-Cahn equation (13). Denoted
un = u (·, tn), and tn = nτ where τ is the time step. In each time step, the symmetrized Strang splitting scheme [6]
for solving the Allen-Cahn equation consists the following three sub equations successively,

∂tu1 = ε2∇2u1 in
(
tn, tn+1/2

)
, u1 (tn) = un → u?1 = u1

(
tn+1/2

)
(13a)

∂tu2 = −
(
u32 − u2

)
in (tn, tn+1) , u2 (tn) = u?1 → u?2 = u2 (tn+1) (13b)

∂tu3 = ε2∇2u3 in
(
tn+1/2, tn+1

)
, u3

(
tn+1/2

)
= u?2 → u (tn+1) = u3 (tn+1) . (13c)

The diffusion equations (13a) and (13c) can be solved by the fast Fourier transform (FFT) method with computational
complexity O

(
N2logN

)
, where N2 is number of discretized grid in the two dimensional spatial domain. The second

nonlinear equation (13b) can be solved analytically as,

u2 (tn+1) = u?1

/√
e−2τ + (1− e−2τ ) (u?1)

2
. (50)

The truncated error of this numerical scheme is O
(
τ2
)
. In order to reduce the error, the time step τ has to be very

small, leading to a large number of steps. The FFT method in equation (13a) and (13c) gives the largest contribution to
the computational complexity during the numerical simulation.
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E Optical transmission system

Figure 3: An optical transmission system (signal channel). There are three basic components in an optical transmission
system: transmitter, optical fiber, and receiver. For the optical fiber with 20 spans, each span of fiber is 80 km and
contains an inline optical amplifier (OA).

Here we give a more detailed description of the optical transmission system [37] which is studied as an application
of DOSnet in section 2.4. In our experiments, we only consider the single channel system. There are three basic
components in an optical transmission system: transmitter, optical fiber, and receiver. In the beginning, the electrical
signal is converted into optical signal at the transmitter. Then the optical signal propagates through the fiber for a long
distance. Finally it arrives at the optical receiver. The received signal is then converted back to electrical domain and is
processed by digital signal processor (DSP). The processed signal is used for information detection.

The clean signal at transmitter propagate through 20 spans optical fiber and arrived at the receiver. Each span of fiber is
80 km and contains an inline optical amplifier (OA). OA induces amplified spontaneous emission noise. This noise,
together with the three factors in the fiber, loss, dispersion, and nonlinear interaction, cause the signal to be distorted
inside optical fiber. In order to recovery the original information of this signal, nonlinear compensation is required
before the decision procedure is applied. The whole pipeline is shown in Fig.3.

Next, we describe each component of the system in details.

Signal generated at transmitter. The input signal at the transmitter takes the form of

u0(t) =
√
PL
∑
n

anh(t− nTs), (51)

where PL is the called launch power. We choose launch power as 0 dBm here, i.e., PL = 10−3 W. Each an ∈ C
represents a symbol and h is the root-raised-cosine filter. Here C := {±(2k + 1)± i(2l + 1)}0≤k,l≤1 ⊂ C is a set of
16 grid points, called 16QAM constellation. The real function h is called root-raised-cosine filter, which is defined by

h (t) =



1

Ts

(
1 + ρ

(
4

π
− 1

))
, t = 0

ρ

Ts
√

2
[

(
1 +

2

π

)
sin

(
π

4ρ

)
+

(
1− 2

π

)
cos

(
π

4ρ

)
], t = ±Ts

4ρ

1

Ts

sin[π t
Ts

(1− ρ)] + 4ρ t
Ts

cos[π t
Ts

(1 + ρ)]

π t
Ts

[1−
(

4ρ t
Ts

)2
]

, otherwise

(52)

where ρ = 0.1 and Ts is the reciprocal of the symbol-rate.

Signal propagation at fiber. Optical fiber is a fundamental component in optical transmission systems. Our 1600 km
transmission system consists of 20 spans of 80 km fibers. At the end of each span, optical amplifier (OA) is used to
exactly recover the amplitude of the signal. Besides, OA also add to the signal a white Gaussian noise with zero mean
and variation σ2 = Fhν0 (G− 1) ∆ν, where h is the Planck’s constant, ν0 denotes the carrier frequency, and G is the
gain of amplifier. Here we choose noise figure F = 4.5 dB, ∆ν = 50GHz where samples per symbol (sps) is 4.

Signal received at receiver. When the signal arrives at the receiver, a series of operations are performed to recover the
data being transimitted. The incoming signal is downsampled and preamplified by the amplifier first. Then it passes
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through a matched filter with the same impulse responses at Eq.(52) to reduce the noise. Next, in order to mitigate the
distortion caused by transimission, an efficient recovery algorithm is needed. Our DOSnet is proposed at this end to
compensates the linear and nonlinear distortion.

Finally, the signal is downsampled again such that each symbol contains only one sample, and a classification/decision
is carried out for each sample according to its distance to the points in the standard constellation C. Then the signal is
classified into 16 grid points on the constellation. Furthermore, those grid points on the constellation are converted to a
binary sequence by Gray code (See Fig.4). The original signal is recovered.

Figure 4: 16 grids points on 16 QAM constellation and their corresponding gray codes.
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