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Abstract

This article presents a fast direct solver, termed Algebraic Inverse Fast Multipole Method (from now on abbreviated
as AIFMM), for linear systems arising out of N-body problems. AIFMM relies on the following three main ideas:
(i) Certain sub-blocks in the matrix corresponding to N-body problems can be efficiently represented as low-rank
matrices; (ii) The low-rank sub-blocks in the above matrix are leveraged to construct an extended sparse linear system;
(iii) While solving the extended sparse linear system, certain fill-ins that arise in the elimination phase are represented
as low-rank matrices and are "redirected" though other variables maintaining zero fill-in sparsity. The main highlights
of this article are the following: (i) Our method is completely algebraic (as opposed to the existing Inverse Fast
Multipole Method [[1, 12} 13]], from now on abbreviated as IFMM). We rely on our new Nested Cross Approximation [4]
(from now on abbreviated as NNCA) to represent the matrix arising out of N-body problems. (ii) A significant
contribution is that the algorithm presented in this article is more efficient than the existing IFMMs. In the existing
IFMMs, the fill-ins are compressed and redirected as and when they are created. Whereas in this article, we update
the fill-ins first without affecting the computational complexity. We then compress and redirect them only once. (iii)
Another noteworthy contribution of this article is that we provide a comparison of AIFMM with Hierarchical Off-
Diagonal Low-Rank (from now on abbreviated as HODLR) based fast direct solver and NNCA powered GMRES
based fast iterative solver. (iv) Additionally, AIFMM is also demonstrated as a preconditioner.
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1. Introduction

This article focuses on solving linear systems that arise out of N-body problems. Such N-body problems arise
frequently in many applications such as electrostatics, integral equation solvers, radial basis function interpolation,
inverse problems, Gaussian process regression, wave scattering, etc. A linear system can be solved using a direct
solver or an iterative solver. Both have their advantages over the other and it is highly problem specific to choose the
solver that is better.

An important and widely used iterative technique is the Krylov subspace technique, which involves matrix-vector
products. To speed up these matrix-vector products, fast summation techniques such as Fast Multipole Method
(FMM) [5]], Barnes-Hut [6]], FFT, etc. are used. Further for fast convergence in problems with high condition numbers,
an iterative solver is coupled with a preconditioner.

On the other hand, direct solvers involve a factorization step followed by a solve step. The factorization step
comprises of an LU factorization or QR factorization, etc., which generally is computationally more expensive than
an iterative technique. But direct solvers are more robust and accurate than iterative solvers. Further, direct solvers
are advantageous when one is interested in multiple right-hand sides. A naive direct solver costs O(N?), which is
prohibitively large for large system sizes. To reduce the computational complexity, fast methods are used. Many
dense matrices arising out of N-body problems possess a hierarchical low-rank structure. This low-rank structure is
exploited to construct hierarchical matrices and hierarchical matrices based fast direct solvers [7, (8} 9} [10].

While constructing a hierarchical matrix, the low-rank bases of the sub-blocks that are compressed can be obtained
in a nested or a non-nested approach. In the nested approach, the low-rank bases at a parent level in the hierarchy are



constructed from the bases at the child level. The class of hierarchical matrices that follow the nested approach are
called H? matrices.

The matrix sub-blocks that are low-rank approximated in a hierarchical matrix are identified based on an admis-
sibility condition. The most widely used admissibility conditions are the weak admissibility and strong or standard
admissibility conditions.

Hierarchically Off-Diagonal Low-Rank (HODLR) and Hierarchically Semi-Separable (HSS) matrices [11} [12}
130 144 [15) [16L [17]] are sub-classes of Hierarchical matrices that follow the weak admissibility condition, wherein
all the off-diagonal sub-blocks are approximated by low-rank matrices. The former follows a non-nested approach
in the construction of the bases and the latter follows the nested approach. The major drawback with these classes
of Hierarchical matrices is that the ranks of the compressed sub-matrices are not "truly" low-rank. For instance in
2D, the ranks of the compressed sub-matrices grow as O( VN 10g2(N)) [18], in 3D it is O(N 3 10g3(N)), where N is
the size of the compressed sub-matrix. In a d-dimensional setting, the rank of the compressed sub-matrices grow as
()(N T 1ogd(N)) [19]. So, the direct solvers developed for HODLR and HSS classes of matrices are not linear in
complexity.

Another sub-class of Hierarchical matrices is the H? matrices with strong admissibility condition [9, 20} 211,
wherein interactions between neighboring clusters of particles are not compressed and interactions between well-
separated clusters of particles are approximated by low-rank matrices. This sub-class of Hierarchical matrices can be
considered to be the algebraic generalization of FMM, so they are also referred as FMM matrices. The strong admis-
sibility condition guarantees that the interactions between well-separated clusters of particles (when the underlying
matrix is generated from singular kernels) [19]] do not scale with the number of particles in the cluster.

There exists a vast literature on > matrices and solvers for linear systems involving 942 matrices in almost linear
complexity [22} 23| 241 25, 126]. The pre-factors in the scaling term of these methods tend to be large. Inverse fast
multipole method (from now on abbreviated as IFMM), a fast direct solver for FMM matrices with linear complexity,
was introduced [[1]], whose pre-factor in the scaling term is not that large. Another related work on fast direct solvers
for FMM matrices is the strong skeletonization based factorization method [27} 28]].

The work developed in this article is a variant of the IFMM developed in [1} [2, 3]. One of the key ideas based
on which the IFMM is developed is the extended sparsification technique that was earlier used in [L1} 29, 30]]. In
IFMM, an extended sparse system of size O(N) is developed by introducing auxiliary variables - which are the locals
and multipoles of nodes at various levels of the FMM tree. The advantage of sparsification is that the computational
complexity of the solver gets improved, provided the fill-ins are minimal. In IFMM, the fill-ins corresponding to
well-separated clusters of particles are compressed and redirected via the existing non-zero entries, which contributes
to its linear scaling.

With the auxiliary variables in [IFMM being the locals and multipoles of nodes at various levels of the FMM tree,
the extended sparse matrix is an assembly of the FMM operators, which are the L2P/L2L (Local-To-Particle/Local-
To-Local), M2L (Multipole-To-Local), P2M/M2M (Particle-To-Multipole/Multipole-To-Multipole),
and P2P (Particle-To-Particle) operators.

In this article, we develop an Algebraic Inverse Fast Multipole Method (from now on abbreviated as AIFMM),
wherein we employ a new Nested Cross Approximation (NNCA) [4], an algebraic technique, to obtain the L2P/L2L,
M2L and P2M/M2M operators. Nested Cross Approximation (from now on abbreviated as NCA) [31, 32| 4] is a
nested version of Adaptive Cross Approximation (from now on abbreviated as ACA), that forms low-rank bases in
a nested fashion. NNCA [4] differs from the NCAs described in [31}, 32] in the technique of choosing pivots, a key
step of the approximation. The search space for far-field pivots of a hypercube (a node belonging to the 2¢ tree) is
considered to be its interaction list region in the former and is considered to be its entire far-field region in the latter.
So the time to build the former approximation is lower than that of the latter, for no significant difference in accuracy.

There have been a few articles that have presented IFMM for various applications. Following are the differences
between this article and the earlier articles [1} 12} 3]]:

1. In this present article, the FMM operators which are used to form the extended sparse matrix, are obtained using
NNCA [4], a purely algebraic technique. While in [2]], it is done using Chebyshev interpolation, an analytic
technique. And in [3]], the extended sparse matrix is assembled using the Low Frequency FMM (LFFMM)
operators, which is also an analytic technique. The advantages of an algebraic technique are that i) the method
can be used in a black box fashion irrespective of the application ii) the ranks obtained are usually lower than
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that of the analytic techniques as the bases obtained through an algebraic method are problem and domain
specific.

2. In this article, the fill-in compression and redirection is performed using rank revealing QR (RRQR). While
in [2, 3] it is done using randomized SVD.

3. In this article, a more efficient elimination algorithm than the one stated in the existing IFMMs [1} 2| 3]] is
presented. In the existing IFMMs, fill-ins are compressed and redirected as and when they are created, which
could happen multiple times in the elimination process. Whereas in this article, we do not compress and redirect
a fill-in as and when created. We update the fill-ins without affecting the computational complexity. We then
compress and redirect only once.

4. In this article, we demonstrate AIFMM as a preconditioner in the high frequency scattering problem. While
in [2} 3], IFMM is studied as a preconditioner in a Stokes flow problem and a 3D Helmholtz BEM at low
frequencies respectively.

Below are the highlights of the AIFMM presented in this article:

1. It is a completely algebraic method, i.e., it does not use any analytic techniques such as the interpolation
techniques [2]], multipole expansions [3]], etc, to obtain the low-rank factorizations.

2. AIFMM is demonstrated as a direct solver for linear systems involving non-oscillatory Green’s functions and
the 2D Helmbholtz function at low frequency.

3. To the best of our knowledge, this work is one of the first to provide a comparison of the performance of
AIFMM with that of i) a HODLR based fast direct solver [14] ii) GMRES, an iterative solver. It is observed
that AIFMM is faster than HODLR, and GMRES is faster than AIFMM. But when one is interested in solving
for multiple right hand sides, AIFMM is faster than GMRES.

4. AIFMM is also demonstrated as a preconditioner in an iterative scheme for high frequency scattering problem.
It is observed that AIFMM as a preconditioner is better than the block-diagonal preconditioner, but not as good
as the HODLR preconditioner.

The rest of the article is organized as follows: Section [2]describes the preliminaries to develop AIFMM, which are
the construction of FMM tree, identification of the low-rank sub-blocks, and assembly of the various FMM operators
using NNCA. Section[3]describes AIFMM, which includes the construction of the extended sparse system, elimination
phase, and back substitution phase. Section[4] illustrates various numerical benchmarks of AIFMM in comparison to
those of GMRES and HODLR.

2. Preliminaries

Let u € RV* be the coordinates of N targets in d dimensions (we will be referring them as target points), v € RV*¢
be the coordinates of N sources in d dimensions (we will be referring them as source points). Let A € CYV be the
matrix that captures the pair-wise interaction between these points, i.e., A;; is the interaction between the source and
target located at v; and u; respectively. Such interaction matrices arise in many applications; to name a few integral
equation solvers, particle simulations, covariance matrices, electrostatics, scattering, etc. Electrostatic problems are
studied extensively in the literature and the naming conventions in most of the research articles are based on it. Hence,
in this article, we follow the nomenclature of Electrostatics.

We assume unknown charges of strength x € C¥*! are located at source points v and the potential b € CV*! at the
target points u is known. We are interested in finding the unknown charges x, given the potential b or in other words
solve the system of equations,

Ax =b. 1)

A key idea of the inverse fast multipole method is to introduce auxiliary variables and then create an extended
sparse system of size O(N). The advantage of sparsification is that it reduces the complexity of the problem as some
of the fill-ins that get created in the elimination phase are compressed and redirected through the existing non-zero
entries, resulting in a linear complexity algorithm.



The extended sparse matrix is created by constructing the FMM matrix representation of A. The multipoles and
locals that are formed at various levels of the FMM tree are considered to be the auxiliary variables.

The steps involved in constructing the extended sparse matrix are i) construction of FMM tree ii) identification of
the low-rank matrix sub-blocks, and iii) assembly of the various FMM operators. We now describe each of these steps
below.

2.1. Construction of FMM tree

We consider a smallest hypercube that contains the support of the particles to be the domain Q € R?. A 2¢ uniform
tree is constructed over Q. The hypercube at level 0, is the domain Q itself. A hypercube at level / is subdivided into 2¢
hypercubes, which are considered to be at level [ + 1 of the tree. The former is considered to be the parent of the latter
and the latter are considered to be the children of the former. And this subdivision is carried on hierarchically until a
level L is reached where the hypercubes contain no more than n,,,, particles. We will be referring to the hierarchical
tree as 7 ~. The notations associated with a hypercube i at level  are described in Table For d = 2, the construction
of quad-tree and the numbering of the nodes till level 2 is illustrated in Figure[T}

i® Hypercube (also referred to as node or box) i at level [ of the tree
Py | Parent of {®
C@®y | (7D . j%D s a child of i}

Table 1: Notations associated with hypercube i at level [

1511411110
2 3
0 121131 8
31217
0 1
11415
(a) Level 0 (b) Level 1 (c) Level 2

Figure 1: The numbering convention followed at levels 0, 1, and 2 of a quad-tree.

2.2. Identification of the low-rank matrix sub-blocks
Let tX and s¥ be the index sets that store indices of points u and v respectively that lie in hypercube X®.
x={m:u, X ()
X ={n:v, € Xb) 3)
In this section and the upcoming sections, we omit the superscript that represents the level at some places, to improve
the readability of notations, in the hope that the level can be understood from the context. We follow the strong
admissibility condition to identify the sub-blocks of the matrix that can be efficiently approximated by a low-rank

matrix, i.e., the interaction between the clusters of particles located in hypercubes X and Y, A,x,v, is approximated
by a low-rank matrix, only if

max{diam(X?), diam(Y?)} < ndist(X?, ¥, where 4)

diam(X®) = sup{llx = yll2 : x,y € XV},
dist(X?, Yy = inf{|lx — y|, : x € X?P,y € YO}
If X and Y satisfy the above stated strong admissibility criterion, then X’ and Y are said to be well-separated
and the interaction matrix A,x,r is said to be admissible. Further A,x,r is considered to be a far-field interaction. If X

and Y do not agree with the strong admissibility criterion, then A, is said to be non-admissible and is considered
to be a near-field interaction. In this article, we consider n = Vd.
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2.2.1. FMM matrix structure
For each node i at level /, we introduce the neighbors and interaction list, described in Table@ We illustrate the
same for a node in 2D in Figure 2]

N(@@@) | Neighbors of i¥ that consists of hypercubes at level /, that do not satisfy the admissibility condition for
low-rank.

TL(i®) | Interaction list of hypercube i? that consists of children of i”’s parent’s neighbors that are not its
neighbors.

Table 2: Neighbors and interaction list of hypercube i at level /

@ Box B
[ & [ Neighbors of B
| O 7LofB

(a) Level=0 (b) Level=1 (c) Level=2 (d) Level=3

Figure 2: Illustration of neighbors and interaction list at different levels in 2D.

Let K be the FMM matrix representation of A at level /. The sub-matrix notation in 2D is shown in Equation (3)),
where the ordering of boxes as shown in Figure (1|is followed. The notation K;lz represents the interaction between

the source points and target points of nodes b and a of level [ respectively. Consider the sub-matrix K(()ll). It gets
approximated at level 2, as in Equation (7)), where only those interactions between boxes which are in each other’s
interaction list are approximated by a low-rank matrix. In this way, at each level, all the interactions between boxes
which are in each other’s interaction list are approximated by a low-rank matrix. The resulting low-rank structure of
the matrix A at levels 2 and 3 arising in 2D problems is shown in Figure 3]

K(()]) KD g

g b iy
A=K9=g® = {9 I éf) 13 3)
) (1) (D
Ko K Ea B
K30 K31 K32 K33
r(2) (2) (2) (2)
K04 K?f K(8§ KOz
K(Z) K ) K ) K()
I L e [ (6)
01 K%i) K%g) K%g) K%z)
2) ) ) )
K34 K35 K36 K37
rr7(2) 42y, 2) 42y, 2) 4@y, 2) 42y,
UohogVar U dgsVe, Un Ve, Uodnls
~ Ky U Kl% Vs . U K1g Ve X Klz @)
Ky URRVE o
2) - 2)y,(2)" 2) - 2)y,2) ) 2,2 2) -2y (2)"
*U3 K34 V4 U3 K35 VS U3 K36 V6 U3 K37 V7

2.3. Assembly of FMM operators

To assemble the various FMM operators we use a new Nested Cross Approximation (NNCA) [4]], a nested version
of Adaptive Cross Approximation (ACA), which produces nested bases. The low-rank approximation of an admissible
sub-block A,x,r, with a controlled error of O(e,), using NNCA takes the form

Axgr & Apxgxi(Apigri )_lAtX,iSY.o (Apogro )_lAty,usy 8)
5



fihecd

Figure 3: Low-Rank structure of the matrix A at levels 2 and 3 arising in 2D problems

where %7, s%7, % and 5% are termed pivots, and %' c X, s% ¢ FXI Yo ¢ FY0 and 70 ¢ ¥ FX and FYO are
defined as

FY =X X e TLXDP)} and 9)

Fro= (" .Y e T7L0YD)). 10

For more details on the construction of NNCA, error bounds, and the technique we use in identifying the pivots,
we direct the readers to [4,[31]]. Here we summarise the various FMM operators that are constructed using NNCA.

VP = (Apogso) 'Apogs  of BY an
VIO = (Ao Ao of BY where PO = P(B) (12)
AD = Ao of BY where D € 7.L(B") (3)
Ui = (A of BO (14)
UL = Apgsi(Apigi)™ of BY (13
KD = Apa of B? where X € N(B?) (16)

where [ € {0, 1,2, ... L}. We describe each of these operators in Table@

V[(,L)* P2M (Particle To Multipole) operator of hypercube B that translates the sources of hypercube B to its
multipoles

vi?" | M2M (Multipole To Multipole) operator of hypercube B that translates the multipoles of hypercube B?
to it parent’s multipoles

AD 1 M2L (Multipole To Local) operator between hypercubes B® and D? that finds the locals (local potential)
of hypercube B’ due to the multipoles of hypercube D"

UZ([) L2L (Local To Local) operator of hypercube B that translates the locals of its parent to its locals

Uf,L) L2P (Local To Particle) operator of hypercube BY that translates its locals to its potential

K,(,Q P2P (Particle To Particle) operator between hypercubes B and X that finds the potential in hypercube

B® due to the sources in hypercube X!

Table 3: Various FMM operators



3. The algebraic inverse fast multipole method (AIFMM)

AIFMM has three main steps. The first step is to construct the extended sparse matrix from the given matrix using
NNCA. The second step is to perform elimination. The third step is to find the unknowns using back substitution. We
now describe each of these in the following subsections.

3.1. Construction of the extended sparse system

The construction of the extended sparse matrix representation of the dense matrix A involves

1. the construction of a 2¢ hierarchical tree of depth L, 7" () as described in Subsection
2. the identification of neighbors and interaction list of each hypercube at all levels of the tree, as described in
Subsection 2.2
3. the introduction of auxiliary variables:
(a) multipoles at levels 2 </ < L, i.e., {y"}-, where
y = [yff) ; yg); .. .yl(gﬂ] and {yg)} indicates the multipoles of hypercube igl).
(b) locals atlevels 2 </ < L, i.e., {z”}E, where
2D = [zf?;zEf; .. .ZI(ZI] and {Zﬁ)} indicates the locals of hypercube igl).
Here we followed MATLAB notation to represent the column vectors y and z(%.
Remark 1. For any hypercube at levels 0 and 1, its interaction list is empty, so only the multipoles and locals

of hypercubes at levels 2 < | < L are considered to be the auxiliary variables.

3.1.1. Unknown variables of the extended sparse system
For a hypercube /%, its particles x\"’ are defined as

xl@ = x(ti) )

For all non-leaf levels, the multipoles at the child level are interpreted to be the particles at the parent level, i.e., we

define the particles of a hypercube B’ where I < L, to be the multipoles of its children, as defined in Equation (T8).
P [ygj”;yj;;”;...yg;”], BV e c(B?) Vee(l,2,...,29) (18)

Here MATLAB notation is followed to represent the column vector xg). Accordingly, the child M2M operators get

combined to form the parent’s P2M operator, and similarly, the child L2L operators get combined to form the parent’s
L2P operator. This has been written in detail in Table 4]

v | P2M (Particle To Multipole) operator of hypercube B?) that translates the particles of hypercube BY to
its multipoles. Vi)' = [v;*" vV viCV) where 1 € {0,1,2...,L - 1}, B"*" € C(B®), and
cefl,2,3,...,29

U,(f) L2P (Local To Particle) operator of hypercube B’ that translates the locals of hypercube B? to the potential
of its children. U = [Uf"Y Uf™D . U]"D) where I € {0,1,2...,L - 1}, B*" € C(BY), and ¢ €

By
{1,2,3,...,29

Table 4: P2M and L2P operators at non-leaf level

Each hypercube i) at level 2 < I < L is therefore associated with the unknown variables described in Table



<0

| particles of hypercube i)
D

multipoles of hypercube i’

Zf-l) locals of hypercube i’

Table 5: Unknown variables of the extended sparse system

3.1.2. Governing equations of the extended sparse system
The equations governing the multipoles and the potential are given below.
At the leaf level,
W= VI.(L)*xf.L) denoted as Equation Y'" (19)
bEL) =U fL)zf.L) + Z Kij)x;D denoted as Equation Xf.L) (20)
]‘(L)eN(l‘(L))

where bi" = [b,,. b,..... b, ] and {c )" = 1.
Forle{0,...,L—1},

I I (1
pe T g o
0eC(i)
= v denoted as Equation Y!” (21b)

wherein we have combined the multipoles at a child level to form the particles at the parent level as in Equation (I8).
Forl € {0,1,..., L}, the equation governing the locals is given by

0 _ 710 1=1) [ONO)
& =uP T Y Al 22)
j“)eIL(i(“)

where /=1 = P(iD),
For [ € {1,2,...,L — 1}, Equation (22) takes the form of Equation (20), written out in Equation (23), when the
multipoles at level / are combined to form the particles at level / — 1 as in Equation (I8).

R Z Kf]',)x;l) denoted as Equation X" (23)
JOENGD)

Here zgl) = 6 Ul@ is defined in Tableand

A(1+1) A(1+1) A(Z+l) (I+1)
i1j1 i1)2 i1 Jpd i
(I+1) A(1+1> (I¥1) (+1)
K,(jl) — ’2.11 fz]z 12..]21[ , bg[) — 12. ) (24)
(f+1) <1+'1) (1;1) (l;rl)
i A o Al Zipg

Summary of equations ¥/ € {1,2,...,L}

yl(,l) = VI.(I)*xl(.l) denoted as Equation YEZ) (25)

bgl) = Ulq)zl(.l) + Z K;J].)x(jl) denoted as Equation XEZ) (26)
j(’)eN(i“))

The various FMM operators: L2L/L2P, M2M/P2M, and M2L are obtained using NNCA as described in Subsec-
tion 231



The system of equations with the unknowns x and the auxiliary variables is given in Equation (27).

X (D]

2D 0

NG 0
-0 o
Y| o

Al ¢ | = 27

z® 0

y(l) 0

7@ 0

[ y? | (0]

The ordering of equations or rows is given by
x®, v, x® y® L xP Ly E
1 g ) ) lydL LydL

X(L—l) Y(L—l) X(L—l) Y(L—l) XD Y(L—l)
i T 2 T 0 T T Taany” T bda-ny?

cey

X? y?® x® y@ . x® y?
131 1 5] 15)

id® Tiya’

X(l) X(l) X(l)}
» Ry reees Byt

i i>

A reordering of unknowns or columns of Equation (27) is performed, such that z”’ is interleaved in between x for
all levels [/ from L to 2 as follows

Ly (L @y @y @y Ly

[xil i X L e iydl “ipdL

L-1)* _(L-1)" _(L-1)" _(L-1)* L-1)" _(L-1)*
B I Iy
i i) i> i> bpd(L-1) “ipd(L-1)

@ @ 2 @) @ 2y
Yi T Ny Ty Y S

IR L

1] I lyd
It ensures that, when an elimination in standard ordering is performed, the fill-ins occur symmetrically. Let the new
system after reordering be

Ax=b (28)

The structures of the matrices A constructed out of a 2D problem at levels 2 and 3 are illustrated in Figures [4] and [3]
respectively.

3.2. Elimination or the Factorization Phase

Given the extended sparse system of Equations (28)), the next task is to solve for the unknowns %. It is solved using
Gaussian Elimination followed by Back Substitution. The elimination phase is not the naive Gaussian Elimination but
the elimination process is interleaved with the compression and redirection of fill-ins corresponding to well-separated
hypercubes through non-zero entries. In this subsection, we describe this process.

We show in Figures [6] and [8] the graphical representation of the extended sparse matrix, constructed out of a 2D
problem at levels 2 and 3 respectively. For better clarity, we show in Figure [7]a partial graph of the graph shown in
Figure|8] The nodes correspond to the variables and the incoming edges to a node constitute an equation. The same
color notation followed in Figures ] and [3]is followed in Figures|[6] [7]and 8]



(D (URY ORI ORTAIU]
K m U7 veUTY,
[ | Ag.) B -I (negative identity matrix)

Figure 4: Structure of the extended sparse matrix at level 2 arising in 2D problems

m K CRARCRHCRGT
[ ] Ag.) B -1 (negative identity matrix)

Figure 5: Structure of the extended sparse matrix at level 3 arising in 2D problems
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Figure 6: Graph of the Extended Sparse system at level 2

Figure 7: Partial graph of the Extended Sparse system at level 3, showing few nodes and edges for better readability
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We eliminate the variables in standard ordering, i.e., the order in which the variables are arranged. When variables
and z?) get eliminated, which we term as the hypercube getting eliminated, it results in an update of the graph
that involves nullification of some edges, updation of some edges and creation of new edges. The new edges that get
created are termed fill-ins. The various fill-ins that get created are described in Table 6]

(0]
X

PZPE? The P2P fill-in that represents the potential of hypercube i’ due to the particles of hypercube j

M2P® | The M2P fill-in that represents the potential of hypercube /¥ due to the multipoles of hypercube j©

P2L" | The P2L fill-in that represents the local potential of hypercube i”’ due to the particles of hypercube ;O

M2LY | The M2L fill-in that represents the local potential of hypercube i’ due to the multipoles of hypercube
(D
J

Table 6: Fill-in interactions
Upon elimination of hypercube i, fill-ins among its neighboring hypercubes get created as described below. For
PO, g0 e NGO,

1. if p® and ¢® have been eliminated, M2L!, and M2L{) get created.
]

2. if p® has been eliminated and ¢ has not been eliminated, fill-ins P2L}) and M2P) get created.
3. if ¢ has been eliminated and p has not been eliminated, fill-ins P2LE/,), and M ZPEQ] get created.
4. if p" and ¢¥ have not been eliminated, PZP% and PZPE;,), get created.

For a more detailed understanding of the fill-in creation, we refer the readers to the graphs in [[L].

Theorem 1. Consider a hypercube i® and hypercubes {j, k'P} € N(iD) such that j'P € TLHKP). Let N target
points and N source points be distributed uniformly in each of the hypercubes. If the hypercubes j© and k™ are
not eliminated from the extended sparse system, then the P2P fill-in PZP(j? that gets created upon elimination of

hypercube iV is rank deficient.
Proof. Upon elimination of hypercube i from the extended sparse system, the P2P fill-in PZP%) gets created as

PZPE? =-K ;L) KI(IL) kaL ). The rank of Kil.L) is N, as it is a self interaction. From [[19], the rank of interaction between

particles of hypercubes that (i) share a vertex scales as O(log(N ) logd(log(N))); (ii) share a hypersurface of dim &’
scales as O(N% logd(N)), de{l,2,...d-1}.

e If at least one of the hypercubes j©, k) shares a vertex with hypercube i) then
rank(Pzp(]Q) < min{rank(Kj.?), rank(K"), rank (K} (29)
<0 (log(N) logd(log(N))) . (30)

e If j© and kD share a hypersurface of dim d; € {1,2,...d — 1} and d; € {1,2,...d — 1} with hypercube ‘¥
respectively, then
rank(PZP;.?) < min{rank(Kj.iL)), rank(KfiL)), rank(Ki(kL )} 31
<0(N¥ 10g"a¥) (32)
where d’ = min{d;,dy} andd’ € {1,2,...d - 1}.
U

We show in Theorem [T} under the assumption that the particles are uniformly distributed, that the P2P fill-ins
corresponding to well-separated hypercubes at leaf level are rank deficient. We assume that this is true at higher levels
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as well and also when the particles are distributed non-uniformly. Further, the bounds obtained in Theorem [T]are very
conservative, as the numerical illustrations in [1]] show that the ranks are almost constant.

The ranks of P2L and M2P fill-ins do not scale with N, as they are equal to the number of locals and the number
of multiples respectively.

In conclusion, a fill-in corresponding to an interaction between well-separated hypercubes is low-rank and there-
fore can be efficiently approximated by a low-rank matrix. Further, the compression is redirected through existing
operators as described later in the section.

In the process of elimination, due to the creation of fill-ins, and due to the compression and redirection of fill-ins
corresponding to well-separated hypercubes, Equation (26) gets modified as

l
B0 = U0 S (1= EDKDR + EVm2p0y0) (33)
JOeNGED)

where E;.l) takes values O or 1. It being 1, indicates that node j(l) is eliminated and 0, indicates that node j(’) is not
eliminated. We continue the process of elimination until when the multipoles at level 2 are the only variables left.
This entire elimination process is described in Algorithm|[T}

3.2.1. Compression and redirection of P2P fill-in

Consider a P2P fill-in P2P;; where hypercubes i and j at level / are well-separated. P2P;; can be efficiently
approximated by a low-rank matrix and this interaction can be redirected through an already existing interaction via
the path x; — z; — y; — yi — z — x; as shown in Figure [0] This redirection results in an update of (i) P2M
Vi (i) M2L A;j; (i) L2P U;; (iv) M2M V;*; (v) L2L U;'; (vi) Other M2Ls {A;. : ¢ € {ZL@O\jUN(@)} and
{Agj : d e (TL()H} UN(j)}. We now describe how each of these updates is done.

P2P;;

Figure 9: Illustration of P2P;; compression and its redirection. The fill-in is shown through a dashed edge. Here i’ = P(i) and j/ = P(j). (Itis to
be noted that a part of the graph, with only a few connections that get updated as a result of the fill-in redirection, is shown here.)

P2M, M2L, L2P update. First, we find the new orthogonal column basis, that spans the existing column basis of
iatlevel /,i.e., U;, and the columns of the fill-in P2P;; by finding the RRQR decomposition of the augmented matrix

[Ui|P2P;j] = U;L;;. 34
A threshold ¢4 is used as an input to the RRQR routine, such that the relative residual in the decomposition is equal

14



Algorithm 1 Elimination algorithm

1: procedure ELIMINATION(7,x,€4 )

24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:

> Nmax 1S the maximum number of particles at leaf level

Form 7%, where L = min {l : |xl(.l)| < Nmax; ¥ hypercubes i at level l}
Perform NNCA with tolerance €4 to find the L2L/L2P, M2L, M2M/P2M operators of all hypercubes at all

levels
for/=L:2do
fori = e(ll), eg), .. .,e(zg, do
Eliminate xf" ) and zgl) from the extended sparse system using Equations (33)) and (23]
EV =1
f(;r (PP, ¢?yin {(r, 5Dy : ¥ e N(@D), s € N(@P)} do
if p¥ is eliminated then
if ¢ is eliminated then
Results in the update of M 2L(pl()1 and M 2Lfllz,
else
Results in fill-ins P2L{) and M2PY)
if p and ¢ are well-separated then
Compress PZL% and M2P(ql; and update the relevant operators as in Subsections
and
end if
end if
else
if ¢ is eliminated then
Results in fill-ins P2L{) and M2P\))
if p and ¢ are well-separated then
Compress P2Lf,l,), and M’ ZPE,I,)] and update the relevant operators as in Subsections m
and[3.2.31
end if
else
Results in the update of P2P§,]21 and P2Pfjl,),
if p¥ and ¢ are well-separated then
Compress PZP% and PZPE;I), and update the relevant operators as in Subsectionm
end if
end if
end if
end for
end for
end for

35: end procedure

15



to O(ey). Considering the matrix L;; to be an augmented matrix of the form L;; = [LiL; 1, results in

Ui = UL (352)
P2P;; = UL, (35b)

Next, we find the orthogonal row basis, that spans the existing row basis of j at levek [, i.e., VJ’T, and a row basis of the
fill-in P2P;;, L;;, by finding the RRQR decomposition of the augmented matrix

[VIL;] = VR (36)

By expressing R;; as the augmented matrix [R jIR,- i1, we have

V;=VR;, (37a)
L = ¥Ry, (37b)

Using Equations (35b) and (37Db), we have,
P2P;; = UiLij = UiR;;V;. (38)

Using Equations (38), (35a), and (37a), U;A;;V; + P2P;; can be expressed as

U,‘A,'J'V; + P2Pij = U,L,AURjVJ* + U,R:}V; (39)
= ljl(LlA,/R;k + R:})Vj (40)

We then make the following assignments, which update the old operators with the new ones.

Aij = L,‘A,‘jRj» + R;FJ 1)
U,‘ = 05 (42)
Vj = ‘7j (43)

Other M2L updates. For ¢ € {7 L(i)\j} U N(P), the value of the old potential due to y. at particles x; should be
equal to the value of the new potential due to y,. at particles x;, as in equation[44} because the potential due to y. at x;
is not dependent on the fill-in between hypercubes i and j at level [.

UiAicye = UiAicy. (44)
As Equation (@) holds true Yy, € C*!, it can be equivalently written as
UiAi. = UA;, (45)
Further, since U N U =1, Equation @]} can be written as
A = U;UAic = LiA;c. (46)
We then make the following assignment, which updates the old operator with the new one.
Ajc = Ay, 47

Similarly, for d € {I.L(j)} U N(j)}, the value of the old locals due to x; should be equal to the value of the new locals
due to x;, because the locals of d due to particles of j is not dependent on the fill-in between i and ;.

AdjV;Xj = AdjV;Xj (48)
As Equation {#8) holds true Yx; € CH, it can be equivalently written as
AV = Ay (49)
16



Further, since \7;.‘ Vj = I, Equation (@9), can be written as
Adj = AdjV;Vj = Adej-. (50)
We then make the following assignment, which updates the old operator with the new one.

Ad i = Ad j (5 1)
M2M update. The old and new multipoles of hypercube j at level / are given by

¥ = Vix, (52)
yj = V;XJ' (53)

respectively. The fill-in P2P;; has no influence on the multipoles y;. So, the old and the new contribution of the
multipoles of j at the multipoles of its parent j* must be equal and hence it follows that

V=V (54)

Using Equations (32), (33)), and, (34)
ViVix = Vi Vi (55)

As Equation (53) holds true Yx; € CH!, it can be equivalently written as

Vivi=TT; (56)

J J J

Further, since V;V; = I, Equation (56) can be written as

ci ke e
V, =V, ViV; =V, R} 57
We then make the following assignment, which updates the old operator with the new one.
(R v 4
vV, =V, (58)

L2L update. A similar analysis as done in updating the M2M on the L2L operator results in its update as follows:

Ul =0 = U;UU! = LU (59)

3.2.2. Compression and redirection of P2L fill-in

Consider a P2L fill-in P2L;; where hypercubes i and j at level [ are well-separated. Then P2L;; can be efficiently
approximated by a low-rank matrix and this interaction can be redirected through an already existing interaction via
the path x; — z; — y; — y;, as shown in the Figure['ll?} This redirection results in an update of (i) P2M Vj’f; (i) M2L
A;j; (i) M2M V;; (iv) Other M2Ls {Ay; : d € {TL(H\i} U N(j)}. We now describe how each of these updates is
done. ‘
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Figure 10: Illustration of P2L;; compression and its redirection. The fill-in is shown through a dashed edge. Here j' = P(jj). It is to be noted that a
part of the graph, with only a few connections that get updated as a result of the fill-in redirection, is shown here.

P2M, M2L update. We find the new orthogonal row basis, that spans the existing row basis of j at level /, i.e.,
V;f, and the rows of the fill-in P2L;;, by finding the RRQR decomposition of the augmented matrix

[ViP2L;;] = ViR;; (60)

By expressing R;; as the augmented matrix [R jlﬁ,- i1, we have

tl

[

iRj, (61a)
iRij, (61b)

3

*

P2L;,

<

Using Equations (61a) and, (61b), A;;V; + P2L;; can be expressed as

AijV; + PZLij = Al]RjV]* + R;V; (62)
= (AR, + RV (63)

We then make the following assignments, which update the old operators with the new ones.

Aij == AR + R, (64)
Vj = ‘7j (65)

Other M2L updates. As a result of the redirection of the fill-in P2L;;, the M2Ls A4; where d € {T L(j)\i} U N(j)}
get updated. The updates follow the same lines described in Subsubsection @}

M2M update. As a result of the redirection of the fill-in P2L;;, M2M Vj* gets updated. The updates follow the
same lines described in Subsubsection[3.2.11

3.2.3. Compression and redirection of M2P fill-in

Consider a M2P fill-in M2P;; where hypercubes i and j at level / are well-separated. Then M2P;; can be efficiently
approximated by a low-rank matrix and this interaction can be redirected through an already existing interaction via
the path y; — y; — z; — x;, as shown in the Figure @ This redirection results in an update of (i) L2P U;; (i) M2L
A;j; (1ii) L2L UZT; (iv) Other M2Ls {A;. : ¢ e {Z L()\j} U N(i)}. We now describe how each of these updates is done.
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Figure 11: Illustration of M2P;; compression and its redirection. The fill-in is shown through a dashed edge. Here i’ = #(i). It is to be noted that a
part of the graph, with only a few connections that get updated as a result of the fill-in redirection, is shown here.

L2P, M2L update. We find the new orthogonal column basis, that spans the existing column basis of 7 at level /
i.e., U;, and the columns of the fill-in M2P;;, by finding the RRQR decomposition of the augmented matrix

ijs
[UilM2P;;] = U;L;; (66)

By expressing L;; as the augmented matrix, [L;|L; i1, we have
U;
M2P;;

iLi, (67a)
iLij, (67b)

Il
T

Using Equations and (67D), U;A;; + M2P;; can be expressed as
U,‘A,‘j + MZP” = U,‘L,‘Aij + U,‘i,‘j (68)
= U,’(L,’Aij + iij)- (69)
We then make the following assignments, which update the old operators with the new ones.
A,‘j = L,‘A,‘j + I:ij (70)
U,‘ = [.7,' (71)
Other M2L updates. As a result of the redirection of the fill-in M2P;;, the M2Ls A;. where ¢ € {7 L@\ j} U N (@)
get updated. The updates follow the same lines as described in Subsubsection@

L2L update. As a result of the redirection of the fill-in M2P;;, the L2L U; gets updated. The updates follow the
same lines described in Subsubsection 3.2.1]

ij>

3.3. A more efficient elimination algorithm

For d > 1, a fill-in corresponding to well-separated hypercubes, say P2P,,, could get created or updated multiple
times during the elimination process. It is because there could be many hypercubes i¥’ such that hypercubes p”, g €
N(i?). To avoid the compression and redirection multiple times, we choose not to compress and redirect as and when
a fill-in gets created as in Algorithm [I] but to update the fill-ins multiple times and compress and redirect only once,
just before either p® or ¥ gets eliminated as in Algorithm 2]
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In Algorithm [2] vectors vP2P and vP2L are used to keep track of the fill-ins corresponding to well-separated
hypercubes. For the fill-ins P2P{) and P2P|) where p® € I L(¢q"), only one ordered pair (p, g} is stored in vP2P
as they always occur in a pair. Similarly for the fill-ins P2L{) an M2P.)) where p® € I L(¢"), only one ordered pair
(p?®, ¢ is stored in vP2L. Before a node iV’ gets eliminated, the vectors vP2P and vP2L are searched for an ordered
pair with i) as one of its elements. If it exists then the associated fill-ins are compressed and redirected.

3.4. Back Substitution or Solve phase

The third step of AIFMM is the back substitution or solve phase, wherein we solve for the multipoles at level 2
and then find the unknowns by back substitution. The pseudo-code is described in Algorithm 3]

Remark 2. The elimination process, similar to the factorize phase in a direct solver, can be decoupled from the right-
hand side. So the elimination phase can be considered as the factorize phase and the back substitution phase can be
considered as the solve phase.

4. Numerical Results

We perform a total of five experiments to demonstrate the performance of AIFMM as a direct solver and as a
preconditioner.

In Experiment 1, the validation, convergence and various benchmarks of AIFMM are presented. In Experiments
2 to 4, AIFMM is compared with HODLR [14] [34]], a direct solver, and with GMRES [35| 36], an iterative solver.
HODLR solver hierarchically partitions the matrix and constructs low-rank approximations of the off-diagonal blocks
to a user-specified tolerance ey.

In Experiment 5, AIFMM is demonstrated as a preconditioner. GMRES with AIFMM as preconditioner is com-
pared with i) GMRES with no preconditioner ii) GMRES with HODLR as preconditioner iii) block-diagonal precon-
ditioner. HODLR and AIFMM are used as preconditioners by constructing low-accuracy direct solvers, i.e., a high
value of €y and ¢4 are used respectively.

GMRES involves the computation of a matrix-vector product in each of its iterations. In Experiments 2 to 4, this
computation is accelerated using NNCA-based fast 4> matrix-vector product, described in [4]. While in Experiment
5, where we solve the high frequency scattering problem, we use NNCA-based Directional Algebraic Fast Multipole
Method (DAFMM), described in [33]]. Let the compression tolerance of these fast summation techniques be denoted
by €.

All experiments were carried out on an Intel Xeon 2.5GHz processor. In Experiments 1 to 4, we solve for x, in
Ax = b, where

e b is considered to be a random vector and
o the particles {ui}f\i , and {v,-}f; , are considered to be same and are distributed uniformly in the domain [-1, 112

Before presenting the experiments, we describe some notations that are used in this section in Table

4.1. Experiment 1: Validation and convergence of AIFMM

Here we consider the 2D Helmholtz function with the wavenumber set to 1. To have a well-conditioned matrix,
we consider the entries of the matrix to be

{\/10001\] ifi=j
ij = .

72
CH(lx; = xjll)  else 72)

We plot r,,,, assembly time, factorization time, solve time, and relative error versus N in Figure[T;Z]for various values
of €4. The following inferences are to be noticed from the figure.

1. The relative error for a given €4 is almost constant as N increases.
2. The relative error decreases as €4 decreases, which validates the convergence of AIFMM.
3. Assembly time, solve time, and factorization time scale linearly with N.
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Algorithm 2 Efficient Elimination algorithm

1: procedure EFFICIENT_ELIMINATION(72,x,€4)

2: Form 7%, where L = min {l : lxl(.l) | < Nmax; ¥ hypercubes i at level l}
3: Perform NNCA with tolerance €, to find the L2L/L2P, M2L, M2M/P2M operators of all hypercubes at all
levels
4 Declare sets vP2P and vP2L that holds integer ordered pairs
5 for/=L:2do
6: fori= e(ll), e(zl), ey 6‘(2131 do
7 for (*?, sO) in vP2P do
8 if (i == r||i == s?®) then
9: Compress P2P£IS) and P2P§],) and update the relevant operators as in Subsectionm
10: Erase (¥, sOY) in vP2P
11: end if
12: end for
13: for (*?, sO) in vP2L do
14: if (i == 5©) then
15: Compress P2L.) and M2P!) and update the relevant operators as in Subsectionsand
respectively.
16: Erase (r®, sy in vP2L
17: end if
18: end for
19: Eliminate xl@ and zgl) from the extended sparse system using Equations (33)) and (23]
20: E" =1
21 for (p©, gy in {(r?, sP) : ¥® € NGD), s € N(G?P)} do
22: if p is eliminated then
23: if ¢ is eliminated then
24: Results in the update of M ZL(;; and M’ 2L512
25: else
26: Results in the update of P2L§,l(), and M ZPg,),
27 if p and ¢ are well-separated then
28: vP2L.push_back((p?, g®))
29: end if
30: end if
31 else
32: if ¢ is eliminated then
33: Results in the update of P2L§]l,), and MZP%
34: if p and ¢ are well-separated then
35: vP2L.push_back((g", p©))
36: end if
37: else
38: Results in the update of P2P5,l,)] and PZPgI),
39: if p¥ and ¢ are well-separated then
40 vP2P.push_back((p?, g"))
41: end if
42: end if
43: end if
44: end for
45: end for
46: end for

47: end procedure
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Algorithm 3 Back Substitution Algorithm

procedure Back_SUBSTITUTION

1:

2 Solve for the multipoles at level 2, y?, directly

3 for/=2:Ldo

4 for i = e(zlj,, 6(213,71, ey e(ll), do

5: Find xl@ and Zﬁl) by back substitution using Equations (33) and (23).
6 E;l) =0

7 Find {yff+1)}fil from x" using Equation (T8).

8 end for

9: end for

10: end procedure

N System size that denotes the number of particles in the domain.

N Tolerance set for NNCA and RRQR, of AIFMM.

T'm Maximum rank of the compressed blocks, which includes the interactions and the fill-ins correspond-
ing to well-separated hypercubes.

Taq Time taken to construct the extended sparse matrix using NNCA.

Tay Time taken by the elimination phase of AIFMM excluding the time taken to perform the Schur com-
plement operations on the rhs.

Tas Sum of the time taken by the back substitution phase of AIFMM and the time taken to perform the
Schur complement operations on the rhs, i.e., the respective operations that are to be performed on the
rhs during the elimination phase.

E4 Relative forward error of AIFMM measured using ||.||>.

€GMRES The relative residual %, that is used as the stopping criterion for GMRES, where x is the solution
computed using GMRES.

TGa For problems involving non-oscillatory Green’s functions and the Helmholtz function at low frequency
it is the time taken to construct the H* matrix representation. For problems involving high frequency
Helmholtz function it is the time taken to construct the DAFMM matrix [33]].

Tgs Time taken to solve the system using GMRES

I Number of iterations it takes for convergence by GMRES with no preconditioner.

Eg Relative forward error of GMRES measured using ||.||>.

THa Time taken to assemble the matrix in HODLR form.

Thuy Time taken to factorize using HODLR.

Ty Time taken to solve using HODLR.

Ey Relative forward error of HODLR measured using ||.||>.

Ipa Number of iterations it takes for convergence by GMRES with AIFMM as a preconditioner.

Iu Number of iterations it takes for convergence by GMRES with HODLR preconditioner.

Ipp Number of iterations it takes for convergence by GMRES with block-diagonal preconditioner.

Tsp Time taken to solve by GMRES with block-diagonal preconditioner.

Thas Time taken to solve by GMRES with AIFMM preconditioner.

Tons Time taken to solve by GMRES with HODLR preconditioner.

relative relative forward error in the solution measured using ||.||>.

error

Table 7: List of notations followed in this section
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Figure 12: Results obtained with Experiment 1; Various benchmarks of AIFMM plotted for different values of €4
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4.2. Experiment 2: Comparison of AIFMM with HODLR and GMRES for the 2D Helmholtz kernel

Here we consider the same matrix as considered in Subsection €4, €;, and ey are set to 10710, eguyres is also
set to 10710, We tabulate the various CPU times and the relative errors of the three solvers AIFMM, GMRES, and
HODLR in Table[8] Some of these benchmarks are also illustrated in Figure [I3]

|
10°

Assembly Factorization Solve Error
N TGa ‘ Tha ‘ Tsa ‘ % Ty ‘ Tar ‘IT—:; Tgs ‘THS Tas ‘ % ‘% Eg ‘ En ‘ E4
4900 43 20.1 6.4 32 9.1 114 0.8 19.6 0.1 0.2 89.7 | 0.3 | 4de-11 | 9e-11 | le-11
16900 21.5 191.8 30.9 6.2 103.5 69.3 1.5 92.4 04 | 0.8 | 112.1 | 0.5 | 4e-10 | 3e-11 | 3e-10
36100 65.0 793.8 83.8 9.5 439.7 1843 | 2.4 | 140.8 1.2 1.4 | 979 | 0.8 | Se-10 | 3e-11 | Se-10
62500 100.7 2231.1 1433 | 15.6 | 1283.3 | 385.8 | 3.3 | 440.7 2.9 3.7 | 119.5 | 0.8 | 5e-10 | 1e-09 | 5e-10
115600 | 254.2 7211.8 318.1 | 22.7 | 4199.6 | 750.9 | 5.6 | 504.6 7.1 5.0 | 100.1 | 1.4 | 1e-09 | 3e-10 | 1e-09
160000 | 347.2 | 13347.6 | 450.1 | 29.7 | 7658.6 | 1178.5 | 6.5 | 10254 | 10.9 | 9.1 | 113.0 | 1.2 | 2e-09 | 6e-10 | 2e-09
240100 | 459.7 - 657.4 - - 2060.6 - 2288.1 - 20.5 | 111.8 - 3e-09 - 3e-09
336400 | 617.2 - 976.4 - - 3708.5 - 4552.1 - 458 | 994 - 3e-09 - 3e-09
448900 | 1099.2 - 1376.8 - - 3619.1 - 2636.3 - 25.0 | 1054 | - 5e-09 - 5e-09
577600 | 1393.8 - 1809.0 - - 5166.7 - 4373.4 - 41.5 | 105.3 - | 4e-09 - 4e-09
672400 | 1586.7 - 2120.3 - - 6429.6 - 6201.4 - 56.6 | 109.7 - 7e-09 - 8e-09
Table 8: Results obtained with experiment 2; CPU times and relative errors of the three solvers
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Figure 13: Results obtained with Experiment 2; Plots of r,,, assembly time, factorisation time, and solve time versus N of AIFMM in comparison

to those of HODLR and GMRES

4.3. Experiment 3: Comparison of AIFMM with HODLR and GMRES for the 2D Laplace kernel

Here we consider the 2D Laplace kernel. Again to ensure a well-conditioned matrix, we consider the entries of
the matrix to be

V1000N

1

llxi—x;ll2

24

if

i==j

else

(73)




€x, € and ey are set to 10719, 1078, and 107'° respectively. We used different compression tolerances to ensure that
the relative errors of the three solvers AIFMM, GMRES, and HODLR are of the same order so that the CPU times
of the solvers can be compared and an inference can be drawn on which solver performs better. egypres iS set to
10719, We tabulate the various CPU times and the relative errors of the three solvers AIFMM, GMRES and HODLR
in Table[9] Some of these benchmarks are also illustrated in Figure[T4]

Assembly Factorization Solve Error
N | Toa | Tua | Taa | 72 | Tup | Tar | 72| Too | T | Tas | 72 | 72| Ec | Eu | Ea
4900 0.7 6.1 0.7 9.0 6.8 4.5 1.5 0.8 0.1 0.1 54 | 04 | 2e-08 | 5e-11 | 2e-08
16900 3.7 86.7 4.0 21.7 81.2 374 2.2 4.6 04 | 05 84 | 0.6 | 5e-08 | 5e-09 | 5e-08
36100 11.1 393.9 11.9 | 33.0 | 333.6 1255 | 2.7 | 13.7 1.3 1.3 | 10.8 | 1.1 | 2e-07 | 5e-09 | 2e-07
62500 | 21.7 11474 | 227 | 50.6 | 966.1 27577 | 3.5 | 383 27 | 24 | 157 | 1.1 | 2e-07 | 2e-06 | 2e-07
96100 | 34.2 | 2559.5 345 | 742 | 2030.0 | 526.0 | 3.9 | 204.1 | 5.1 4.6 | 44.1 | 1.1 | 8e-07 | 2e-07 | 7e-07
136900 | 69.4 | 5809.5 69.0 | 842 | 4187.1 | 8449 | 5.0 | 1189 | 84 | 6.1 | 194 | 1.4 | 3e-07 | 3e-07 | 3e-07
184900 | 91.9 | 10780.8 | 949 | 113.7 | 7265.3 | 1283.2 | 5.7 | 2246 | 145 | 89 | 253 | 1.6 | 4e-07 | 4e-07 | 4e-07
240100 | 128.5 - 125.8 - - 1819.3 - 351.6 - 12.7 | 27.7 - | 4e-07 - 4e-07
336400 | 179.2 - 183.8 - - 2914.8 - 648.5 - 214 | 30.3 - | 6e-07 - 6e-07
490000 | 317.4 - 301.8 - - 46129 - 796.2 - 275 | 289 | - | 7e-07 - 7e-07
Table 9: Results obtained with experiment 3; CPU times and relative errors of the three solvers
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Figure 14: Results obtained with Experiment 3; Plots of r,,, assembly time, factorisation time, and solve time versus N of AIFMM in comparison

to those of HODLR and GMRES

4.4. Experiment 4: Comparison of AIFMM with HODLR and GMRES in solving an integral equation

Consider the Fredholm integral equation of the second kind as defined in Equation (74),

- fg K(xy)orydy = f(x)
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where K(x,y) = log(||x — yllz) and Q = [-1, 11%. We discretize Equation using the Nystrom discretization on a
uniform grid, which yields a linear system of the form Ax = b. Here we consider b to be a random vector. €4, €, and
ey are set to 10710, 1078, and 1078 respectively. egures is set to 10710, We tabulate the various CPU times and the
relative errors of the three solvers AIFMM, GMRES, and HODLR in Table[T0] Some of these benchmarks are also
illustrated in Figure[I5]

Assembly Factorization Solve Error
N | Too | Twa | Taa [ 7] T | Tar [ 72| Too [Tus [ Tas | 7= [ 7| Ec | Eu | Ea
4900 0.6 0.7 08 | 09| 05 1.8 0.3 1.7 00 | 0.0 | 385 | 0.2 | 7e-11 | 4e-10 | 2e-10
16900 2.9 5.9 39 1.5 | 47 104 |04 | 70 0.1 | 02 | 463 | 0.4 | 6e-10 | 2e-10 | 5e-10
36100 9.2 235 114 | 2.1 | 18.0 295 | 0.6 | 10.1 | 02 | 0.3 | 356 | 0.6 | 4e-09 | 6e-10 | 4e-09
62500 142 | 653 19.1 | 34 | 49.6 552 109 | 276 | 05 | 0.7 | 413 | 0.7 | 2e-09 | 3e-09 | 2e-09
96100 20.0 | 1483 | 298 | 5.0 | 109.1 | 1052 | 1.0 | 61.7 | 09 | 1.6 | 39.0 | 0.6 | 6e-09 | 2e-09 | 6e-09
160000 | 50.4 | 378.6 | 64.1 | 59 | 277.0 | 168.7 | 1.6 | 57.8 | 2.0 | 1.7 | 332 | 1.1 | 1e-08 | 1e-09 | 1e-08
240100 | 68.2 | 806.8 | 89.2 | 9.0 | 571.2 | 2752 | 2.1 | 123.8 | 3.5 | 3.4 | 364 | 1.0 | 4e-09 | 3e-09 | 4e-09

409600 | 107.6 - 1564 | - - 686.3 - | 3439 - 11.8 | 292 | - | 6e-09 - 6e-09
672400 | 253.9 - 324.1 - - 905.1 - | 307.6 - 104 | 295 | - | 6e-09 - 6e-09
883600 | 309.8 - 4014 | - - 13223 | - | 5119 - 176 | 29.0 | - | 5e-09 - 5e-09
1000000 | 333.3 - 4715 | - - 16143 | - | 649.3 - 226 | 288 | - | 9e-09 - 9e-09

Table 10: Results obtained with experiment 4; CPU times and relative errors of the three solvers
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Figure 15: Results obtained with Experiment 4; Plots of r,,, assembly time, factorisation time, and solve time versus N of AIFMM in comparison
to those of HODLR and GMRES

4.5. Wave scattering in 2D

We now demonstrate AIFMM on the matrix arising in solving acoustic or electromagnetic scattering from pene-
trable media using the Lippmann-Schwinger equation. It arises in many applications such as medical imaging, sonar,
radar, geophysics, remote sensing, etc.
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4.5.1. Formulation of the Lippmann-Schwinger equation in 2D

We now brief the formulation of the Lippmann-Schwinger equation in 2D. For a detailed description of the for-
mulation of the Lippmann-Schwinger equation, we refer the readers to [33[37].

Let g(x), having compact support in the domain €, be the contrast function (or the susceptibility) of the penetrable
medium. Let ”“(x) be the incident field and u*““(x) be the scattered field. Assume « to be the wavenumber of the
incident field. The total field u(x) satisfies the time-harmonic Helmholtz equation

VZu(x) + (1 + g(x)u(x) =0, xeR2 (75)

Assuming the incident field, #(x), satisfies the homogeneous Helmholtz equation, the scattered field u*“(x) satis-
fies
V2 () + k(1 + g (x) = f(x) (76)

where f(x) = —«*q(x)u™(x). Expressing u*““(x) as the volume potential in terms of an unknown density function
¥(x) and the Green’s function, as in Equation

u(x) = VIiyl(x) = f G(x, W (y)dy, (77
Q
results in the Lippmann-Schwinger equation

Y0 + CgOVIYIx) = f(0). (78)

To discretize the Lippmann-Schwinger equation, a balanced quad-tree is constructed. The tensor product Chebyshev
nodes of size p? of each leaf box are considered to be the grid points. A local polynomial approximation of (x) in
each leaf box B is built as following

wmzwm—z %Q

=1

7 7QE;£] Vx=(0.0) €B. (79)

where N, is chosen to be p(p + 1)/2, (a?, @f) are the coordinates of the center of box B, % is the half side length of
B, and {b,} , are the polynomial basis functions. Let {x; } _, be the gridpoints of box B, at which the unknown ¥(x) is

evaluated. Vector Y8 = W), w(xb), ..., zp(xpz)]T is expressed in terms of vector & = [c%,c5, ..., cB 1T as
g =0 (80)
where Q € RP*N» is the interpolation matrix, whose entries are given by
B _ B 4B _ B
il ¥ b0 T4
QH:Zn[ R ], X = (3.0 (81)
By taking the pseudo-inverse of Q, we obtain & in terms of /3
& = ofyP. (82)
Using Equations (82)) and (79), we have
og, [ & -
wm—ZQaw%(ﬁ rﬁr. (83)

Using Equation (83) we build an approximate of V[y](x) as

B of H-af
mw~2j‘uwZQUWb[w, m]@. (84)
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where £ is the set of all leaf boxes. Using Equations (84)) and (78)), the discretized version of the Lippmann-Schwinger
equation is obtained,

P Q-
Y(x) + Pq(x) Z f Gi(x.) Z o', )wBb,[ ﬁB , ﬁB dy f(). (85)
By enforcing Equation at the grid points of all the leaf nodes of the tree, and using Equation (84)), we obtain the
linear system
Ay = f (86)
where lZ is a vector that contains function values of ¥(x) evaluated at the grid points of leaf boxes of the quad-tree.
The (i, j)" entry of A, that represents the contribution of the j* grid point at the i grid point is given by

Np B
yi—ay 2
Aji =06 + qu(xi)f G(x;,y) E QJr b ( , —)dy dy (87)
T acs e TR

where j/ = 1+ (j— 1) mod p* and B is a leaf box that contains the support of the grid point x;. The entries f; of the
rhs vector f are given by f; = f(x;).

We solve for ¢7 and then use it to find u*“(x). u***(x) is obtained by discretizing Equation (77) (in the same way
that the Lippmann-Schwniger equation is discretized) and performing fast directional summation using the Directional
Algebraic Fast Multipole Method (DAFMM) [33]].

We find the error in the solution, using function E(x), defined as the residual of Equation @ normalized with 2.

lﬁ()

E(x) =

B
Yi—ay y2— az) f(x) L xeQ. (88)

BB ’ BB KZ

Gilx, y)Z o', )JBb,[

We define vector £, where the entries take the function values of E(x) at the grid points of all the leaf nodes. We
report ||E||; as well as illustrate E(x) pictorially. We further define a few notations to represent this error for various
solvers in Table[T1l

E:. | Error ||E|l, of GMRES

E:,, | Error | E]l, of GMRES with HODLR as preconditioner
E%,, | Error ||ﬁ [, of GMRES with block-diagonal preconditioner
E; 4 | Error I|E) [, of GMRES with AIFMM as preconditioner

Table 11: Errors of various solvers for the Lippmann-Schwinger equation

4.5.2. Experiment 5: AIFMM as a preconditioner in an iterative solver for Lippmann-Schwinger equation at high
frequency
In this experiment, we demonstrate AIFMM as a preconditioner in solving the Lippmann-Schwinger equation
using GMRES. We consider Gaussian contrast defined as

q(x) = 1.5exp(~160 (x] + 3)). (89)

K is set to 300. The depth of the uniform quad tree is set to 6. The leaf size p? is varied to get different system sizes
as shown in Table [I2] The same tree that is used for discretization of the Lippmann-Schwinger equation is used for
building AIFMM, HODLR, and DAFMM routines. €; and egpres are set to 1071% and 1078 respectively.

We compared AIFMM as a preconditioner to a block-diagonal preconditioner and HODLR preconditioner. The
block diagonal preconditioner is constructed by choosing the block size to be equal to the leaf size. In Table [T3] we
illustrate the CPU times and the errors of the four iterative solvers: GMRES solver with no preconditioner, GMRES
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P’ 36 64 100
N | 147456 | 262144 | 409600

Table 12: Different leaf sizes and the corresponding problem sizes

with block-diagonal preconditioner, GMRES with HODLR as a preconditioner, and GMRES with AIFMM as a
preconditioner. In Figures [I6a] and [I6b] for N = 147456, the real part of the scattered field, and the log plot of the
error function obtained using GMRES with AIFMM as preconditioner with €4 set to 10~ are plotted. In Figures
and [T6d] relative residual versus iteration count for different values of €4 and time taken by the different iterative
solvers are plotted.
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Figure 16: Results obtained with Experiment 5 with N = 147456; a) real part of the scattered field b) log plot of the error function E(x) c)
relative residual versus iteration count for various values of €4 d) Time taken by the iterative solver, where the green bar indicates the time taken to
assemble and factorize the AIFMM preconditioner and the yellow bar indicates the taken by the GMRES solver that includes the time to apply the
preconditioner

4.6. Inferences
The following inferences are to be noticed from Figures[14]to [I5]and Tables [0 to
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N 147456 262144 | 409600
TGa 856.04 699.70 | 122223
Tes 1822.34 | 3862.73 | 10353.70
GMRES with I 488 365 366
no preconditioner E, 1.8x 1074 - -
Tgp 1170 3347.6 8306.9
Block Diagonal Igp 294 295 293
preconditioner Eyp 1.8x 107 - -
THa 133.85 242.76 442.34
GMRES with Thuy 33.78 65.24 116.52
HODLR (&4 = 107) Tohs 62.75 192.55 457.66
preconditioner Iy 16 17 15
Ey 1.8 x 107 - -
Taq 43.10 95.50 167.49
Tar 360.69 1711.02 | 5843.42
GMRES with Tyas 151.77 535.00 | 1644.67
AIFMM (g = 107%) Lo 14 12 12
preconditioner E;, 1.8x 1074 - -
T 3.28 1.65 1.35
T T 2.11 1.43 1.08

Table 13: Results obtained with Experiment 5; CPU times, relative error, and number of iterations it takes using GMRES with no preconditioner

and GMRES with AIFMM, HODLR, and block diagonal preconditioners
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1. The maximum rank of HODLR is proportional to N, whereas that of AIFMM does not scale with N.

2. Assembly time, solve time, and factorization time scale linearly with N for AIFMM and GMRES, whereas
those of HODLR do not scale linearly.

3. AIFMM is faster than HODLR for the examples considered. The speedup can be observed from Tables 9] to[10}

4. The assembly time of GMRES and AIFMM are nearly equal and the solve time of GMRES is higher than that
of AIFMM. When the total CPU time is considered, T, + T, for GMRES and Ty, + T4y + T4, for AIFMM,
GMRES is faster than AIFMM for the examples considered. But when one is interested in multiple right-
hand sides, it is advantageous to use AIFMM over GMRES, as the solve time of AIFMM is lower than that of
GMRES.

From Table[T3] it can be noticed that AIFMM performs well as a preconditioner for the high frequency scattering
problem and is better than the block diagonal preconditioner, but not as good as the HODLR preconditioner.
In summary, for the problems considered we observed that

e The time complexity of AIFMM scales linearly with N.

e In problems involving the low frequency Helmbholtz function and non-oscillatory Green’s functions, AIFMM
performs better than HODLR as a direct solver. And AIFMM performs better than GMRES when one considers
multiple right hand sides.

¢ In the high frequency scattering problem, HODLR as a preconditioner performs better than AIFMM as a pre-
conditioner. And AIFMM as a preconditioner performs better than the block diagonal preconditioner.

5. Conclusions

A completely algebraic, linear complexity, direct solver for FMM matrices is presented. The various FMM oper-
ators are obtained using NNCA, that algebraically obtains nested bases. The advantages of an algebraic technique are
(i) the ranks obtained are lower because the method is domain and problem specific; (ii) it can be used in black box
fashion, independent of the application. The key ideas of the AIFMM are i) to construct an extended sparse system;
(i) and then perform elimination and substitution, wherein in the elimination phase, the fill-ins corresponding to well-
separated hypercubes are compressed and redirected using RRQR. Various numerical experiments were presented to
demonstrate the scaling and accuracy of AIFMM as a direct solver. It is shown that AIFMM is faster than HODLR,
a direct solver. Further, when multiple right hand sides are to be solved for, then AIFMM is better than GMRES. It
is also shown that for the high frequency scattering problem, it can be used as a preconditioner and it performs better
than the block-diagonal preconditioner.
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