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#### Abstract

In this paper, we completely determine the point regular automorphism groups of the Payne derived quadrangle of the symplectic quadrangle $W(q), q$ odd. As a corollary, we show that the finite groups that act regularly on the points of a finite generalized quadrangle can have unbounded nilpotency class.
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## 1. Introduction

A finite generalized quadrangle $\mathcal{Q}$ of order $(s, t)$ is a point-line incidence structure such that each point is incident with $t+1$ lines, each line is incident with $s+1$ points, and for each non-incident point-line pair $(P, \ell)$ there is a unique point $Q$ incident with $\ell$ such that $P, Q$ are collinear. The quadrangle $\mathcal{Q}$ is called thick if $s>1$ and $t>1$. If we interchange the role of points and lines of a generalized quadrangle $\mathcal{Q}$ of order $(s, t)$, we get the dual quadrangle of order $(t, s)$. The classical generalized quadrangles are those that arise as point-line incidence structures of finite classical polar spaces of rank 2 . The standard textbook on finite generalized quadrangles is the monograph [25].

The study of generalized quadrangles has close connections with group theory and other branches of mathematics. J. Tits [31] introduced the notion of generalized polygons in order to better understand the Chevalley groups of rank 2. A generalized 3-gon is a projective plane, and a generalized 4 -gon is a generalized quadrangle. In analogy with the study of finite projective planes, there has been extensive work on the classification of generalized quadrangles that exhibit high symmetry using a blend of geometric arguments and deep results in group theory. The reader is referred to the monographs [29, 30] for an account of the history and recent developments in this field.

Besides the classical examples and their duals, there are three further types of known finite generalized quadrangles up to duality: translation generalized quadrangles, flock generalized quadrangles, and the generalized quadrangles of order $(q-1, q+1)$. Most of the known examples except those with parameter $(q-1, q+1)$ can be described by their respective Kantor family or 4-gonal family, a concept first introduced by Kantor in [18]. The first examples of generalized quadrangles of order $(q-1, q+1), q$ a prime power, are due to Ahrens and Szekeres [1], and independently to M. Hall, Jr. [17] for $q$ even. Payne has a general construction method, now known as the Payne derivation, that yields a generalized quadrangle $\mathcal{Q}^{P}$ of order $(q-1, q+1)$ from a generalized quadrangle $\mathcal{Q}$ of order $(q, q)$ with a regular point $P$, cf. [22, 23, 24]. The resulting quadrangle $\mathcal{Q}^{P}$ is called a Payne derived quadrangle. All the known generalized quadrangles of order $(q-1, q+1)$ arise as Payne derived quadrangles. The automorphism groups of Payne derived quadrangles were studied in [16] and [10].

Ghinelli [14] was the first to study the generalized quadrangles admitting a point regular group, where she used representation theory and difference sets to study the case where the generalized quadrangle has order $(s, s)$ with $s$ even. Further progress was made in [32] and [28]. For instance, it is shown in [32] that finite thick generalized quadrangles of order $\left(t^{2}, t\right)$ does not admit a point regular automorphism group. By combining the results in [15] and [32], it was shown in [4] that any skew-translation generalized quadrangle of order $(q, q), q$ odd, is isomorphic to the classical symplectic quadrangle $W(q)$. Swartz [28] initiated the study of generalized quadrangles admitting an automorphism group that acts regularly on both points and lines. Up till 2011, all the known finite generalized quadrangles admitting a point regular group arise by Payne derivation from a thick elation quadrangle $\mathcal{Q}$ of order $(s, s)$ with a regular point, and their point regular groups are induced from the elation groups of $\mathcal{Q}$. Motivated by this observation, De Winter, K.

Thas and Shult attempted to show that there are no other examples in a series of papers $[9,10,11,12]$. In the preprint [12], the known generalized quadrangles admitting a point regular automorphism group were classified in a combinatorial fashion.

A breakthrough in this direction is the classification of thick classical generalized quadrangles admitting a point regular group that leads to the discovery of three sporadic examples and the construction of new point regular groups of the derived quadrangles of the symplectic quadrangle $W(q)$ in [3]. This corrected a small error in [12] and disproved some conjectures in [11]. In the same paper, the authors calculated and listed the point regular automorphism groups of the derived quadrangle of $W(q)$ for small $q$ by Magma [5], and the results suggest that "the problem is wild". In the case $q$ is odd, Chen [7], K. Thas and De Winter [8] independently classified the linear case, i.e., the group is induced by a linear group of the ambient projective space of $W(q)$. There are also some constructions in the even characteristic case in [8]. All the known finite groups that act regularly on the point set of a finite generalized quadrangle so far have nilpotency class at most 3 except for some groups of small order. The point regular groups of the derived quadrangles have applications in the constructions of uniform lattices in $C_{2}$-buildings, cf. [8, 13].

In this paper, we systematically study the point regular automorphism groups of the Payne derived quadrangle $\mathcal{Q}^{P}$ of the symplectic quadrangle $\mathcal{Q}=W(q)$ with respect to a regular point $P$. Every point of $W(q)$ is regular, and different choices of $P$ 's yield isomorphic derived quadangles. By [16, Corollary 2.4], the full automorphism group of $\mathcal{Q}^{P}$ is the stabilizer of $P$ in $\operatorname{P\Gamma Sp}(4, q)$ when $q \geq 5$. We call a point regular group $G$ of $\mathcal{Q}^{P}$ linear if $G$ is a subgroup of $\operatorname{PGL}(4, q)$, and call it nonlinear otherwise. We completely determine all the point regular groups of $\mathcal{Q}^{P}$ for odd $q$ and all the linear point regular groups for even $q$. This leads to four (resp. two) constructions in the odd (resp. even) characteristic case. We derive relatively tight upper and lower bounds on the nilpotency classes of the resulting groups in the case $q$ is odd. Our result contributes to the fundamental problem as for which finite groups can act regularly on the points of a finite generalized quadrangle. In particular, we see that such a group can have arbitrarily large nilpotency class.

The paper is organized as follows. In Section 2.1, we introduce the model for a point regular group of the derived quadrangle $\mathcal{Q}^{P}$. In Section 2.2 , we give a brief summary of the main results in this paper, including the classification theorem for $q$ odd and bounds on the nilpotency classes of the point regular groups that we construct. We also give a brief description of our strategy in this subsection. In Section 3, we prove some technical lemmas about the arithmetic of finite fields. In Section 4, we completely determine the linear point regular groups of $\mathcal{Q}^{P}$ for $q \geq 5$. In Section 5, we analyze the structure of a putative nonlinear point regular group $G$ of $\mathcal{Q}^{P}$, and obtain information on the Frobenius part and the matrix part of $G$. In Section 5.3, we summarize the structural results and state the classification theorem, Theorem 5.20, for nonlinear point regular groups in the case $q$ is odd. Section 6 and Section 7 are devoted to the proof of Theorem 5.20. In Section 8, we first simplify the constructions obtained in Sections 6 and 7 up to conjugacy and then calculate the various group invariants of the resulting point regular groups. In the last section, we conclude the paper with some problems for further research.

## 2. Preliminaries

The group theoretical terminology that we use is standard, cf. [2, 26, 27]. Let $G$ be a finite group. The exponent of $G$, denoted $\exp (G)$, is the smallest positive integer $n$ such that $g^{n}=1$ for all $g \in G$. For $g, h \in G$, their commutator is $[g, h]=g^{-1} h^{-1} g h$. For $g \in G$, the centralizer $C_{G}(g)$ of $g$ is the set of elements $h \in G$ such that $[g, h]=1$. The center of $G$ is $Z(G)=\{g \in G:[g, h]=1, \forall h \in G\}$. For two subgroups $H_{1}, H_{2}$ of $G$, we use $\left[H_{1}, H_{2}\right]$ for the subgroup $\left\langle\left[h_{1}, h_{2}\right]: h_{1} \in H_{1}, h_{2} \in H_{2}\right\rangle$. In particular, the derived subgroup $G^{\prime}$ is the subgroup $[G, G]$. We use the symbol $\gamma_{i}(G)$ for the $i$-th term of the lower central series of $G$. Inductively, we have $\gamma_{1}(G)=G$ and $\gamma_{i+1}(G)=\left[\gamma_{i}(G), G\right]$ for $i \geq 1$. The group $G$ is nilpotent if $\gamma_{c+1}(G)=1$ for some integer $c$ and the smallest such integer is the nilpotency class of $G$. Similarly, we use the symbol $Z_{i}(G)$ for the $i$-th term of the upper central series of $G$, where $Z_{0}(G)=1$, and $Z_{i+1}(G)$ is defined by the property $Z_{i+1}(G) / Z_{i}(G)=Z\left(G / Z_{i}(G)\right)$ for $i \geq 0$. The upper central series and the lower central series of a finite nilpotent group have the same length. Let $d$ be the maximum size of an abelian subgroup of a finite $p$-group $G$. The Thompson subgroup of $G$ is generated by all abelian subgroups of order $d$, and is denoted by $J(G)$.

### 2.1. The Payne derived quadrangle $\mathcal{Q}^{P}$ of $\mathcal{Q}=W(q)$

We adopt the standard notions on generalized quadrangles as can be found in the monograph [25]. Let $q=p^{m}$ be a prime power with $p$ prime. Let $\perp$ be a fixed symplectic polarity of $\operatorname{PG}(3, q)$. The classical generalized quadrangle $\mathcal{Q}=W(q)$ has the same point set as $\operatorname{PG}(3, q)$ and has the totally isotropic lines of $\operatorname{PG}(3, q)$ as its lines. The Payne derived quadrangle $\mathcal{Q}^{P}$ of $\mathcal{Q}$ with respect to a point $P$ has points of $\mathrm{PG}(3, q) \backslash P^{\perp}$ as its points and has two types of lines: the totally isotropic lines not containing $P$, and the lines $\langle P, Q\rangle$ with $Q \notin P^{\perp}$. The order of $\mathcal{Q}^{P}$ is $(q-1, q+1)$. The automorphism group of $\mathcal{Q}$ acts transitively on its point set, so the different choices of $P$ lead to isomorphic derived quadrangles. By [16, Corollary 2.4], the stabilizer of $P$ in $\operatorname{P\Gamma Sp}(4, q)$ is the full automorphism group of $\mathcal{Q}^{P}$ when $q \geq 5$.

Let $V:=\mathbb{F}_{q}^{4}$ be a vector space over $\mathbb{F}_{q}$ equipped with the alternating form $(x, y):=$ $x_{1} y_{4}-x_{4} y_{1}+x_{2} y_{3}-x_{3} y_{2}$. Set $\delta:=\operatorname{diag}(\gamma, \gamma, 1,1)$, where $\gamma$ is a primitive element of $\mathbb{F}_{q}$. For $\sigma \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$, define $x^{\sigma}=\left(x_{1}^{\sigma}, \ldots, x_{4}^{\sigma}\right)$. Then we have $\Gamma \operatorname{Sp}(4, q)=\langle\operatorname{Sp}(4, q), \delta\rangle \rtimes \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ by $\left[6\right.$, Section 1.7.1]. Each element of $\Gamma \mathrm{Sp}(4, q)$ has the form $x \mapsto x^{\sigma} A$, where $\sigma \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ and $A \in \mathrm{GL}(4, q)$, and we denote this element by $(A, \sigma)$. We refer to $A$ as the matrix part and refer to $\sigma$ as the Frobenius part of the element $(A, \sigma)$ respectively.

Take a fixed projective point $P:=\langle(1,0,0,0)\rangle$. The stabilizer $\operatorname{Sp}(4, q)_{P}$ of $P$ in $\operatorname{Sp}(4, q)$ consists of the matrices

$$
\left(\begin{array}{ccc}
\lambda & 0 & 0  \tag{2.1}\\
-H J \mathbf{v}^{T} & H & 0 \\
z & \mathbf{v} & \lambda^{-1}
\end{array}\right)
$$

with $H \in \operatorname{SL}(2, q), \mathbf{v} \in \mathbb{F}_{q}^{2}, z \in \mathbb{F}_{q}$ and $\lambda \in \mathbb{F}_{q}^{*}$, where $J=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. Together with $\delta$ and $\sigma$, they generate $\Gamma \operatorname{Sp}(4, q)_{P}$. Modulo the center of $\Gamma \operatorname{Sp}(4, q)$, we obtain $\operatorname{P} \Gamma \operatorname{Sp}(4, q)_{P}$, and we write $\delta, \sigma$ and $(A, \sigma)$ for their respective images by abuse of notation. We observe that $\delta$ has order $q-1$.

Let $G$ be a subgroup of $\operatorname{P\Gamma Sp}(4, q)_{P}$ that acts regularly on the points of $\mathcal{Q}^{P}$. For each $g \in \operatorname{P\Gamma Sp}(4, q)_{P}, g$ stabilizes $\mathcal{Q}^{P}$ and so $g^{-1} G g$ is also a point regular group of $\mathcal{Q}^{P}$. We thus assume without loss of generality that $G$ is contained in the Sylow $p$-subgroup of $\operatorname{P\Gamma Sp}(4, q)_{P}$ generated by the Sylow $p$-subgroup of $\operatorname{Aut}\left(\mathbb{F}_{q}\right)$ and the Sylow $p$-subgroup of $\operatorname{PSp}(4, q)_{P}$ consisting of lower triangular matrices with diagonal entries 1. The element of $\operatorname{PSp}(4, q)_{P}$ in (2.1) is such a matrix if and only if $\lambda=1, H=\left(\begin{array}{ll}1 & 0 \\ t & 1\end{array}\right)$. Therefore, each element of $G$ is of the form $(E(a, b, c, t), \sigma)$, where $\sigma \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ has order $p^{i}$ for some $i$, and

$$
E(a, b, c, t):=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.2}\\
-c & 1 & 0 & 0 \\
b-c t & t & 1 & 0 \\
a & b & c & 1
\end{array}\right), \quad a, b, c, t \in \mathbb{F}_{q}
$$

The point set of $\mathcal{Q}^{P}$ is $\left\{\langle(a, b, c, 1)\rangle: a, b, c \in \mathbb{F}_{q}\right\}$. In order for $G$ to be point regular, for each triple $(a, b, c)$, there should be exactly one element of $G$ that maps $\langle(0,0,0,1)\rangle$ to $\langle(a, b, c, 1)\rangle$, i.e., whose matrix part has $(a, b, c, 1)$ as its last row. We denote such an element by $\mathfrak{g}_{a, b, c}=\left(\mathcal{M}_{a, b, c}, \theta_{a, b, c}\right)$, where $\theta_{a, b, c} \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ and $\mathcal{M}_{a, b, c}:=$ $E(a, b, c, T(a, b, c))$. Here, $T$ is a function from $\mathbb{F}_{q}^{3}$ to $\mathbb{F}_{q}$. The group multiplication $\circ$ of $G$ is

$$
\begin{equation*}
\mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{x, y, z}=\left(\mathcal{M}_{a, b, c}^{\theta_{x, z}} \cdot \mathcal{M}_{x, y, z}, \theta_{a, b, c} \theta_{x, y, z}\right), \tag{2.3}
\end{equation*}
$$

where $\mathcal{M}^{\theta}$ is the matrix obtained by applying $\theta$ to each entry of the matrix $\mathcal{M}$, and $\cdot$ is the usual matrix multiplication. To summarize, up to conjugacy in $\operatorname{P\Gamma Sp}(4, q)_{P}$ a point regular subgroup $G$ of $\mathcal{Q}^{P}$ is of the form $G=\left\{\mathfrak{g}_{a, b, c}: a, b, c \in \mathbb{F}_{q}\right\}$ for some functions $T: \mathbb{F}_{q}^{3} \rightarrow \mathbb{F}_{q}$ and $\theta: \mathbb{F}_{q}^{3} \rightarrow \operatorname{Aut}\left(\mathbb{F}_{q}\right)$, where $\theta(x, y, z)=\theta_{x, y, z}$.
Theorem 2.1. Let $T: \mathbb{F}_{q}^{3} \rightarrow \mathbb{F}_{q}$ and $\theta: \mathbb{F}_{q}^{3} \rightarrow \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ be two functions. Set

$$
\mathfrak{g}_{a, b, c}:=\left(\mathcal{M}_{a, b, c}, \theta_{a, b, c}\right) \quad \text { with } \mathcal{M}_{a, b, c}:=E(a, b, c, T(a, b, c)),
$$

and write $\theta_{a, b, c}:=\theta(a, b, c)$. Define the set $G:=\left\{\mathfrak{g}_{a, b, c}: a, b, c \in \mathbb{F}_{q}\right\}$. Then $G$ is a point regular group of the derived quadrangle $\mathcal{Q}^{P}$ if and only if for any triples ( $a, b, c$ ) and $(x, y, z)$ we have $\mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{x, y, z}=\mathfrak{g}_{u, v, w}$, which is equivalent to

$$
\begin{align*}
\theta_{a, b, c} \theta_{x, y, z} & =\theta_{u, v, w}  \tag{2.4}\\
T(a, b, c)^{\theta_{x, y, z}}+T(x, y, z) & =T(u, v, w) \tag{2.5}
\end{align*}
$$

where $w=c^{\theta_{x, y, z}}+z, v=b^{\theta_{x, y, z}}+y+c^{\theta_{x, y, z}} T(x, y, z)$ and

$$
u=a^{\theta_{x, y, z}}+x-b^{\theta_{x, y, z}} z+c^{\theta_{x, y, z}} y-c^{\theta_{x, y, z}} z T(x, y, z) .
$$

Proof. The element $\mathfrak{g}_{a, b, c}$ maps $\langle(0,0,0,1)\rangle$ to $\langle(a, b, c, 1)\rangle$, so $G$ acts regularly on the points of $\mathcal{Q}^{P}$ provided that it is indeed a group. Since $G$ is finite, it suffices to make sure that $G$ is closed under the multiplication $\circ$ in (2.3). By direct calculations, we deduce that the last row of the matrix part of $\mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{x, y, z}$ is $(u, v, w, 1)$ with $u, v, w$ as in the statement of the theorem. Therefore, we need to have $\mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{x, y, z}=\mathfrak{g}_{u, v, w}$. The conditions in the theorem are obtained by comparing their Frobenius parts and the (3, 2)-nd entry of their matrix parts.

Let $G$ be a point regular automorphism group of the derived quadrangle $\mathcal{Q}^{P}$ with associated functions $T$ and $\theta$ as in Theorem 2.1. We define

$$
\begin{align*}
G_{A} & :=\left\{\mathfrak{g}_{a, 0,0}: a \in \mathbb{F}_{q}\right\},  \tag{2.6}\\
G_{B} & :=\left\{\mathfrak{g}_{0, b, 0}: b \in \mathbb{F}_{q}\right\},  \tag{2.7}\\
G_{A, B} & :=\left\{\mathfrak{g}_{a, b, 0}: a, b \in \mathbb{F}_{q}\right\} . \tag{2.8}
\end{align*}
$$

Corollary 2.2. Each of $G_{A}, G_{B}$ and $G_{A, B}$ is a subgroup of $G$.
Proof. Since $G$ is a finite group, it suffices to show that each of them is closed under multiplication. We take $G_{A}$ for example. By Theorem 2.1, we deduce that $\mathfrak{g}_{a, 0,0} \circ \mathfrak{g}_{x, 0,0}=$ $\mathfrak{g}_{u, 0,0}$ with $u=a^{\theta_{x, 0,0}}+x$, so $G_{A}$ is indeed closed under multiplication. The proofs are similar for $G_{B}$ and $G_{A, B}$.

The following notation will be used throughout this paper.
Notation 2.1. Let $G$ be a point regular automorphism group of the derived quadrangle $\mathcal{Q}^{P}$ with associated functions $T$ and $\theta$ as in Theorem 2.1, and define

$$
\psi: G \rightarrow \operatorname{Aut}\left(\mathbb{F}_{q}\right), \mathfrak{g}_{a, b, c} \mapsto \theta_{a, b, c}
$$

Let $G_{A}, G_{B}$ and $G_{A, B}$ be as in (2.6)-(2.8), and let $p^{r_{A}}, p^{r_{B}}, p^{r_{A, B}}$ be the exponents of their images under $\psi$ respectively. We use the shorthand notation for special cases of $T$ and $\theta$ in Table 1. Finally, set $p^{r_{C}}:=\max \left\{o\left(\sigma_{c}\right): c \in \mathbb{F}_{q}\right\}$, and $s:=\max \left\{0, r_{C}-r_{A, B}\right\}$.

Table 1: The shorthand notation for special cases of $T$ and $\theta$

| $L(x)$ | $T(x, 0,0)$ |
| :---: | :---: |
| $M(y)$ | $T(0, y, 0)$ |
| $S(z)$ | $T(0,0, z)$ |
| $\sigma_{c}$ | $\theta_{0,0, c}$ |

In general, the condition in Theorem 2.1 is fairly complicated. We consider some special cases, where the conditions can be simplified.

Corollary 2.3. Suppose that $G$ is a point regular group of $\mathcal{Q}^{P}$. Then for $a, b, c, x, y, z$ in $\mathbb{F}_{q}$, it holds that
(1) $\theta_{a, 0,0} \theta_{x, 0,0}=\theta_{\left(a^{\left.\theta_{x, 0,0}+x\right), 0,0}\right.}$ and $L(a)^{\theta_{x, 0,0}}+L(x)=L\left(a^{\theta_{x, 0,0}}+x\right)$;
(2) $\theta_{0, b, 0} \theta_{0, y, 0}=\theta_{0,\left(b^{\theta_{0, y, 0}}+y\right), 0}$ and $M(b)^{\theta_{0, y, 0}}+M(y)=L\left(b^{\theta_{0, y, 0}}+y\right)$;
(3) $\sigma_{c} \sigma_{z}=\theta_{u, v, w}$ and $S(c)^{\sigma_{z}}+S(z)=T(u, v, w)$, where $u=-\sigma_{z}(c) z S(z), v=\sigma_{z}(c) S(z)$ and $w=\sigma_{z}(c)+z$;
(4) $\theta_{a, 0,0} \theta_{0, b, 0}=\theta_{a^{\theta_{0, b, 0}, b, 0}}$ and $L(a)^{\theta_{0, b, 0}}+M(b)=T\left(a^{\theta_{0, b, 0}}, b, 0\right)$;
(5) $\theta_{0, b, 0} \theta_{a, 0,0}=\theta_{a, b^{\theta_{a, 0,0}, 0}}$ and $L(a)+M(b)^{\theta_{a, 0,0}}=T\left(a, b^{\theta_{a, 0,0}}, 0\right)$;
(6) $\mathfrak{g}_{a, b, c}=\mathfrak{g}_{a^{\prime}, b^{\prime}, 0} \circ \mathfrak{g}_{0,0, c}$, or equivalently, $\theta_{a, b, c}=\theta_{a^{\prime}, b^{\prime}, 0} \theta_{0,0, c}$ and $T(a, b, c)=T\left(a^{\prime}, b^{\prime}, 0\right)^{\sigma_{c}}+$ $S(c)$, where $a^{\prime}=\sigma_{c}^{-1}(a+b c), b^{\prime}=\sigma_{c}^{-1}(b)$;
(7) $\sigma_{c} \theta_{a, b, 0}=\theta_{u, v, 0} \sigma_{w}$ and $S(c)^{\theta_{a, b, 0}}+T(a, b, 0)=T(u, v, 0)^{\sigma_{w}}+S(w)$, where $w=c^{\theta_{a, b, 0}}$, $v=\sigma_{w}^{-1}\left(b+c^{\theta_{a, b, 0}} T(a, b, 0)\right)$ and $u=\sigma_{w}^{-1}\left(a+2 b c^{\theta a, b, 0}+c^{2 \theta_{a, b, 0}} T(a, b, 0)\right)$.

Proof. The claims (1)-(5) are special cases of Theorem 2.1, where exactly one of $\{a, b, c\}$ and exactly one of $\{x, y, z\}$ are nonzero. The first equation in claim (6) holds because the group $G$ is point regular and $\mathfrak{g}_{a^{\prime}, b^{\prime}, 0} \circ \mathfrak{g}_{0,0, c} \operatorname{maps}(0,0,0,1)$ to

$$
\left(a^{\prime \sigma_{c}}, b^{\prime \sigma_{c}}, 0,1\right) E(0,0, c, S(c))=(a+b c, b, 0,1)\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
-c & 1 & 0 & 0 \\
-c S(c) & S(c) & 1 & 0 \\
0 & 0 & c & 1
\end{array}\right)=(a, b, c, 1)
$$

The second part of (6) then follows by Theorem 2.1.
It remains to prove (7). Fix a triple $(a, b, c)$. By Theorem 2.1, we have $\mathfrak{g}_{x, y, w}=$ $\mathfrak{g}_{0,0, c} \circ \mathfrak{g}_{a, b, 0}$, where $\left.x=a+b c^{\theta_{a, b, 0}}, y=b+c^{\theta_{a, b, 0}} T(a, b, 0), w=c^{\theta_{a, b, 0}}\right)$. By (6), we have $\mathfrak{g}_{x, y, w}=\mathfrak{g}_{u, v, 0} \circ \mathfrak{g}_{0,0, w}$, where $u, v$ are as in the statement of (7). These two expressions of $\mathfrak{g}_{x, y, w}$ lead to two expressions of $\theta_{x, y, w}$ and $T(x, y, w)$ via (2.4) and (2.5) respectively, and the claim in (7) follows by equating the respective expressions.

Corollary 2.4. Let $G$ be as in Notation 2.1. Then $r_{A, B}=\max \left\{r_{A}, r_{B}\right\}$, and $G$ is nonlinear if and only if $r_{A, B}>0$ or $r_{C}>0$.

Proof. The claim on $r_{A, B}$ is a consequence of (4) of Corollary 2.3, since $\theta_{u, v, 0}=\theta_{a, 0,0} \theta_{0, v, 0}$ with $a=\theta_{0, v, 0}^{-1}(u)$. Take $a, b, c \in \mathbb{F}_{q}$. By (6) of Corollary 2.3, we have $\theta_{a, b, c}=\theta_{a^{\prime}, b^{\prime}, 0} \sigma_{c}$ for some $a^{\prime}, b^{\prime} \in \mathbb{F}_{q}$. Hence $G$ is linear if and only if $G_{A, B}$ is linear and $r_{C}=0$. The second claim now follows from (1).

Remark 2.5. Let $E$ be as defined in (2.2). We shall make extensive use of the following calculations throughout the paper:

$$
\begin{aligned}
E(a, b, c, t) \cdot E(x, y, z, w) & =E(a+x-b z+c y-c z w, b+y+c w, c+z, t+w), \\
E(a, b, c, t)^{-1} & =E(-a,-b+c t,-c,-t) .
\end{aligned}
$$

In each equation, the last two coordinates, i.e., the $(4,3)$-rd and the $(3,2)$-nd entries of the matrix, on the right hand side has a very simple form. This is particularly helpful in many circumstances where we are only concerned with these two coordinates.
2.2. Summary of the point regular groups of $\mathcal{Q}^{P}, q$ odd

The following is a list of point regular automorphism groups of $\mathcal{Q}^{P}$ for odd $q$ that we construct in this paper. The first construction also works for even $q$. The fact that the desired elements in each construction exist will be established in the subsequent sections. There is another construction, Construction 4.8, for $q$ even.

Construction 2.6. For a prime power $q=p^{m}$, set $\theta_{a, b, c} \equiv 1$ and $T(a, b, c):=S_{1}(c)$ for a reduced linearized polynomial $S_{1}$ over $\mathbb{F}_{q}$. The set $G$ as defined in Theorem 2.1 for the prescribed functions $T$ and $\theta$ is a point regular subgroup of $\mathcal{Q}^{P}$.

Construction 2.7. Suppose that $q=p^{p l}$ with $p$ an odd prime and $l$ a positive integer, and let $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ be such that $g(x)=x^{p^{l}}$. Let $S_{1}(X)$ be a reduced linearized polynomial whose coefficients lie in $\mathbb{F}_{p^{l}}$. Take $\mu_{C} \in \mathbb{F}_{p^{l}}^{*}$. Set $\theta_{a, b, c}:=g^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} c\right)}$, and $T(a, b, c):=$ $S_{1}(c)$ for $a, b, c \in \mathbb{F}_{q}$. Then the set $G$ as defined in Theorem 2.1 with the prescribed functions $T$ and $\theta$ is a point regular group of $\mathcal{Q}^{P}$.

Construction 2.8. Suppose that $q=p^{p l}$ with $p$ an odd prime and $l$ a positive integer, and let $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ be such that $g(x)=x^{p^{l}}$. Take $\mu_{B} \in \mathbb{F}_{p^{l}}^{*}$ and a tuple $\left(s_{0}, s_{1}, \cdots, s_{p l-1}\right)$ with entries in $\mathbb{F}_{p^{l}}$ such that $\mu_{B} s_{i}-s_{p l-i}^{p^{i}} \mu_{B}^{p^{i}}=0$ for $1 \leq i \leq p l-1$. Set $S_{1}(X):=\sum_{i=0}^{p l-1} s_{i} X^{p^{i}}$, and $Q(x):=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} x S_{1}(x)\right)$ for $x \in \mathbb{F}_{q}$. Set

$$
\theta_{a, b, c}:=g^{\frac{1}{2} Q(c)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)}, \quad T(a, b, c):=S_{1}(c) \text { for } a, b, c \in \mathbb{F}_{q}
$$

Then the set $G$ as defined in Theorem 2.1 with the prescribed functions $T$ and $\theta$ is a point regular subgroup of $\mathcal{Q}^{P}$.

Construction 2.9. Suppose that $q=3^{9 l}$ with $l$ a positive integer, and take $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ such that $g(x)=x^{3^{l}}$. Set $g_{1}:=g^{3}$.
(i) Take $u \in \mathbb{F}_{33 l}$ such that $\mu_{C}:=u-u^{g} \in \mathbb{F}_{3^{l}}^{*}$;
(ii) Take $t_{C} \in \mathbb{F}_{q}^{*}$ such that $\lambda_{C}:=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3}}\left(\mu_{C} t_{C}\right) \neq 0$;
(iii) Take $\mu_{B} \in \mathbb{F}_{3^{l}}^{*}$;
(iv) Take a tuple $\left(s_{0}, s_{1}, \cdots, s_{9 l-1}\right)$ with entries in $\mathbb{F}_{3^{l}}$ that satisfies

$$
-\mu_{B} s_{i}+s_{9 l-i}^{3^{i}} \mu_{B}^{3^{i}}=\mu_{C} u^{3^{i}}-u \mu_{C}^{3^{i}}, 1 \leq i \leq 9 l-1 ;
$$

(v) Take $\alpha \in \mathbb{F}_{3^{3 l}}, \lambda \in \mathbb{F}_{3}$ such that $g(\alpha)-\alpha=\lambda_{C} u+\lambda \mu_{C}$.

Set $S_{1}(X):=\sum_{i=0}^{9 l-1} s_{i} X^{3^{i}}, Q(x):=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3}}\left(\mu_{B} x S_{1}(x)\right)$ for $x \in \mathbb{F}_{q}$. Set $K:=\left\{z \in \mathbb{F}_{q}\right.$ : $\left.\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3}}\left(\mu_{C} z\right)=0\right\}$. For $a, b \in \mathbb{F}_{q}$ and $c \in K$, define

$$
\mathcal{M}_{a, b, c}=E\left(a, b, c, S_{1}(c)\right), \quad \theta_{a, b, c}:=g_{1}^{\frac{1}{2} Q(c)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3}}\left(\alpha c+\mu_{B} b\right)},
$$

and $\mathfrak{g}_{a, b, c}=\left(\mathcal{M}_{a, b, c}, \theta_{a, b, c}\right)$. Then $G_{K}:=\left\{\mathfrak{g}_{a, b, c}: a, b \in \mathbb{F}_{q}, c \in K\right\}$ is a group of order $q^{3} / 3$. Set $\mathfrak{g}_{0,0, t_{C}}:=\left(\mathcal{M}_{0,0, t_{C}}, g\right)$ with $\mathcal{M}_{0,0, t_{C}}:=E\left(0,0, t_{C}, S_{1}\left(t_{C}\right)\right)$. Then $G:=$ $\left\langle G_{K}, \mathfrak{g}_{0,0, t_{C}}\right\rangle$ is a point regular group of $\mathcal{Q}^{P}$.

The main body of this paper is devoted to the proof of the following classification theorem in the odd characteristic case.

Theorem 2.10. Let $G$ be a point regular automorphism group of the derived quadrangle $\mathcal{Q}^{P}$ of the symplectic quadrangle $\mathcal{Q}=W(q), q$ odd and $q \geq 5$. Then $G$ is conjugate to one of the groups in Constructions 2.6-2.9.

Here we give a brief description of our strategy for the proof of Theorem 2.10. The linear case is handled in Section 4 by exploring the conditions in Corollary 2.3 which take simple forms in this case. The arguments also work for even $q$ and lead to a new construction, Construction 4.8. The nonlinear case also relies on a detailed analysis of
the conditions in Corollary 2.3 but is considerably more involved. The first major step is to bound the order of the Frobenius part of $G$ with the aid of Lemma 3.11, cf. Theorems 5.2 and 5.6. This step is crucial, since it implies that the "linear" part of the group $G$, i.e., the kernel $H$ of the homomorphism from $G$ to $\operatorname{Aut}\left(\mathbb{F}_{q}\right)$ that maps each element to its Frobenius part, has a small index in $G$. This step also works for even $q$. As in the linear case, we are able to obtain a good description of the group structure of $H$ by examining the conditions in Corollary 2.3. Take an element $g \in G$ that has a Frobenius part of the largest possible order $b=[G: H]$. Then we have $G=\langle H, g\rangle, g^{b} \in H$ and $H \unlhd G$. We then further derive restrictions on the parameters of $H$ and $g$ by considering the conditions $H^{g} \leq H, g^{b} \in H$ and $G$ is transitive on $\mathcal{Q}^{P}$. The actual analysis is more complicated but follows the same spirit. This leads to the classification of the nonlinear case into three families for odd $q, q \geq 5$, in Theorem 5.20. In Section 8, we further simplify the constructions up to conjugacy in $\operatorname{P\Gamma Sp}(4, q)_{P}$, which concludes the proof of Theorem 2.10.
Remark 2.11. Construction 2.6 is implicitly known in [7] and [8] in the case $q$ is odd, and it includes the constructions given in [3]. Write $q=p^{m}$ with $p$ prime. For $\alpha \in \mathbb{F}_{q}$, define $\theta_{\alpha}:=E(0,0, \alpha, \alpha)$ and $t_{0,0, \alpha}:=E(0,0, \alpha, 0)$. Let $\left\{\alpha_{1}, \cdots, \alpha_{m}\right\}$ be a basis of $\mathbb{F}_{q}$ over $\mathbb{F}_{p}$. Take the dual basis $\left\{\beta_{1}, \cdots, \beta_{m}\right\}$ such that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\alpha_{i} \beta_{j}\right)=1$ or 0 according as $i=j$ or not. For $1 \leq k \leq m-1$, set $T_{k}(x, y, z):=\sum_{i=1}^{k} \operatorname{Tr}_{\mathbb{T}_{q} / \mathbb{F}_{p}}\left(\beta_{i} z\right) \alpha_{i}$, and let $G_{k}$ be the group arising from Construction 2.6 with $T=T_{k}$. Then in $G_{k}$ we have $\mathfrak{g}_{0,0, \alpha_{i}}=\theta_{\alpha_{i}}$ for $1 \leq i \leq k$ and $\mathfrak{g}_{0,0, \alpha_{i}}=t_{0,0, \alpha_{i}}$ for $k+1 \leq i \leq m$. In the notation of [3], the group $G_{k}$ is $S_{U, W}$ with $U=\left\langle\alpha_{1}, \cdots, \alpha_{k}\right\rangle_{\mathbb{F}_{p}}$ and $W=\left\langle\alpha_{k+1}, \cdots, \alpha_{m}\right\rangle_{\mathbb{F}_{p}}$.

In Section 8, we will show that the point regular groups arising from Constructions 2.62.9 are in general nonisomorphic by calculating their group invariants such as exponents and Thompson subgroups. In the case of Constructions 2.7-2.9, we will show in Theorem 8.8 that the nilpotency class of the resulting group lies in the range $\left[2 p^{e}, 3 p^{e}\right]$ in the case $l>1$, where $p^{e}=o(g)$. In Table 2, we give explicit values of nilpotency classes for some special cases of Construction 2.7 with $\mu_{C}=1$ and Construction 2.8 with $\alpha=0, \mu_{B}=1$. In both cases, we assume that $l>1$. From the table we see that in general the nilpotency class of $G$ is larger if $\operatorname{ker}\left(S_{1}\right)$ has a smaller size.

Table 2: The nilpotency class of the point regular group $G$. In Construction 2.7 (resp. 2.8), take $\mu_{C}=1$ (resp. $\alpha=0, \mu_{B}=1$ ) and assume that $l>1$.

| Construction | $S_{1}(z)$ | nilpotency class | Condition |
| :---: | :---: | :---: | :---: |
| 2.7 | 0 | $2 p$ |  |
|  | $z^{p^{k}}$ | $3 p$ | $l \nmid k$ |
|  | $z^{p^{k}}$ | $3 p-1$ | $l \mid k$ |
|  | $(1-g)^{k}(z)$ | $3 p-k$ | $1 \leq k \leq p-1$ |
|  | 0 | $2 p$ |  |
|  | $z$ | $3 p-1$ |  |
|  | $z^{p^{k}}+z^{p p^{p l-k}}$ | $3 p$ | $1 \leq k \leq p l-1$ |
|  | $(1-g)^{2 k}\left(z^{p^{p l-k l}}\right)$ | $3 p-2 k$ | $2 \leq 2 k \leq p-1$ |

## 3. Arithmetic of the field $\mathbb{F}_{q}$

This section contains facts and technical results that concern the arithmetic properties of the finite field $\mathbb{F}_{q}$. We refer the reader to the standard textbook [19] on finite fields. The reader is suggested to skip the proofs in this section and focus on the more important proofs in the later sections for the first reading.

Let $\mathbb{F}_{q}$ be the finite field with $q$ elements, where $q=p^{m}$ with $p$ prime. Let $\operatorname{Aut}\left(\mathbb{F}_{q}\right)$ be the Galois group of the field $\mathbb{F}_{q}$, consisting of the Frobenius maps $x \mapsto x^{p^{i}}, 0 \leq i \leq m-1$. For $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$, we write both $x^{g}$ and $g(x)$ for its action on $x$. For a divisor $d$ of $m$, the trace function from $\mathbb{F}_{q}$ to the subfield $\mathbb{F}_{p^{d}}$ is

$$
\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{d}}}(x):=x+x^{p^{d}}+\cdots+x^{p^{m-d}}, \quad x \in \mathbb{F}_{q} .
$$

The trace function is surjective, i.e., $\left\{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{d}}}(x): x \in \mathbb{F}_{q}\right\}=\mathbb{F}_{p^{d}}$.
Lemma 3.1. Let $d$ be a divisor of a positive integer $m$, and set $q=p^{m}$ for a prime $p$. Then $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{d}}}\left(x^{p^{i d}} y\right)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{d}}}\left(x y^{p^{m-i d}}\right)$ for $0 \leq i \leq m / d$ and $x, y \in \mathbb{F}_{q}$.
Proof. Write $s_{i}:=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{d}}}\left(x^{p^{i d}} y\right)$ for $0 \leq i \leq m / d$. It is in $\mathbb{F}_{p^{d}}$, so we have

$$
s_{i}=s_{i}^{p^{(m / d-i) d}}=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{d}}}\left(\left(x^{p^{i d}} y\right)^{p^{(m / d-i) d}}\right)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{d}}}\left(x y^{p^{m-i d}}\right)
$$

This proves the lemma.
Lemma 3.2. [19, Theorem 2.25] Let $d$ be a divisor of a positive integer m. For $\alpha \in \mathbb{F}_{p^{m}}$, $\operatorname{Tr}_{\mathbb{F}_{p^{m}} / \mathbb{F}_{p^{d}}}(\alpha)=0$ if and only if $\alpha=\beta^{p^{d}}-\beta$ for some $\beta \in \mathbb{F}_{p^{m}}$.

By [19, Theorem 2.23], the trace function $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}$ is $\mathbb{F}_{p^{p}}$-linear, and $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(x^{p}\right)=$ $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(x)$ for $x \in \mathbb{F}_{q}$. For each $\beta \in \mathbb{F}_{q}$, define

$$
L_{\beta}: \mathbb{F}_{q} \rightarrow \mathbb{F}_{p}, \quad x \mapsto \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\beta x)
$$

We have $L_{0} \equiv 0, \lambda L_{\beta}=L_{\lambda \beta}$ for $\lambda \in \mathbb{F}_{p}$.
Lemma 3.3. [19, Theorem 2.24] Each $\mathbb{F}_{p}$-linear transformation from $\mathbb{F}_{q}$ to $\mathbb{F}_{p}$ equals $L_{\beta}$ for some $\beta \in \mathbb{F}_{q}$, and $L_{\beta}=L_{\gamma}$ if and only if $\beta=\gamma$.

As a corollary, $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\beta x)=0$ for all $x \in \mathbb{F}_{q}$ if and only if $\beta=0$.
Lemma 3.4. For $\alpha, \beta \in \mathbb{F}_{q}$ with $\beta \neq 0$, if $\operatorname{ker}\left(L_{\alpha}\right)$ contains the subspace $K=\left\{x \in \mathbb{F}_{q}\right.$ : $\left.\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\beta x)=0\right\}$, then $\alpha=\lambda \beta$ for some $\lambda \in \mathbb{F}_{p}$.

Proof. We have $K=\operatorname{ker}\left(L_{\beta}\right)$. Take $u \in \mathbb{F}_{q} \backslash K$ such that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\beta u)=1$. Then $\mathbb{F}_{q}=K \oplus \mathbb{F}_{p} \cdot u$. Since $K \subseteq \operatorname{ker}\left(L_{\alpha}\right)$, we have $L_{\alpha}(x+\lambda u)=\lambda L_{\alpha}(u)$ for $x \in K$ and $\lambda \in \mathbb{F}_{p}$. On the other hand, $L_{\beta}(x+\lambda u)=\lambda$, so $L_{\alpha}(z)=L_{\alpha}(u) L_{\beta}(z)$ for all $z \in \mathbb{F}_{q}$. Since $L_{\alpha}(u)$ is in $\mathbb{F}_{p}$ and $L_{\alpha}(u) L_{\beta}=L_{L_{\alpha}(u) \beta}$, the claim now follows from Lemma 3.3.

Lemma 3.5. Suppose that $q=p^{m}$ with $p$ prime, and $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ has order $p^{r}$ with $r \geq 0$. If $K=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\mu x)=0\right\}$ is $g$-invariant, then $g(\mu)=\mu$.

Proof. The cases $r=0$ and $\mu=0$ are both trivial, so we assume that $r \geq 1$ and $\mu \neq 0$. We have $g(K)=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(g(\mu) x)=0\right\}$, i.e., $g(K)=\operatorname{ker}\left(L_{g(\mu)}\right)$. Since $K=g(K)$, $\operatorname{ker}\left(L_{g(\mu)}\right)$ equals $K$, and so $g(\mu)=\lambda \mu$ for some $\lambda \in \mathbb{F}_{p}$ by Lemma 3.4. Taking the relative norm to the subfield fixed by $g$, we see that $\lambda^{p^{r}}=1$, i.e., $\lambda=1$. This completes the proof.

Lemma 3.6. Let $x \mapsto f(x)$ be an $\mathbb{F}_{p}$-linear transformation of $\mathbb{F}_{q}$, and set $K=\left\{x \in \mathbb{F}_{q}\right.$ : $\left.\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta x)=0\right\}$ for some $\eta \in \mathbb{F}_{q}$. If $\operatorname{Im}\left(\left.f\right|_{K}\right)=\mathbb{F}_{p} \cdot \omega$, then there exist $u \in \mathbb{F}_{q}, \mu \in \mathbb{F}_{q}^{*}$ such that $f(x)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\mu x)+u \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta x)$ for $x \in \mathbb{F}_{q}$.
Proof. We first consider the case $\eta=0$, i.e., $\operatorname{Im}(f)=\mathbb{F}_{p} \cdot \omega$. If $\omega=0$, then $f$ is constantly zero, and the claim holds with $u=\mu=1$. If $\omega \neq 0$, then $x \mapsto \omega^{-1} f(x)$ is a nonzero $\mathbb{F}_{p}$-linear map from $\mathbb{F}_{q}$ to $\mathbb{F}_{p}$, and so $f(x)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\mu x)$ for some $\mu \in \mathbb{F}_{q}^{*}$ by Lemma 3.3. The element $u$ is irrelevant here, since $\eta=0$.

We next consider the case $\eta \neq 0$. Take $\beta \in \mathbb{F}_{q}$ such that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta \beta)=1$, and define $F(x):=f(x)-f(\beta) \cdot \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta x)$. Then $\mathbb{F}_{q}=K \oplus \mathbb{F}_{p} \cdot u, F$ is $\mathbb{F}_{p}$-linear, and $F(a+\lambda \beta)=f(a)$ for $a \in K$ and $\lambda \in \mathbb{F}_{p}$. It follows that $\operatorname{Im}(F)=\mathbb{F}_{p} \cdot \omega$. By the previous case, we have $F(x)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\mu x)$ for some $\mu \in \mathbb{F}_{q}^{*}$, and the claim follows. This completes the proof.

For two subsets $A, B$ of $\mathbb{F}_{q}$, we define $A \cdot B:=\{x y: x \in A, y \in B\}$, and write $\langle A\rangle_{\mathbb{F}_{p}}$ for the $\mathbb{F}_{p}$-subspace spanned by elements of $A$.
Lemma 3.7. Suppose that $q=p^{m}$ with $p$ prime and $m>2$, and let $A, B$ be two $\mathbb{F}_{p^{-}}$ subspaces of $\left(\mathbb{F}_{q},+\right)$ of codimension 1. Then $\langle A \cdot A\rangle_{\mathbb{F}_{p}}=\langle A \cdot B\rangle_{\mathbb{F}_{p}}=\mathbb{F}_{q}$.
Proof. By replacing $A$ with $\{a x: a \in A\}$ for some $x \in \mathbb{F}_{q}^{*}$ if necessary, we assume that $1 \in A$ without loss of generality; similarly, assume that $1 \in B$. Write $W=\langle A \cdot A\rangle_{\mathbb{F}_{p}}$, and assume that $W \neq \mathbb{F}_{q}$. Since $A \leq W \leq \mathbb{F}_{q}$ and $A$ has codimension 1 , we have $W=A$. It follows that the subspace $A$ is also closed under multiplication, so $A$ is a proper subfield of $\mathbb{F}_{q}$. We thus have $q \geq|A|^{2}$. On the other hand, $A$ has codimension 1 by assumption, i.e., $q=p \cdot|A|$. We deduce that either $(|A|, q)=\left(p, p^{2}\right)$ or $(|A|, q)=(1, p)$, both contradicting the assumption that $m>2$. To sum up, we have shown that $\langle A \cdot A\rangle_{\mathbb{F}_{p}}=\mathbb{F}_{q}$.

Now assume that $A \neq B$. Then we have $A+B=\mathbb{F}_{q}$ by considering dimensions. Write $U=\langle A \cdot B\rangle_{\mathbb{F}_{p}}$. It contains both $A$ and $B$ by the assumption $1 \in A \cap B$, so it also contains the subspace $A+B=\mathbb{F}_{q}$. This completes the proof.

By [19, Theorem 1.71], for each function $f: \mathbb{F}_{q} \rightarrow \mathbb{F}_{q}$ there is a unique polynomial $F(X)$ of degree at most $q-1$ in $\mathbb{F}_{q}[X]$ such that $F(a)=f(a)$ for all $a \in \mathbb{F}_{q}$. We call $F(X)$ the reduced polynomial associated with the function $f$. It is conventional to write $f(X)$ for the associated reduced polynomial of a function $f$. A linearized polynomial over $\mathbb{F}_{q}$ is a polynomial $f$ of the form $f(X)=\sum_{i=0}^{n} a_{i} X^{p^{k}}, a_{i} \in \mathbb{F}_{q}$. It is reduced if $n \leq m-1$, where $q=p^{m}$. There is a bijection between $\mathbb{F}_{p}$-linear transformations of $\mathbb{F}_{q}$ and the reduced linearized polynomials over $\mathbb{F}_{q}$. If $f(X)$ is a reduced linearized polynomial over $\mathbb{F}_{q}$, then its trace dual is the (unique) reduced linearized polynomial $\tilde{f}(X)$ such that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(f(x) y)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\tilde{f}(y) x)$ for $x, y \in \mathbb{F}_{q}$. If $f(X)=\sum_{i=0}^{m-1} s_{i} X^{p^{i}}$, then we apply Lemma 3.1 to obtain that $\tilde{f}(X)=\sum_{i=0}^{m-1} s_{m-i}^{p^{i}} X^{p^{i}}$.

A map $\mathcal{B}: \mathbb{F}_{q} \times \mathbb{F}_{q} \rightarrow \mathbb{F}_{p}$ is a bilinear form if $\mathcal{B}(x, y)$ is additive in both $x$ and $y$. It is symmetric if $\mathcal{B}(x, y)=\mathcal{B}(y, x)$ for $x, y \in \mathbb{F}_{q}$. In the next lemma, we associate bilinear forms over $\mathbb{F}_{q}$ with linearized polynomials.
Lemma 3.8. Suppose that $\mathcal{B}: \mathbb{F}_{q} \times \mathbb{F}_{q} \rightarrow \mathbb{F}_{p}$ is a bilinear form. Then there is a reduced linearized polynomial $f$ over $\mathbb{F}_{q}$ such that $\mathcal{B}(x, y)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(x f(y))$.
Proof. By Lemma 3.3, for each $y \in \mathbb{F}_{q}$ there exists an element $f(y) \in \mathbb{F}_{q}$ such that $\mathcal{B}(x, y)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(x f(y))$. For $y, z \in \mathbb{F}_{q}$, we have $\mathcal{B}(x, y+z)=\mathcal{B}(x, y)+\mathcal{B}(x, z)$, i.e., $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(x(f(y+z)-f(y)-f(z)))=0$. This holds for all $x \in \mathbb{F}_{q}$, so $f(y+z)-f(y)-f(z)=$ 0 , i.e., $f$ is additive. This completes the proof.
Lemma 3.9. Suppose that $q=p^{m}$ with $p$ prime and $m=p^{e} l$, and take $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ such that $g(x)=x^{p^{l}}$. Take $\eta \in \mathbb{F}_{p^{l}}$, and define $K:=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta x)=0\right\}$. If $f$ is an $\mathbb{F}_{p}$-linear transformation of $\mathbb{F}_{q}$ such that $g\left(f\left(g^{-1}(x)\right)\right)=f(x)$ for $x \in K$, then there exists a reduced linearized polynomial $f_{1}(X)$ over $\mathbb{F}_{q}$ with coefficients in $\mathbb{F}_{p^{l}}$ such that $f(x)=f_{1}(x)$ for $x \in K$.
Proof. Suppose that $f(x)=\sum_{i=0}^{m-1} d_{i} x^{p^{i}}$ for $x \in \mathbb{F}_{q}$. We set

$$
D(x):=g\left(f\left(g^{-1}(x)\right)\right)-f(x)=\sum_{i=0}^{m-1}\left(g\left(d_{i}\right)-d_{i}\right) x^{p^{i}}
$$

which is zero for $x \in K$ by assumption, i.e., $K \leq \operatorname{ker}(D)$. It follows that $\operatorname{dim}_{\mathbb{F}_{p}}(\operatorname{Im}(D)) \leq$ 1. If $\operatorname{Im}(D)=0$, then we have $g\left(d_{i}\right)=d_{i}$ for $0 \leq i \leq m-1$, i.e., $d_{i} \in \mathbb{F}_{p^{l}}$, and the claim follows. Therefore, we assume that $\operatorname{Im}(D)$ has dimension 1 over $\mathbb{F}_{p}$. From $K \leq \operatorname{ker}(D)$ we deduce that $K \neq \mathbb{F}_{q}$, i.e., $\eta \neq 0$; also, we have $D(x)=u \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta x)$ for some $u \in \mathbb{F}_{q}$ by Lemma 3.6. Therefore, we have a polynomial equation $\sum_{i=0}^{m-1}\left(g\left(d_{i}\right)-\right.$ $\left.d_{i}\right) X^{p^{i}}=\sum_{i=0}^{m-1} u \eta^{p^{i}} X^{p^{i}}$. By comparing the coefficients of both sides, we deduce that $g\left(d_{i}\right)-d_{i}=u \eta^{p^{i}}, 0 \leq i \leq m-1$. By assumption we have $g(\eta)=\eta$, so $\eta \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}(u)=$ $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(g\left(d_{0}\right)-d_{0}\right)=0$. By Lemma 3.2, $u=g(v)-v$ for some $v \in \mathbb{F}_{q}$. We deduce from $g\left(d_{i}\right)-d_{i}=u \eta^{p^{i}}$ that $h_{i}:=d_{i}-v \eta^{p^{i}}$ is fixed by $g$, i.e., lies in $\mathbb{F}_{p^{2}}$. Now define $f_{1}(X):=\sum_{i=0}^{m-1} h_{i} X^{p^{i}}$. For $x \in K$, we have

$$
f(x)-f_{1}(x)=\sum_{i=0}^{m-1} v \eta^{p^{i}} x^{p^{i}}=v \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta x)=0
$$

so $f_{1}$ is the desired polynomial. This completes the proof.
Lemma 3.10. Suppose that $q=p^{m}$ with prime. Let $f(X)=\sum_{i=0}^{m-1} s_{i} X^{p^{i}}$ be a reduced linearized polynomial over $\mathbb{F}_{q}$ and $\tilde{f}$ be its trace dual. Take $\mu \in \mathbb{F}_{q}$. Suppose that $\mathcal{B}(c, z)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\mu c f(z))$ is a symmetric bilinear form on the $\mathbb{F}_{p}$-subspace $K=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta x)=0\right\}$ for some $\eta \in \mathbb{F}_{q}$. Then there exists $u \in \mathbb{F}_{q}$ such that $\tilde{f}(\mu x)=\mu f(x)-\eta \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(u x)+u \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta x)$ for $x \in \mathbb{F}_{q}$ and

$$
\begin{equation*}
\mu s_{i}-s_{m-i}^{p^{i}} \mu^{p^{i}}=\eta u^{p^{i}}-u \eta^{p^{i}}, \quad 0 \leq i \leq m-1 \tag{3.1}
\end{equation*}
$$

Moreover, if $q$ is even and $K=\mathbb{F}_{q}$, then $\mathcal{B}(c, c)=0$ for all $c \in \mathbb{F}_{q}$ if and only if $\mu s_{0}=0$.

Proof. The proofs for the case $\eta=0$ and the case $\eta \neq 0$ are similar, and we only prove the more complicated case $\eta \neq 0$ here. If $\mu=0$, then we can simply take $u=0$ and the claim is trivial. We assume that $\mu \neq 0$ in the sequel. We have $\mathcal{B}(c, z)=$ $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\tilde{f}(\mu c) z)$, where $\tilde{f}$ is the trace dual of $f$. Since $\mathcal{B}$ is symmetric on $K$, we have $\mathcal{B}(c, z)=\mathcal{B}(z, c)$, i.e., $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}((\mu f(c)-\tilde{f}(\mu c)) z)=0$ for $c, z \in K$. By Lemma 3.4, we deduce that $\mu f(c)-\tilde{f}(\mu c) \in \mathbb{F}_{p} \cdot \eta$ for each $c \in K$. By Lemma 3.6, there exist $u, v \in \mathbb{F}_{q}^{*}$ such that $\mu f(c)-\tilde{f}(\mu c)=\eta \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(u c)+v \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta x)$. The first part of the claim then follows by comparing the coefficients of the corresponding polynomial identity $\mu f(X)-\tilde{f}(\mu X)=\sum_{i=0}^{m-1} \eta u^{p^{i}} X^{p^{i}}+\sum_{i=0}^{m-1} v \eta^{p^{i}} X^{p^{i}}$. Here, by comparing the coefficient of $X$, which is 0 on the left hand side, we deduce that $v=-u$.

Now assume that $q$ is even and $K=\mathbb{F}_{q}$, i.e., $\eta=0$. We only handle the case $m$ is even, since the case $m$ is odd is similar. By taking $i=m / 2$ in (3.1), we deduce that $\mu s_{m / 2} \in \mathbb{F}_{2^{m / 2}}$. We calculate that

$$
\begin{aligned}
\mathcal{B}(c, c) & =\operatorname{Tr}\left(\mu s_{0} c^{2}\right)+\operatorname{Tr}\left(\mu s_{m / 2} c^{2^{m / 2}+1}\right)+\sum_{i=1}^{m / 2-1} \operatorname{Tr}\left(\mu s_{i} c^{2^{i}+1}+\mu s_{m-i} c^{2^{m-i}+1}\right) \\
& =\operatorname{Tr}\left(\mu s_{0} c^{2}\right)
\end{aligned}
$$

where $\operatorname{Tr}=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}$. The second trace term is 0 since $\mu s_{m / 2} c^{2^{m / 2}+1} \in \mathbb{F}_{2^{m / 2}}$, and each summand in the third sum vanishes by (3.1) and Lemma 3.1. The second part of the lemma now follows. This completes the proof.

Suppose that $q=p^{m}$ and $m=p^{e} l$ for some positive integers $e, l$. Take $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ such that $g(x)=x^{p^{l}}$ for $x \in \mathbb{F}_{q}$. Let $\mathbb{F}$ be a subfield of $\mathbb{F}_{q}$. For $\alpha=\sum_{i=0}^{p^{e}-1} a_{i} g^{i} \in \mathbb{F}[\langle g\rangle]$ and $x \in \mathbb{F}_{q}$, we define $\alpha(x):=\sum_{i=0}^{p^{e}-1} a_{i} g^{i}(x)$. In this way, $\mathbb{F}_{q}$ becomes an $\mathbb{F}[\langle g\rangle]$-module. Here are some basic facts, cf. [20, 21]:
(i) The ring $\mathbb{F}[\langle g\rangle]$ is a uniserial local ring, and $(1-g)^{i} \mathbb{F}[\langle g\rangle], 0 \leq i \leq p^{e}$, are all its ideals. The dimension of $(1-g)^{i} \mathbb{F}[\langle g\rangle]$ over $\mathbb{F}$ is $p^{e}-i$, where $0 \leq i \leq p^{e}$.
(ii) We have $(1-g)^{p-1}=1+g+\cdots+g^{p-1}$ by binomial expansion, since

$$
\binom{p-1}{i}=\frac{(p-1) \cdots(p-i+1)(p-i)}{1 \cdots(i-1) i} \equiv(-1)^{i} \quad(\bmod p)
$$

It follows that $(1-g)^{p}=1-g^{p}$. Inductively, it holds that

$$
\begin{equation*}
(1-g)^{p^{i}-1}=(1-g)^{p-1}\left(1-g^{p}\right)^{p^{i-1}-1}=1+g+\cdots+g^{p^{i}-1} . \tag{3.2}
\end{equation*}
$$

As a corollary, we have $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}(x)=\sum_{i=0}^{p^{e}-1} g^{i}(x)=(1-g)^{p^{e}-1}(x)$ for $x \in \mathbb{F}_{q}$.
Lemma 3.11. Suppose that $q=p^{p^{e} l}$ with $p$ prime and $e \geq 1$, and take $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ such that $g(x)=x^{p^{l}}$ for $x \in \mathbb{F}_{q}$. Then there exists a pair $(W, t)$ such that
(1) $W$ is a g-invariant $\mathbb{F}_{p}$-subspace of codimension $h$ in $\mathbb{F}_{q}$ with $0<h \leq e$,
(2) $t$ is an element of $\mathbb{F}_{q}$ such that $W_{i}:=W+t_{i}, 0 \leq i \leq p^{h}-1$, are pairwise disjoint, where $t_{0}=0$ and $t_{i}=\left(1+\cdots+g^{i-1}\right)(t), 1 \leq i \leq p^{h}-1$,
if and only if $h \geq p^{h-1}$, i.e., $h=1$ if $p$ is odd and $h=1$ or 2 if $p=2$.
Proof. Write $R=\mathbb{F}_{p}[\langle g\rangle]$, and define $R_{i}:=(1-g)^{i} R$ for $0 \leq i \leq p^{e}$. The ring $R$ is local with a unique maximal ideal $R_{1}$. The ideal $R_{1}$ is nilpotent, and an element $a$ is invertible in $R$ if and only if its image in the quotient ring $R / R_{1} \cong \mathbb{F}$ is invertible. We have a chain of ideals of $R$ :

$$
R=R_{0} \supseteq R_{1} \supseteq \cdots \supseteq R_{p^{e}-1} \supseteq R_{p^{e}}=0
$$

with $\operatorname{dim}_{\mathbb{F}_{p}}\left(R_{i} / R_{i+1}\right)=1$ for $0 \leq i \leq p^{e}-1$. In particular, $\operatorname{dim}_{\mathbb{F}_{p}}\left(R_{i}\right)=p^{e}-i$.
There exists a (normal) basis of $\mathbb{F}_{q}$ over $\mathbb{F}_{p^{l}}$ of the form $\left\{g^{i}(\eta): 0 \leq i \leq p^{e}-1\right\}$ with $\eta \in \mathbb{F}_{q}$ by [19, Theorem 2.35], so $\mathbb{F}_{q}$ is a free $\mathbb{F}_{p^{l}}[\langle g\rangle]$-module with generator $\eta$, i.e., $\mathbb{F}_{q}=R^{\prime} \cdot \eta$, where $R^{\prime}=\mathbb{F}_{p^{l}}[\langle g\rangle]$. Take $\xi_{1}, \xi_{2}, \cdots, \xi_{l}$ to be a basis of $\mathbb{F}_{p^{l}}$ over $\mathbb{F}_{p}$. Then $R^{\prime}=\xi_{1} R \oplus \xi_{2} R \oplus \cdots \oplus \xi_{l} R$ and

$$
\mathbb{F}_{q}=R \cdot \xi_{1} \eta \oplus R \cdot \xi_{2} \eta \oplus \cdots \oplus R \cdot \xi_{l} \eta
$$

Here, each $R \cdot \xi_{i} \eta$ is a free $R$-module with generator $\xi_{i} \eta$. The submodules of $R \cdot \xi_{i} \eta$ are $R_{k} \cdot \xi_{i} \eta, 0 \leq k \leq p^{e}-1$. In particular, $R \cdot \xi_{i} \eta$ has a unique submodule of each possible dimension, and these submodules form a chain under containment.

We claim that the condition (2) can be reduced to $t_{p^{h-1}} \notin W$ assuming that the condition (1) holds. Take two numbers $i, j$ such that $0 \leq i<j \leq p^{h}-1$, and write $j-i=p^{k} u$, where $\operatorname{gcd}(p, u)=1$ and $0 \leq k \leq h-1$. It holds that $t_{j}-t_{i}=g^{i}\left(t_{j-i}\right)$, so we deduce that $W+t_{i} \cap W+t_{j}=\emptyset$ if and only if $t_{j}-t_{i} \in W$, i.e., $t_{j-i} \notin W$ by the $g$-invariance of $W$. It holds that $\sum_{i=0}^{p^{k} u-1} g^{i}=\left(\sum_{i=0}^{u-1} g^{i p^{k}}\right) \cdot\left(\sum_{j=0}^{p^{k}-1} g^{j}\right)$, so $t_{j-i}=\left(1+g_{k}+\cdots+g_{k}^{u-1}\right)\left(t_{p^{k}}\right)$, where $g_{k}:=g^{p^{k}}$. Since the quotient image of $1+g_{k}+\cdots+g_{k}^{u-1}$ in $R / R_{1}$ equals $\bar{u}$ and is invertible in $R / R_{1} \cong \mathbb{F}_{p}$, we deduce that it is invertible in $R$. Since $W$ is a $R$-module by the condition (1), it follows that $t_{j-i} \notin W$ if and only if $t_{p^{k}} \notin W$. The condition (2) is now reduced to $t_{p^{k}} \notin W$ for $0 \leq k \leq h-1$. By (3.2), $t_{p^{k}}=(1-g)^{p^{k}-1}(t)$, which is a generator of the submodule $R_{p^{k}-1} \cdot t=R \cdot t_{p^{k}}$. By applying the ideals in the chain $\left\{R_{i}\right\}$ to $t$, we obtain the chain $R \cdot t_{p^{0}} \supseteq \cdots \supseteq R \cdot t_{p^{h-1}}$. Since $W$ is a $R$-module, we see that $t_{p^{h-1}} \notin W$ implies that $t_{p^{k}} \notin W$ for $0 \leq k \leq h-1$. This proves the claim.

We are now in a position to complete the proof. The condition (1) is equivalent to that $W$ is a $R$-submodule of $\mathbb{F}_{q}$ of codimension $h$. By (3.2), $t_{p^{h-1}}=(1-g)^{p^{h-1}-1}(t)$. The existence of $t$ with $(1-g)^{p^{h-1}-1}(t) \notin W$ is equivalent to $W^{*} \not \leq W$, where $W^{*}:=$ $(1-g)^{p^{h-1}-1}\left(\mathbb{F}_{q}\right)$. By the decomposition $\mathbb{F}_{q}=\oplus_{i=1}^{n} R \cdot \xi_{i} \eta$, we have $W^{*}=W_{1}^{*} \oplus \cdots \oplus W_{l}^{*}$, where $W_{i}^{*}:=R_{p^{h-1}-1} \cdot \xi_{i} \eta$. Each component $W_{i}^{*}$ has dimension $p^{e}-p^{h-1}+1$ over $\mathbb{F}_{p}$.

If $h \geq p^{h-1}$, take $W$ to be the direct sum of $R \cdot \xi_{2} \eta \oplus \cdots \oplus R \cdot \xi_{l} \eta$ and a $R$-submodule of $R \cdot\left(\xi_{1} \eta\right)$ of dimension $p^{e} l-h-p^{e}(l-1)=p^{e}-h$. Then $W$ is a $R$-submodule of $\mathbb{F}_{q}$ of codimension $h$. Since $p^{e}-h<\operatorname{dim}_{\mathbb{F}_{p}}\left(W_{1}^{*}\right)$ and $R \cdot \xi_{1} \eta$ is a uniserial $R$-module, the component $W_{1}^{*}=R_{p^{h-1}-1} \cdot \xi_{1} \eta$ of $W^{*}$ is not contained in the chosen $W$. Since $R_{p^{h-1}-1}=(1-g)^{p^{h-1}-1} R$, we deduce that $(1-g)^{p^{h-1}-1}\left(\xi_{1} \eta\right) \notin W$. Therefore, $\left(W, \xi_{1} \eta\right)$ satisfies both conditions and is a desired pair.

Conversely, if $h<p^{h-1}$, then $\operatorname{dim}_{\mathbb{F}_{p}}\left(W \cap\left(R \cdot \xi_{i} \eta\right)\right)$ is at least

$$
\operatorname{dim}_{\mathbb{F}_{p}} W+\operatorname{dim}_{\mathbb{F}_{p}}\left(R \cdot \xi_{i} \eta\right)-\operatorname{dim}_{\mathbb{F}_{p}}\left(\mathbb{F}_{q}\right)=p^{e} l-h+p^{e}-p^{e} l=p^{e}-h \geq \operatorname{dim}_{\mathbb{F}_{p}}\left(W_{i}^{*}\right)
$$

so $W$ contains $W_{i}^{*}$ by the fact that $R \cdot \xi_{i} \eta$ is uniserial. It follows that $W^{*} \leq W$, and thus there is no pair ( $W, t$ ) with the desired properties. This completes the proof.

## 4. The classification of linear point regular groups of $\mathcal{Q}^{P}$

Let $G$ be a point regular group of the Payne derived quadrangle $\mathcal{Q}^{P}$, where $\mathcal{Q}=W(q)$, $P=\langle(1,0,0,0)\rangle$. In this section, we consider the case where the group $G$ is linear, i.e., $G$ is a subgroup of $\operatorname{PGL}(4, q)$. In [3], the authors enumerated all the point regular groups of the quadrangle $\mathcal{Q}^{P}$ for $q \leq 25$ by Magma [5], so we only consider the case $q \geq 5$ below. The main result of this section is the following theorem, the odd characteristic case of which is also due to [7] and [8] independently.

Theorem 4.1. Let $G$ be a subgroup of $\operatorname{PGL}(4, q)$ that acts regularly on the points of the derived quadrangle $\mathcal{Q}^{P}$ of $\mathcal{Q}=W(q), q \geq 5$. Then $G$ is conjugate to one of the groups in Construction 2.6 or Construction 4.8 below.

The rest of this section is devoted to the proof of Theorem 4.1. By the analysis in Section 2.1, we can assume that $G$ is as defined in Theorem 2.1 for some functions $T$ and $\theta$ up to conjugacy. Take the same notation as in Theorem 2.1, and let $L, M, S$ be as in Notation 2.1. In this case, $\theta_{a, b, c} \equiv 1$. By (1), (2), (4) and (5) of Corollary 2.3, the maps $L$ and $M$ are both additive and

$$
\begin{equation*}
T(a, b, 0)=L(a)+M(b), \quad a, b \in \mathbb{F}_{q} . \tag{4.1}
\end{equation*}
$$

Also, by (7) it holds for all $a, b, c \in \mathbb{F}_{q}$ that

$$
L\left(2 b c+c^{2} L(a)+c^{2} M(b)\right)+M(c L(a)+c M(b))=0 .
$$

By setting $b=0$ and $a=0$ respectively, we get

$$
\begin{gather*}
L\left(c^{2} L(a)\right)+M(c L(a))=0, \text { for } a, c \in \mathbb{F}_{q}  \tag{4.2}\\
L\left(2 b c+c^{2} M(b)\right)+M(c M(b))=0, \text { for } b, c \in \mathbb{F}_{q} . \tag{4.3}
\end{gather*}
$$

Lemma 4.2. Take notation as above. If $q$ is odd, then $L(x) \equiv 0$ and $M(y) \equiv 0$. If $q$ is even, there exist $\omega, \mu \in \mathbb{F}_{q}$ such that

$$
\begin{equation*}
L(x)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(\mu^{2} \omega x\right), \quad M(y)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}(\mu y) \tag{4.4}
\end{equation*}
$$

Proof. Write $q=p^{m}$ with $p$ prime. Let $L(X):=\sum_{i=0}^{m-1} u_{i} X^{p^{i}}, M(X):=\sum_{i=0}^{m-1} v_{i} X^{p^{i}}$ be the corresponding reduced polynomials for the additive maps $x \mapsto L(x)$ and $y \mapsto M(y)$ respectively. The subscripts of $u_{i}$ 's and $v_{j}$ 's are taken modulo $m$.

First assume that $q$ is odd. Since $2 p^{m-1} \leq q-1$, we deduce from (4.2) that $L\left(X^{2} L(a)\right)+$ $M(X L(a))=0$ in $\mathbb{F}_{q}[X]$ for $a \in \mathbb{F}_{q}$. After expansion we obtain $\sum_{i=0}^{m-1} u_{i} L(a)^{p^{i}} X^{2 p^{2}}+$ $\sum_{j=0}^{m-1} v_{j} L(a)^{p^{j}} X^{p^{j}}=0$. By comparing the coefficients of $X^{2 p^{i}}$, we get $u_{i} L(a)^{p^{i}}=0$ for $0 \leq i \leq m-1$. If there is $a \in \mathbb{F}_{q}$ such that $L(a) \neq 0$, then we deduce that $u_{i}=0$ for each $i$, i.e., $L(X)=0$ : a contradiction. Hence we must have $L(X)=0$. Then (4.3) reduces to $M(X M(b))=0$, and the same argument yields $M(X)=0$.

Next assume that $q$ is even. If $L(X)=0$, then we deduce from (4.3) that $M(X)=0$ in the same way, and we can take $\omega=\mu=0$ in (4.4). So assume that $L(X) \neq 0$ in the sequel. Since $L(X) \neq 0$, there is at least one nonzero coefficient $u_{i}$. Take $a \in \mathbb{F}_{q}$ such
that $L(a) \neq 0$. By converting (4.2) into the reduced polynomial form and comparing the coefficients of $X^{2^{i+1}}$, we get $u_{i} L(a)^{2^{i}}+v_{i+1} L(a)^{2^{i+1}}=0$, i.e., $u_{i}=v_{i+1} L(a)^{2^{i}}$. This holds for all $a \in \mathbb{F}_{q}$ such that $L(a) \neq 0$, so $\operatorname{Im}(L)$ has only one nonzero element, say $\omega$. By applying Lemma 3.6 with $\eta=0$, we deduce that there exists $\mu_{A} \in \mathbb{F}_{q}^{*}$ such that $L(x)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(\mu_{A} x\right)$, i.e., $L(X)=\sum_{i=0}^{m-1} \omega \mu_{A}^{2^{i}} X^{2^{i}}$. It follows that $u_{i}=\omega \mu_{A}^{2^{i}}$, $v_{i+1}=\omega^{1-2^{i}} \mu_{A}^{2^{i}}$, and $M(y)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(\omega^{-q / 2} \mu_{A}^{q / 2} y\right)$. By setting $\mu=\omega^{-q / 2} \mu_{A}^{q / 2}$, we get the desired expressions for $L$ and $M$ in (4.4).
Lemma 4.3. If $L(a)=M(b)=0$ for all $a, b \in \mathbb{F}_{q}$, then $T(a, b, c)=S(c), S$ is additive, and $G$ arises from Construction 2.6.
Proof. We have $T(a, b, c)=S(c)$ by (6) of Corollary 2.3. By (3) of Corollary 2.3, $S$ is additive. Therefore, $G$ arises from Construction 2.6 with $S_{1}=S$.
Remark 4.4. Let $G$ be as in Construction 2.6 with $\theta_{x, y, z} \equiv 1$ and $T(a, b, c)=S_{1}(c)$ for an additive function $S_{1}$. The conditions in Theorem 2.1 reduce to $S_{1}(c+z)=S_{1}(c)+S_{1}(z)$ which clearly holds, so $G$ is indeed a point regular group of $\mathcal{Q}^{P}$.

By Lemma 4.2, Lemma 4.3 and Remark 4.4, Theorem 4.1 holds for odd $q$. In the sequel, we consider the case $q=2^{m}, m \geq 3$. By Lemma 4.2, there exist $\omega$ and $\mu$ such that (4.4) holds. In the case $\omega=0$ or $\mu=0$, we have $L \equiv 0, M \equiv 0$, and Lemma 4.3 applies. We thus assume that $\omega$ and $\mu$ are nonzero. Set

$$
\begin{equation*}
\mathcal{B}(c, z):=S(c+z)+S(c)+S(z) \tag{4.5}
\end{equation*}
$$

which is symmetric in $c, z$.
Lemma 4.5. There is a reduced polynomial $F(X)=\sum_{i=0}^{m-1} f_{i} X^{2^{i}}$ with $f_{0}=0$ and

$$
\begin{equation*}
\mu f_{i}=\left(\mu f_{m-i}\right)^{2^{i}} \text { for } 1 \leq i \leq m-1 \tag{4.6}
\end{equation*}
$$

such that $\mathcal{B}(c, z)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}(\mu c F(z))$, where $F(z)^{2}=\omega S(z)+S(z)^{2}$.
Proof. By (3) and (6) of Corollary 2.3, we have $S(c)+S(z)=T(c z S(z), c S(z), c+z)$ and $T(u, v, w)=T(u+v w, v, 0)+S(w)$, so

$$
\begin{align*}
\mathcal{B}(c, z) & =S(c+z)+T(c z S(z), c S(z), c+z) \\
& =T(c z S(z)+c S(z)(c+z), c S(z), 0) \\
& =L\left(c^{2} S(z)\right)+M(c S(z)) \\
& =\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(\mu^{2} c^{2}\left(\omega S(z)+S(z)^{2}\right)\right) . \tag{4.7}
\end{align*}
$$

In the third equality we used (4.1), and in the fourth we used (4.4). The function $B(c, z)$ is symmetric in $c, z$ by (4.5) and is additive in $c$ by (4.7), so it is also additive in $z$. Set $F(z):=\left(\omega S(z)+S(z)^{2}\right)^{q / 2}$, so that $F(z)^{2}=\omega S(z)+S(z)^{2}$ and

$$
\mathcal{B}(c, z)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(\mu^{2} c^{2} F(c)^{2}\right)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}(\mu c F(z))
$$

by the fact $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(x^{2}\right)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}(x)$. From $\mathcal{B}\left(c, z_{1}+z_{2}\right)=\mathcal{B}\left(c, z_{1}\right)+\mathcal{B}\left(c, z_{2}\right)$ for all $c \in \mathbb{F}_{q}$ we deduce that $F\left(z_{1}+z_{2}\right)=F\left(z_{1}\right)+F\left(z_{2}\right)$, i.e., $z \mapsto F(z)$ is additive. Let $F(X)=$ $\sum_{i=0}^{m-1} f_{i} X^{2^{i}}$ be the corresponding reduced polynomial. We have $\mathcal{B}(c, c)=S(2 c)+2 S(c)=$ 0 for $c \in \mathbb{F}_{q}$. By Lemma 3.10, we deduce that $f_{0}=0$ and the equations in (4.6) hold. This completes the proof.

Take notation as in Lemma 4.5, and set $H(x):=\sum_{0 \leq i<j \leq m-1} \mu^{2^{i}} f_{j-i}^{2^{i}} x^{2^{i}+2^{j}}$. Its value lies in $F_{2}$, since

$$
\begin{aligned}
H(x)+H(x)^{2} & =\sum_{0 \leq i<j \leq m-1} \mu^{2^{i}} f_{j-i}^{2^{i}} x^{2^{i}+2^{j}}+\sum_{1 \leq i<j \leq m} \mu^{2^{i}} f_{j-i}^{2^{i}} x^{2^{i}+2^{j}} \\
& =\sum_{1 \leq j \leq m-1} \mu f_{j} x^{1+2^{j}}+\sum_{1 \leq i \leq m-1}\left(\mu f_{m-i}\right)^{2^{i}} x^{2^{i}+1}=0
\end{aligned}
$$

where we used (4.6) to get the last equality.
Lemma 4.6. The function $S_{1}(z):=S(z)+\omega \cdot H(z)$ is linearized. Moreover, if $S_{1}(X):=$ $\sum_{i=0}^{m-1} s_{i} X^{2^{i}}$ is the corresponding reduced polynomial, then

$$
\begin{equation*}
s_{i+1}=\sum_{j=1}^{i} \omega^{-2^{j}+1} f_{i+1-j}^{2^{j}}+w^{-2^{i+1}+1} s_{0}^{2^{i+1}}, \quad 0 \leq i \leq m-1, \tag{4.8}
\end{equation*}
$$

where $s_{m}:=s_{0}$.
Proof. To show that $S_{1}$ is additive, i.e., $S_{1}(c+z)+S_{1}(c)+S_{1}(z)=0$, is equivalent to showing that $H(c+z)+H(c)+H(z)=\omega^{-1} \mathcal{B}(c, z)$, cf. (4.5). We compute that $H(c+z)+H(c)+H(z)$ equals

$$
\begin{align*}
& \sum_{i<j} \mu^{2^{i}} f_{j-i}^{2^{i}}\left((c+z)^{2^{i}+2^{j}}+c^{2^{i}+2^{j}}+z^{2^{i}+2^{j}}\right) \\
= & \sum_{i<j}\left(\mu f_{j-i}\right)^{2^{i}} c^{2^{i}} z^{2^{j}}+\omega \cdot \sum_{i<j}\left(\mu f_{j-i}\right)^{2^{i}} z^{2^{i}} c^{2^{j}} \\
= & \sum_{i<j}\left(\mu f_{j-i}\right)^{2^{i}} c^{2^{i}} z^{2^{j}}+\omega \cdot \sum_{i<j}\left(\mu f_{i-j}\right)^{2^{j}} c^{2^{j}} z^{2^{i}} \\
= & \sum_{i, j}\left(\mu f_{j-i}\right)^{2^{i}} c^{2^{i}} z^{2^{j}}=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}(\mu c F(z)) . \tag{4.9}
\end{align*}
$$

Here, the subscripts are taken modulo $m$. In the second equality we used the fact $\mu f_{j-i}=$ $\left(\mu f_{i-j}\right)^{2^{j-i}}$ in (4.6), and in the third equality we interchanged the label of $i, j$ in the last summation and used the fact $f_{0}=0$. The claim then follows from Lemma 4.5.

Let $S_{1}(X):=\sum_{i=0}^{m-1} s_{i} X^{2^{i}}$ be the corresponding reduced polynomial. We have $S(x)=$ $S_{1}(x)+\omega \cdot H(x)$, i.e.,

$$
\begin{equation*}
S(x)=\sum_{i=0}^{m-1} s_{i} x^{2^{i}}+\omega \cdot \sum_{0 \leq i<j \leq m-1} \mu^{2^{i}} f_{j-i}^{2^{i}} x^{2^{i}+2^{j}} \tag{4.10}
\end{equation*}
$$

We now consider the relation $F(x)^{2}=\omega S(x)+S(x)^{2}$. The left hand side is $\sum_{i=0}^{m-1} f_{i-1}^{2} x^{2^{i}}$. The right hand side equals $S_{1}(x)^{2}+w S_{1}(x)=\sum_{i=0}^{m-1}\left(\omega s_{i}+s_{i-1}^{2}\right) x^{2^{i}}$, since $H(x)+H(x)^{2}=0$. Both expressions have degree not exceeding $q-1$, so they are equal as polynomials. By comparing coefficients, we get $\omega s_{i+1}+s_{i}^{2}=f_{i}^{2}$ for $0 \leq i \leq m-1$. Here, the subscripts are taken modulo $m$. The equations in (4.8) follow by induction on $i$.

In Lemma 4.6, the case $i=m-1$ in (4.8) takes the form

$$
\begin{equation*}
\sum_{j=1}^{m-1} \omega^{-2^{j}+1} f_{m-j}^{2^{j}}=0 \tag{4.11}
\end{equation*}
$$

Lemma 4.7. For fixed nonzero elements $\omega$, $\mu$, the number of $(m+1)$-tuples $\left(f_{0}, \cdots, f_{m-1}, s_{0}\right)$ such that $f_{0}=0$ and all the conditions in (4.6) and (4.11) hold is $2 q^{(m-1) / 2}$.

Proof. First, assume that $m$ is odd. By (4.6), we can express $f_{(m+1) / 2}, \cdots, f_{m-1}$ in terms of $f_{1}, \cdots, f_{(m-1) / 2}$ as follows: $f_{m-i}=\mu^{2^{m-i}-1} f_{i}^{2^{m-i}}$ for $(m+1) / 2 \leq i \leq m-1$. Plugging them into (4.11) and dividing both sizes by $\omega^{2} \mu$, we get

$$
\beta+\beta^{2}=\sum_{i=2}^{(m-1) / 2}\left(\mu^{-2^{i}} \omega^{-1-2^{i}} f_{i}+\mu^{-1} \omega^{-1-2^{m-i}} f_{i}^{2^{m-i}}\right)
$$

with $\beta=\mu^{-1} \omega^{-1-2^{m-1}} f_{1}^{2^{m-1}}$. The right hand side has absolute trace 0 , since $\mu^{-2^{i}} \omega^{-1-2^{i}} f_{i}=$ $\left(\mu^{-1} \omega^{-1-2^{m-i}} f_{i}^{2^{m-i}}\right)^{2^{i}}$ for each $i$. Therefore, by Lemma 3.2, there exist two solutions in $\beta$ for any chosen tuple $\left(f_{2}, \cdots, f_{(m-1) / 2}\right)$. The claim now follows in this case.

Next, consider the case $m$ is even. The argument is basically the same, and the only distinction is that in showing that the right hand side has absolute trace 0 we need the observation that $f_{m / 2} \mu$ is in the subfield $\mathbb{F}_{2^{m / 2}}$, cf. (4.6) with $i=m / 2$. This completes the proof.

By (6) of Corollary 2.3 and (4.1), we have

$$
\begin{equation*}
T(a, b, c)=T(a+b c, b, 0)+S(c)=L(a+b c)+M(b)+S(c) \tag{4.12}
\end{equation*}
$$

It turns out that the conditions that we have derived so far are also sufficient, and we have the following construction.

Construction 4.8. Suppose that $q=2^{m}$ with $m>1$, and let $\omega, \mu$ be two nonzero elements of $\mathbb{F}_{q}$. Take any tuple $\left(f_{0}, \cdots, f_{m-1}, s_{0}\right)$ satisfying the conditions in Lemma 4.7, and define $s_{1}, \cdots, s_{m-1}$ by (4.8). Set $\theta_{a, b, c} \equiv 1$, and

$$
T(a, b, c)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(\mu^{2} \omega(a+b c)+\mu b\right)+\sum_{i=0}^{m-1} s_{i} c^{2^{i}}+\omega \sum_{0 \leq i<j \leq m-1} \mu^{2^{i}} f_{j-i}^{2^{i}} c^{2^{i}+2^{j}}
$$

Then the set $G$ as defined in Theorem 2.1 with the prescribed functions $T$ and $\theta$ is a point regular group of $\mathcal{Q}^{P}$.

Proof. Let $L, M$ and $S$ be the corresponding functions as defined in (4.4) and (4.10). Then we can verify that (4.12) holds. Set $F(x):=\sum_{i=0}^{m-1} f_{i} x^{2^{i}}, \mathcal{B}(c, z):=S(c+z)+S(c)+S(z)$. We verify that $\omega s_{i+1}+s_{i}^{2}=f_{i}^{2}$ holds for $0 \leq i \leq m-1$ by (4.8), so $F(x)^{2}=\omega S(x)+S(x)^{2}$. By the calculations in (4.9), we obtain $\mathcal{B}(c, z)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}(\mu c F(z))$.

It remains to show that $G$ is a point regular group of $\mathcal{Q}^{P}$. By Theorem 2.1, it suffices to verify that $T(a, b, c)+T(x, y, z)=T(u, v, w)$, where $w=c+z, v=b+y+c T(x, y, z)$ and
$u=a+x+b z+c y+c z T(x, y, z)$. We deduce that $(u+v w)+(a+b c)+(x+y z)=c^{2} T(x, y, z)$. Observe that both $L$ and $M$ are additive. Therefore,

$$
\begin{aligned}
& T(a, b, c)+T(x, y, z)+T(u, v, w) \\
= & L(a+b c+x+y z+u+v w)+M(b+y+v)+S(c)+S(z)+S(c+z) \\
= & L\left(c^{2} T(x, y, z)\right)+M(c T(x, y, z))+\mathcal{B}(c, z) \\
= & \omega \operatorname{Tr}\left(\mu^{2} c^{2} \omega T(x, y, z)+\mu c T(x, y, z)\right)+\mathcal{B}(c, z) \\
= & \omega \operatorname{Tr}\left(\mu^{2} c^{2} \omega^{2} \beta+\mu c \omega \beta\right)+\omega \operatorname{Tr}\left(\mu^{2} c^{2} \omega S(z)+\mu c S(z)\right)+\mathcal{B}(c, z) \\
= & \omega \operatorname{Tr}\left(\mu^{2} c^{2} \omega S(z)+\mu^{2} c^{2} S(z)^{2}\right)+\mathcal{B}(c, z) .
\end{aligned}
$$

Here, $\operatorname{Tr}=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}, \beta=\omega^{-1}(L(x+y z)+M(y))$. The last equality holds because $\beta \in \mathbb{F}_{2}$ and $\operatorname{Tr}\left(h^{2}\right)=\operatorname{Tr}(h)$ for $h \in \mathbb{F}_{q}$. We conclude that this sum is 0 by the facts that $F(z)^{2}=\omega S(z)+S(z)^{2}, \mathcal{B}(c, z)=\omega \operatorname{Tr}(\mu c F(z))$. This completes the proof.

To summarize, we have now completed the classification for $q$ even in the linear case: in the case $\omega=0$ or $\mu=0$ in (4.2), the group arises from Construction 2.6 by Lemma 4.3; in the case $\omega$ and $\mu$ are nonzero, the group arises from Construction 4.8. This completes the proof of Theorem 4.1.

Remark 4.9. Suppose that $G$ is the point regular group of $\mathcal{Q}^{P}$ obtained from either of Construction 2.6 or Construction 4.8, and assume that $q$ is even. If $T(a, b, c) \equiv 0$, then $G$ is elementary abelian, so we assume that $T(a, b, c) \not \equiv 0$. It is routine to deduce that $G$ has exponent 4 and nilpotency class 2 and its center is $Z(G)=\left\{\mathfrak{g}_{a, b, 0}: a, b \in\right.$ $\left.\mathbb{F}_{q}, T(a, b, 0)=0\right\}$ in both cases. In Construction 2.6, $T(a, b, 0) \equiv 0$ and $Z(G)$ has size $q^{2}$; in Construction 4.8, $T(a, b, 0)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(\mu^{2} \omega a+\mu b\right)$ and $Z(G)$ has size $q^{2} / 2$. Therefore, the two constructions yield non-isomorphic groups in the even characteristic case.

## 5. The structure of a nonlinear point regular group of $\mathcal{Q}^{P}$

Suppose that $G$ is a nonlinear point regular group of the quadrangle $\mathcal{Q}^{P}$ with associated functions $T$ and $\theta$ as described in Theorem 2.1. By Corollary 2.4, we have either $r_{A, B}>0$ or $r_{C}>0$. We introduce the following notation.

Notation 5.1. Take the same notation as in Notation 2.1, and assume that $r_{A, B}>0$ or $r_{C}>0$. Take elements $g_{A}, g_{B}, g_{C}$ of $\operatorname{Aut}\left(\mathbb{F}_{q}\right)$ of order $p^{r_{A}}, p^{r_{B}}, p^{r_{C}}$ respectively, and let $t_{A}, t_{B}, t_{C}$ be the corresponding elements of $\mathbb{F}_{q}$ such that

$$
\theta_{t_{A}, 0,0}=g_{A}, \theta_{0, t_{B}, 0}=g_{B}, \sigma_{t_{C}}=g_{C} .
$$

Also, define $\mathcal{K}_{0}^{*}:=\left\{z \in \mathbb{F}_{q}: \sigma_{z}^{p^{r} A, B}=1\right\}$.
5.1. The Frobenius part of the group $G$

Lemma 5.1. Take notation as in Notation 5.1, and set $K_{A}:=\left\{a \in \mathbb{F}_{q}: \theta_{a, 0,0}=1\right\}$, $K_{B}:=\left\{b \in \mathbb{F}_{q}: \theta_{0, b, 0}=1\right\}$. Then
(1) $G_{A, K}:=\left\{\theta_{a, 0,0}: a \in K_{A}\right\}$ is a normal subgroup of $G_{A}$ of index $p^{r_{A}}$, and

$$
\begin{equation*}
G_{A}=\left\langle G_{A, K}, \mathfrak{g}_{t_{A}, 0,0}\right\rangle=\cup_{i=0}^{p^{r} A-1} G_{A, K} \circ \mathfrak{g}_{t_{A}, 0,0}^{i} \tag{5.1}
\end{equation*}
$$

(2) $K_{A}$ is a $g_{A}$-invariant $\mathbb{F}_{p}$-subspace of codimension $r_{A}$ in $\mathbb{F}_{q}, L(a)^{g_{A}}=L\left(a^{g_{A}}\right)$ for $a \in K_{A}$, and $L$ is additive on $K_{A}$.

The same conclusions also hold for $G_{B}$ after we replace $L$ by $M, \mathfrak{g}_{t_{A}, 0,0}$ by $\mathfrak{g}_{0, t_{B}, 0}$, and the $A$ 's in the subscripts by $B$ 's.

Proof. Since the arguments for $G_{A}$ and $G_{B}$ are the same, we only give the proof for $G_{A}$ below. In the case $r_{A}=0$, we have $K_{A}=\mathbb{F}_{q}$ and the map $L$ is additive by (1) of Corollary 2.3. The claims are trivial in this case, so we assume that $r_{A} \geq 1$ in the sequel.
(1). Recall that the group homomorphism $\psi: G \rightarrow \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ maps $\mathfrak{g}_{a, b, c}$ to its Frobenius part $\theta_{a, b, c}$. The set $G_{A, K}$ is the kernel of $\psi_{A}:=\left.\psi\right|_{G_{A}}$, the restriction of $\psi$ to the subgroup $G_{A}$, so it is normal in $G_{A}$. By the choice of $t_{A}$ in Notation 5.1, we have $\operatorname{Im}\left(\psi_{A}\right)=\left\langle\psi\left(\mathfrak{g}_{t_{A}, 0,0}\right)\right\rangle$. The leads to the desired coset decomposition in (5.1).
(2). By (1) of Corollary 2.3, we have $L(a)^{\theta_{x, 0,0}}+L(x)=L\left(a^{\theta_{x, 0,0}}+x\right)$, and $\theta_{a, 0,0} \theta_{x, 0,0}=$ $\theta_{u, 0,0}$ with $u=a^{\theta_{x, 0,0}}+x$ for $a, x \in \mathbb{F}_{q}$. If $a, x \in K_{A}$, then $\theta_{a, 0,0}=\theta_{x, 0,0}=1$, and so $L(a)+L(x)=L(a+x), \theta_{a+x, 0,0}=1$. It follows that $a+x \in K_{A}$. We conclude that $K_{A}$ is closed under addition, i.e., it is an $\mathbb{F}_{p}$-subspace of $\mathbb{F}_{q}$, and $L$ is additive on $K_{A}$.

We next explore the fact that $G_{A, K}$ is a normal subgroup of $G_{A}$. For $a \in K_{A}$, we consider the element $\mathfrak{g}_{t_{A}, 0,0}^{-1} \circ \mathfrak{g}_{a, 0,0} \circ \mathfrak{g}_{t_{A}, 0,0}=\left(\mathcal{M}_{-t_{A}, 0,0} \cdot \mathcal{M}_{a, 0,0}^{g_{A}} \cdot \mathcal{M}_{t_{A}, 0,0}, 1\right)$. The last row of its matrix part is $\left(g_{A}(a), 0,0,1\right)$, so it equals $\mathfrak{g}_{g_{A}(a), 0,0}$. Comparing the (3,2)-nd entries of their matrix parts, we get $L(a)^{g_{A}}=L\left(g_{A}(a)\right)$. It has a trivial Frobenius part, so $g_{A}(a) \in K_{A}$. It follows that $K_{A}$ is $g_{A}$-invariant.

Finally, we have $\left|K_{A}\right|=\left|G_{A, K}\right|$ and $\left[G_{A}: G_{A, K}\right]=\left|\operatorname{Im}\left(\psi_{A}\right)\right|=p^{r_{A}}$. This yields the claim on the size of $K_{A}$ and completes the proof of (2).

Theorem 5.2. Take notation as in Notation 5.1. If $q$ is odd, then $r_{A, B} \leq 1$; if $q$ is even, then $r_{A, B} \leq 2$.

Proof. We have $r_{A, B}=\max \left\{r_{A}, r_{B}\right\}$ by Lemma 2.4, so the claim is equivalent to that both $r_{A}$ and $r_{B}$ are upper bounded by 1 or 2 according as $q$ is odd or even. Since the arguments for $G_{A}$ and $G_{B}$ are the same, we only give the proof for $G_{A}$ here. We assume that $r_{A} \geq 1$ in the sequel. For the ease of notation, we write $r=r_{A}$ in this proof. For each $i \geq 0$, define

$$
\begin{equation*}
t_{i}=t_{A}+g_{A}\left(t_{A}\right)+\cdots+g_{A}^{i-1}\left(t_{A}\right), \quad K_{i}:=\left\{a \in \mathbb{F}_{q}: \theta_{a, 0,0}=g_{A}^{i}\right\} \tag{5.2}
\end{equation*}
$$

Here, we have $t_{0}=0, t_{A} \in K_{1}$ and $K_{i}=K_{i+p^{r}}$. Let $K_{A}$ be as in Lemma 5.1; we have $K_{A}=K_{0}$. It is a $g_{A}$-invariant $\mathbb{F}_{p}$-subspace of $\mathbb{F}_{q}$ of codimension $r$ by (2) of Lemma 5.1.

We examine the coset decomposition in (5.1). For $a \in K_{A}$ and $i \geq 1$, set $\mathfrak{g}_{i}:=$ $\mathfrak{g}_{a, 0,0} \circ \mathfrak{g}_{t, 0,0}^{i}$. We compute that the last row of the matrix part of $\mathfrak{g}_{i}$ is $\left(g_{A}^{i}(a)+t_{i}, 0,0,1\right)$ by induction, so it equals $\mathfrak{g}_{g_{A}^{i}(a)+t_{i}, 0,0}$.
(a) The Frobenius part of $\mathfrak{g}_{i}$ is $g_{A}^{i}$, so $K_{A}+t_{i} \subseteq K_{i}$ for $i \geq 1$; in particular, with $i=p^{r}$ we have $K_{A}+t_{p^{r}}=K_{A}$ by the fact $g_{A}^{p^{r}}=1$. It follows that $t_{p^{r}} \in K_{A}$.
(b) By (1) of Corollary 2.3 with $x=t_{A}$ and $a \in K_{i}$, we have $\theta_{g_{A}(a)+t_{A}, 0,0}=\theta_{a, 0,0} \theta_{t_{A}, 0,0}=$ $g_{A}^{i+1}$. Therefore, $a \in K_{i}$ implies that $t_{A}+g_{A}(a) \in K_{i+1}$, and so $t_{A}+g_{A}\left(K_{i}\right) \subseteq K_{i+1}$. It follows that $\left|K_{i}\right|=\left|t_{A}+g_{A}\left(K_{i}\right)\right| \leq\left|K_{i+1}\right|$ for each $i$. Since $K_{0}=K_{p^{r}}$, we conclude that all the $K_{i}$ 's have the same sizes.
As a corollary of (a) and (b), we have $K_{A}+t_{i}=K_{i}$. It follows by definition that $K_{0}, \cdots, K_{p^{r}-1}$ form a partition of $\mathbb{F}_{q}$. All the conditions in Lemma 3.11 are now satisfied for the pair $\left(K_{A}, t_{A}\right)$ with $e=h=r$, so we have $r \geq p^{r-1}$. We deduce that $r \leq 1$ if $p$ is odd and $r \leq 2$ if $p=2$ as desired.

We shall need the following technical lemma in the next section.
Lemma 5.3. Take the same notation as in Notation 5.1. For $i \geq 1$, set $t_{A, i}:=\left(1+g_{A}+\right.$ $\left.\cdots+g_{A}^{i-1}\right)\left(t_{A}\right)$. Then we have $t_{A, p^{r} A} \in K_{A}$. Moreover, for $x \in K_{A}$ it holds that

$$
\begin{equation*}
L\left(g_{A}^{i}(x)+t_{A, i}\right)=g_{A}^{i}(L(x))+\sum_{j=0}^{i-1} g_{A}^{j}\left(L\left(t_{A}\right)\right), \quad i \geq 1 \tag{5.3}
\end{equation*}
$$

If we replace the $A$ 's in the subscripts by $B$ and $L$ by $M$, then the claims also hold.
Proof. By (2) of Lemma 5.1, we have $L\left(g_{A}(x)\right)=g_{A}(L(x))$ for $x \in K_{A}$. We showed in the proof of Theorem 5.2 that $t_{A, p^{r} A} \in K_{A}$, and $\mathfrak{g}_{x, 0,0} \circ \mathfrak{g}_{t_{A}, 0,0}^{i}=\mathfrak{g}_{g_{A}^{i}(x)+t_{A, i}, 0,0}$ for $i \geq 1$. Inductively, we compute that the (3,2)-nd entry of $\mathfrak{g}_{x, 0,0} \circ \mathfrak{g}_{t_{A}, 0,0}^{i}$ equals $g_{A}^{i}(L(x))+$ $\sum_{j=0}^{i-1} g_{A}\left(L\left(t_{A}\right)\right)$ for $i \geq 1$. The (3,2)-nd entry of $\mathfrak{g}_{g_{A}^{i}(x)+t_{A, i}, 0,0}$ equals $T\left(g_{A}^{i}(x)+t_{A, i}, 0,0\right)=$ $L\left(g_{A}^{i}(x)+t_{A, i}\right)$ by the definition of $L$ in Notation 2.1. Therefore, (5.3) holds. The ( $B, M$ ) version is proved in the same way.
Theorem 5.4. Take notation as in Notation 5.1, and take $g_{2} \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ of order $p$. If $r_{A} \leq 1$, then there exists $\mu_{A} \in \mathbb{F}_{q}$ such that $g_{2}\left(\mu_{A}\right)=\mu_{A}$ and $\theta_{x, 0,0}=g_{2}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{A} x\right)}$. The same also holds for $\theta_{x, 0,0}$ after we replace the $A$ 's in the subscripts by $B$ 's.
Proof. The arguments for $r_{A}$ and $r_{B}$ are the same, and we only give the proof for $r_{A}$ here. In the case $r_{A}=0$, we can simply take $\mu_{A}=0$. Therefore, we assume that $r_{A}=1$ in the sequel. Since $g_{A}$ has order $p$, we have $g_{A}=g_{2}^{d}$ for some integer $d$ with $1 \leq d \leq p-1$. Let $K_{i}$ and $t_{i}$ be as in (5.2), and let $K_{A}$ be as in Lemma 5.1.

We claim that $K_{i}=K_{A}+i t_{A}$ for $0 \leq i \leq p-1$. By Lemma 5.1, the $\mathbb{F}_{p}$-subspace $K_{A}$ has codimension $r=1$ in $\mathbb{F}_{q}$. Since $t_{A} \notin K_{A}$, we have a partition $\mathbb{F}_{q}=\cup_{j \in \mathbb{F}_{p}}\left(K_{A}+j t_{A}\right)$. Since $K_{A}+g_{A}\left(t_{A}\right)$ is a coset of $K_{A}$, there is $\lambda \in \mathbb{F}_{p}^{*}$ such that $K_{A}+g_{A}\left(t_{A}\right)=K_{A}+\lambda t_{A}$. Since $K_{A}$ is $g_{A}$-invariant, we deduce that $K_{A}+g_{A}^{i}\left(t_{A}\right)=K_{A}+\lambda^{i} t_{A}$ by induction. In the quotient space $\mathbb{F}_{q} / K_{A}$, we thus have $\overline{g_{A}^{i}\left(t_{A}\right)}=\lambda^{i} \cdot \overline{t_{A}}$ for $i \geq 0$. From the fact $t_{p}=\sum_{i=0}^{p-1} g_{A}^{i}\left(t_{A}\right) \in K_{A}$ in Lemma 5.3, we have $\sum_{i=0}^{p-1} \lambda^{i} \cdot \overline{t_{A}}=0$, i.e., $\sum_{i=0}^{p-1} \lambda^{i}=0$. We deduce that $\lambda=1$, since otherwise the sum equals $\frac{\lambda^{p}-1}{\lambda-1}=1$. We thus have established that $\overline{g_{A}^{i}\left(t_{A}\right)}=\overline{t_{A}}$ in $\mathbb{F}_{q} / K_{A}$ for $i \geq 0$. It follows that $\overline{t_{i}}=i \cdot \overline{t_{A}}$, and the claim follows.

Since $K_{A}$ has codimension 1 and $t_{A} \notin \mathbb{F}_{q}$, there exists $\mu \in \mathbb{F}_{q}^{*}$ such that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\mu x)=0$ for $x \in K_{A}$ and $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu t_{A}\right)=1$. Then $K_{i}=K_{A}+i t_{A}=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p} p}(\mu x)=i\right\}$ for $i \geq 0$. By the definitions of the $K_{i}$ 's in (5.2), we have $\theta_{x, 0,0}=g_{A}^{i}=g_{A}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\mu x)}=$ $g_{2}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(d \mu x)}$ for each $x \in K_{i}$ and each $i \geq 0$. Since $K_{A}$ is $g_{A}$-invariant, we have $g_{A}(\mu)=\mu$ by Lemma 3.5. To conclude, the theorem holds with $\mu_{A}=d \mu$.

We can now give a good description of the Frobenius part of $G_{A, B}$.
Corollary 5.5. Take notation as in Notation 5.1, and assume that $q$ is odd. Let $g_{2}$ be an element of $\operatorname{Aut}\left(\mathbb{F}_{q}\right)$ of order $p$. Then there exist $\mu_{A}$ and $\mu_{B}$ in $\mathbb{F}_{q}$ that are $g_{2}$-invariant such that $\theta_{a, b, 0}=g_{2}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{A} a+\mu_{B} b\right)}$.
Proof. By Theorem 5.2 and Theorem 5.4, we have $r_{A} \leq 1, r_{B} \leq 1$, and there exist $\mu_{A}$ and $\mu_{B}$ that are fixed by $g_{2}$ such that $\theta_{a, 0,0}=g_{2}^{\operatorname{Tr}_{\mathbb{P}_{q} / \mathbb{F}_{p}}\left(\mu_{A} a\right)}, \theta_{0, b, 0}=g_{2}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)}$. By (4) of Corollary 2.3, we have

$$
\theta_{a, b, 0}=\theta_{\theta_{0, b, 0}^{-1}(a), 0,0} \cdot \theta_{0, b, 0}=g_{2}^{\operatorname{Tr}_{\mathbb{F}_{\mathbb{q}} / \mathbb{F}_{p}}\left(\mu_{A} a+\mu_{B} b\right)}
$$

In the second equality, we used the fact that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{A} \theta_{0, b, 0}^{-1}(a)\right)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\theta_{0, b, 0}\left(\mu_{A}\right) a\right)$ and the fact that $\theta_{0, b, 0}$ is in $\left\langle g_{2}\right\rangle$ and thus fixes $\mu_{A}$. This completes the proof.

In Theorem 5.2, we have obtained an upper bound on $r_{A, B}$. Our next objective is to bound $r_{C}$. To be specific, we will establish the following result.

Theorem 5.6. Take notation as in Notation 5.1, and set

$$
\mathcal{K}_{i}^{*}:=\left\{z \in \mathbb{F}_{q}: \sigma_{z}^{p^{r_{A, B}}}=g_{C}^{i p^{r_{A, B}}}\right\}, \quad i \geq 0
$$

If $q$ is even, then $r_{C} \leq r_{A, B}+2$; if $q$ is odd, then $r_{C} \leq r_{A, B}+1, \mathcal{K}_{0}^{*}$ is a $g_{C}$-invariant $\mathbb{F}_{p}$-subspace of codimension $s=\max \left\{0, r_{C}-r_{A, B}\right\}$ and

$$
\mathcal{K}_{i}^{*}=\left(1+g_{C}+\cdots+g_{C}^{i-1}\right)\left(t_{C}\right)+\mathcal{K}_{0}^{*}, \quad i \geq 1
$$

We shall prove Theorem 5.6 after a series of lemmas. In the case $r_{C} \leq r_{A, B}$, we have $\mathcal{K}_{i}^{*}=\mathbb{F}_{q}$ for each $i \geq 0$, and the claims in Theorem 5.6 are trivial. Therefore, we assume that $r_{C} \geq r_{A, B}+1$, i.e., $s=\max \left\{0, r_{C}-r_{A, B}\right\} \geq 1$. Set

$$
H_{0}^{*}:=\left\{x \in \mathbb{F}_{q}: x+\mathcal{K}_{0}^{*} \subseteq \mathcal{K}_{0}^{*}\right\}
$$

which is an $\mathbb{F}_{p}$-subspace. Since $0 \in \mathcal{K}_{0}^{*}$, we have $H_{0}^{*} \subseteq \mathcal{K}_{0}^{*}$. For $i \geq 0$, define

$$
\mathcal{K}_{i}:=\left\{z \in \mathbb{F}_{q}: \sigma_{z}=g_{C}^{i}\right\}, \quad t_{i}:=\left(1+g_{C}+\cdots+g_{C}^{i-1}\right)\left(t_{C}\right)
$$

Here, $t_{0}=0$, and it holds that $t_{i+j}=t_{i}+g_{C}^{i}\left(t_{j}\right)$ for $i, j \geq 0$. We have $t_{1}=t_{C} \in \mathcal{K}_{1}$ by the choice of $t_{C}$. For ease, we write $r:=r_{A, B}$.
Lemma 5.7. We have $\mathcal{K}_{i}^{*}=t_{i}+g_{C}^{i}\left(\mathcal{K}_{0}^{*}\right), t_{p^{s} i} \in \mathcal{K}_{0}^{*}$ and $\mathcal{K}_{i+p^{s} k}+g_{C}^{i+p^{s} k}\left(\mathcal{K}_{j}^{*}\right)=\mathcal{K}_{i+j}^{*}$ for any nonnegative integers $i, j, k$.

Proof. Combining (3) and (6) of Corollary 2.3, we have

$$
\sigma_{c} \sigma_{z}=\theta_{a^{\prime}, b^{\prime}, c^{\prime}}=\theta_{a, b, 0} \sigma_{c^{\prime}}
$$

where $c^{\prime}=c^{\sigma_{z}}+z$ and the expressions of $a, b, a^{\prime}, b^{\prime}$ are irrelevant. Raising both sides to the $p^{r}$-th power, we deduce that

$$
\begin{equation*}
g^{i+p^{s} k}(c)+z \in \mathcal{K}_{i+j}^{*}, \text { for } c \in \mathcal{K}_{j}^{*}, z \in \mathcal{K}_{i+p^{s} k} \tag{5.4}
\end{equation*}
$$

We deduce from (5.4) that $\mathcal{K}_{i+p^{s} k}+g^{i+p^{s} k}\left(\mathcal{K}_{j}^{*}\right) \subseteq \mathcal{K}_{i+j}^{*}$; in particular, $\left|\mathcal{K}_{j}^{*}\right| \leq\left|\mathcal{K}_{i+j}^{*}\right|$. This holds for all nonnegative integer $i, j, k$ 's. Since $\mathcal{K}_{i}^{*}=\mathcal{K}_{i+p^{s}}^{*}$ and the $\mathcal{K}_{i}^{*}$ 's form a partition of $\mathbb{F}_{q}$, we deduce that all the $\mathcal{K}_{i}^{*}$ 's have the same size $q / p^{s}$ as $\mathcal{K}_{0}^{*}$. It follows that the equality holds in $\mathcal{K}_{i+p^{s} k}+g^{i+p^{s} k}\left(\mathcal{K}_{j}^{*}\right) \subseteq \mathcal{K}_{i+j}^{*}$ by comparing sizes.

By taking $i=1, k=0, z=t_{C}$ in (5.4), we obtain $g_{C}(c)+t_{C} \in \mathcal{K}_{j+1}^{*}$ for $c \in \mathcal{K}_{j}^{*}$. It follows that $g_{C}\left(\mathcal{K}_{j}^{*}\right)+t_{C}=\mathcal{K}_{j+1}^{*}$ by comparing sizes. Inductively, we obtain $\mathcal{K}_{i}^{*}=$ $t_{i}+g_{C}^{i}\left(\mathcal{K}_{0}^{*}\right)$ for $i \geq 0$. In the case $i=p^{s} k$, we deduce from $0 \in \mathcal{K}_{0}^{*}$ and $\mathcal{K}_{p^{s} k}^{*}=\mathcal{K}_{0}^{*}$ that $t_{p^{s} k} \in \mathcal{K}_{0}^{*}$. This completes the proof.

Lemma 5.8. We have $\mathcal{K}_{p^{s} k}-t_{p^{s} k} \subseteq g^{j}\left(H_{0}^{*}\right)$ for $j, k \geq 0$.
Proof. By Lemma 5.7, we have $\mathcal{K}_{p^{s} k}+g^{p^{s} k}\left(\mathcal{K}_{j}^{*}\right)=\mathcal{K}_{j}^{*}$ and $\mathcal{K}_{j}^{*}=g^{j}\left(\mathcal{K}_{0}^{*}\right)+t_{j}$. After canceling $\mathcal{K}_{j}^{*}$ we obtain

$$
\begin{equation*}
\mathcal{K}_{p^{s} k}+g^{j}\left(g^{p^{s} k}\left(\mathcal{K}_{0}^{*}\right)\right)+g^{p^{s} k}\left(t_{j}\right)=g^{j}\left(\mathcal{K}_{0}^{*}\right)+t_{j} . \tag{5.5}
\end{equation*}
$$

It holds that $-g^{j}\left(t_{p^{s} k}\right)+g^{p^{s} k}\left(t_{j}\right)-t_{j}=-t_{p^{s} k}$, i.e.,

$$
-\sum_{l=j}^{p^{s} k+j-1} g^{l}\left(t_{1}\right)+\sum_{l=p^{s} k}^{p^{s} k+j-1} g^{l}\left(t_{1}\right)-\sum_{l=0}^{j-1} g^{l}\left(t_{1}\right)=-\sum_{l=0}^{p^{s} k-1} g^{l}\left(t_{1}\right),
$$

which is clear by comparing indices. It holds that $\mathcal{K}_{p^{s} k}^{*}=\mathcal{K}_{0}^{*}$ by the definition of $\mathcal{K}_{i}^{*}$, so we have $g^{p^{s} k}\left(\mathcal{K}_{0}^{*}\right)=\mathcal{K}_{0}^{*}-t_{p^{s} k}$ by Lemma 5.7. We thus deduce from (5.5) that $\mathcal{K}_{p^{s} k}+$ $g^{j}\left(\mathcal{K}_{0}^{*}\right)-g^{j}\left(t_{p^{s} k}\right)+g^{p^{s} k}\left(t_{j}\right)-t_{j}=g^{j}\left(\mathcal{K}_{0}^{*}\right)$, i.e., $\mathcal{K}_{p^{s} k}-t_{p^{s} k}+g^{j}\left(\mathcal{K}_{0}^{*}\right)=g^{j}\left(\mathcal{K}_{0}^{*}\right)$. The claim now follows from the definition of $H_{0}^{*}$.

Proof of Theorem 5.6. We continue with the arguments so far. Set $W:=\cap_{i=0}^{p^{r+s}-1} g_{C}^{i}\left(H_{0}^{*}\right)$. Since $H_{0}^{*}$ is a subspace and $g_{C}$ has order $p^{r+s}, W$ is a $g_{C}$-invariant subspace of $\mathbb{F}_{q}$. By Lemma 5.8, we have $\mathcal{K}_{p^{s} k} \subseteq W+t_{p^{s} k}$ for each $k \geq 0$. From the fact $0 \in \mathcal{K}_{0}=\mathcal{K}_{p^{r+s}} \subseteq W+$ $t_{p^{r+s}}$, we deduce that $t_{p^{r+s}} \in W$. Since each $t_{p^{s} i}$ is in $\mathcal{K}_{0}^{*}$ by Lemma 5.7 and $W \subseteq H_{0}^{*} \subseteq \mathcal{K}_{0}^{*}$, we have

$$
\begin{equation*}
\mathcal{K}_{0}^{*}=\cup_{i=0}^{p^{r}-1} \mathcal{K}_{p^{s} i} \subseteq \cup_{i=0}^{p^{r}-1}\left(W+t_{p^{s} i}\right) \subseteq \mathcal{K}_{0}^{*} \tag{5.6}
\end{equation*}
$$

Therefore, each containment becomes equality in the above equation.
Let $d$ be the smallest positive integer such that $t_{p^{s} d} \in W$. We just showed that $t_{p^{r+s}} \in W$, so $d \leq p^{r}$. By the $g_{C}$-invariance of $W$ and the fact $t_{p^{s} d(i+1)}=t_{p^{s} d i}+g^{p^{s} d i}\left(t_{p^{s} d}\right)$, we deduce that $t_{p^{s} d i} \in W$ for $i \geq 1$ by induction. Since $t_{p^{s}(j+d i)}=t_{p^{s} j}+g_{C}^{p^{s} j}\left(t_{p^{s} d i}\right)$, we deduce that $W+t_{p^{s}(j+d i)}=W+t_{p^{s} j}$ for $i, j \geq 0$. Hence (5.6) yields

$$
\begin{equation*}
\mathcal{K}_{0}^{*}=\cup_{i=0}^{d-1}\left(W+t_{p^{s_{i}}}\right) . \tag{5.7}
\end{equation*}
$$

We claim that (5.7) is a partition of $\mathcal{K}_{0}^{*}$. If $W+t_{p^{s} i}=W+t_{p^{s} j}$ with $0 \leq i<j \leq d-1$, then $t_{p^{s} j}-t_{p^{s} i}=g_{C}^{p^{s} i}\left(t_{p^{s}(j-i)}\right) \in W$, and so $t_{p^{s}(j-i)} \in W$ by the $g_{C^{-}}$-invariance of $W$, which contradicts the minimality of $d$. This proves the claim.

We plug (5.7) into $\mathcal{K}_{i}^{*}=g^{i}\left(\mathcal{K}_{0}^{*}\right)+t_{i}$ and use the fact $t_{i+p^{s} j}=t_{i}+g^{i}\left(t_{p^{s} j}\right)$ to obtain $\mathcal{K}_{i}^{*}=\cup_{j=0}^{d-1}\left(W+t_{i+p^{s} j}\right), 0 \leq i \leq p^{s}-1$. Therefore, from the partition $\mathbb{F}_{q}=\cup_{i=0}^{p^{s}-1} \mathcal{K}_{i}^{*}$ we get a refined partition $\mathbb{F}_{q}=\cup_{i=0}^{p^{s}-1} \cup_{j=0}^{d-1}\left(W+t_{i+p^{s} j}\right)$ of $\mathbb{F}_{q}$ into $p^{s} d$ distinct cosets of the subspace $W$. It follows that $d=p^{d_{0}}$ for some nonnegative integer $d_{0}$ by considering the
divisibility. We have $0 \leq d_{0} \leq r$ by the fact $d \leq p^{r}$. The pair $\left(W, t_{C}\right)$ satisfies all the conditions in Lemma 3.11 with $h=d_{0}+s$ and $e=r_{C}=r+s$, so $p^{d_{0}+s-1} \leq d_{0}+s$. It follows that $d_{0}+s \leq 1$ if $q$ is odd, $d_{0}+s \leq 2$ if $q$ is even.

In the case $q$ is odd, we must have $d_{0}=0, s=1$ by the assumption $s \geq 1$ and the fact $d_{0}+s \leq 1$. It follows that $\mathcal{K}_{0}^{*}=W$ by (5.7), and so $\mathcal{K}_{0}^{*}$ is $g_{C}$-invariant. By Lemma 5.7, we have $\mathcal{K}_{i}^{*}=t_{i}+\mathcal{K}_{0}^{*}$ for $i \geq 0$. This completes the proof of Theorem 5.6.

Corollary 5.9. Take notation as above, and assume that $q$ is odd. The set

$$
\begin{equation*}
G_{\mathcal{K}_{0}^{*}}:=\left\{\mathfrak{g}_{a, b, c}: a, b \in \mathbb{F}_{q}, c \in \mathcal{K}_{0}^{*}\right\} \tag{5.8}
\end{equation*}
$$

is a normal subgroup of $G$ of index $p^{s}$ and $G=\cup_{i=0}^{p^{s}-1} G_{\mathcal{K}_{0}^{*}} \circ \mathfrak{g}_{0,0, t_{C}}^{i}$. Here, $\mathcal{K}_{0}^{*}:=\left\{z \in \mathbb{F}_{q}\right.$ : $\left.\sigma_{z}^{p^{p_{A, B}}}=1\right\}$, and $s=\max \left\{0, r_{C}-r_{A, B}\right\}$.
Proof. If $s=0$, then $\mathcal{K}_{0}^{*}=\mathbb{F}_{q}$ and the claims are trivial. We assume that $s>0$ for the rest of this proof. In particular, $r_{C}=s+r_{A, B}$. Write $g=g_{C}, r=r_{A, B}$ for short. Define the group homomorphism $\psi_{r}: G \rightarrow \operatorname{Aut}\left(\mathbb{F}_{q}\right), \mathfrak{g}_{a, b, c} \mapsto \theta_{a, b, c}^{p^{r}}$.

We claim that $G_{\mathcal{K}_{0}^{*}}$ lies in $\operatorname{ker}\left(\psi_{r}\right)$. By the definition of $r=r_{A, B}$ in Notation 2.1, $\left\langle\theta_{a, b, 0}: a, b \in \mathbb{F}_{q}\right\rangle$ has order $p^{r}$. By (6) of Corollary 2.3, $\theta_{a, b, c}=\theta_{a^{\prime}, b^{\prime}, 0} \sigma_{c}$ for some elements $a^{\prime}$ and $b^{\prime}$. Its $p^{r}$-th power is 1 if $c \in \mathcal{K}_{0}^{*}$, and the claim follows.

By Theorem 5.6, we deduce that the subgroup $G_{\mathcal{K}_{0}^{*}}$ has size $q^{2} \cdot\left|\mathcal{K}_{0}^{*}\right|=q^{3} / p^{s}$. Hence, $\left|\operatorname{ker}\left(\psi_{r}\right)\right| \geq q^{3} / p^{s}$. On the other hand, $\theta_{0,0, t_{C}}^{p^{r}}=g^{p^{r}}$ has order $p^{s}$, so $\left|\operatorname{Im}\left(\psi_{r}\right)\right| \geq p^{s}$. Since $|G|=\left|\operatorname{ker}\left(\psi_{r}\right)\right| \cdot\left|\operatorname{Im}\left(\psi_{r}\right)\right|$, we conclude that $G_{\mathcal{K}_{0}^{*}}=\operatorname{ker}\left(\psi_{r}\right)$. Since $\psi_{r}\left(\mathfrak{g}_{0,0, t_{C}}\right)$ generates $\operatorname{Im}\left(\psi_{r}\right)$, all the claims now follow.

### 5.2. The matrix part of $G$ in the odd characteristic case

In this subsection, we take the notation as introduced in Notation 5.1 and assume that $q$ is odd. By Theorem 5.2 and Theorem 5.6, we have $r_{A, B}=\max \left\{r_{A}, r_{B}\right\} \leq 1$ and $s=\max \left\{0, r_{C}-r_{A, B}\right\} \leq 1$. Let $g_{2}$ be an element of $\operatorname{Aut}\left(\mathbb{F}_{q}\right)$ of order $p$, and define

$$
K_{A}:=\left\{a \in \mathbb{F}_{q}: \theta_{a, 0,0}=1\right\}, \quad K_{B}:=\left\{b \in \mathbb{F}_{q}: \theta_{0, b, 0}=1\right\} .
$$

We now collect some known facts.
(F1) By Corollary 5.5, $\theta_{a, b, 0}=g_{2}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{A} a+\mu_{B} b\right)}$ for $a, b \in \mathbb{F}_{q}$, where both $\mu_{A}$ and $\mu_{B}$ are $g_{2}$-invariant. In particular, we have $K_{A}=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{A} x\right)=0\right\}$. We have $r_{A}=0$ if $\mu_{A}=0$ and $r_{A}=1$ otherwise, cf. Notation 2.1. The same is true if the $A$ 's in the subscripts are replaced by $B$ 's.
(F2) By (4), (5) of Corollary 2.3, we have $T(a, b, 0)=L(a)+M(b)$ if either $a \in K_{A}$ or $b \in K_{B}$. By (1), (2) of Corollary 2.3, $L$ is additive on the subspace $K_{A}$ and $M$ is additive on $K_{B}$.
(F3) By (7) of Corollary 2.3, we have

$$
\begin{gather*}
\sigma_{c} \theta_{a, b, 0}=\theta_{a^{\prime}, b^{\prime}, 0} \sigma_{c^{\prime}} ;  \tag{5.9}\\
S(c)^{\theta_{a, b, 0}}+T(a, b, 0)=T\left(a^{\prime}, b^{\prime}, 0\right)^{\sigma_{c^{\prime}}}+S\left(c^{\prime}\right) \tag{5.10}
\end{gather*}
$$

where $c^{\prime}=\theta_{a, b, 0}(c), b^{\prime}=\sigma_{c^{\prime}}^{-1}\left(b+c^{\theta_{a, b, 0}} T(a, b, 0)\right)$, and

$$
a^{\prime}=\sigma_{c^{\prime}}^{-1}\left(a+2 b c^{\theta_{a, b, 0}}+c^{2 \theta_{a, b, 0}} T(a, b, 0)\right)
$$

Lemma 5.10. If $q$ is odd, then $\sigma_{c}$ leaves $\mu_{A}$ and $\mu_{B}$ invariant for $c \in \mathcal{K}_{0}^{*}$.
Proof. Recall that $\mathcal{K}_{0}^{*}=\left\{z \in \mathbb{F}_{q}: \sigma_{z}^{p^{r_{A, B}}}=1\right\}$. Since $r_{A, B} \leq 1$ by Theorem 5.2, we have $\sigma_{c} \in\left\langle g_{2}\right\rangle$ for $c \in \mathcal{K}_{0}^{*}$. The claim is now a consequence of (F1).

Lemma 5.11. If $q$ is odd, then $\mu_{A}=0, r_{A}=0, K_{A}=\mathbb{F}_{q}$.
Proof. Take $a=0, b \in K_{B}$ and $c \in \mathcal{K}_{0}^{*}$. We have $\theta_{0, b, 0}=1$ and $c^{\prime}=\theta_{0, b, 0}(c)=c$, since $b$ is in $K_{B}$. By canceling out $\sigma_{c}=\sigma_{c^{\prime}}$ and comparing exponents in (5.9), we obtain

$$
\begin{equation*}
\left.\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{A}\left(2 b c+c^{2} M(b)\right)+\mu_{B} c M(b)\right)\right)=0 \tag{5.11}
\end{equation*}
$$

Here, we used Lemma 5.10 and Lemma 3.1. Taking the difference of (5.11) for $c=c_{1}, c_{2} \in$ $\mathcal{K}_{0}^{*}$, we obtain

$$
\begin{equation*}
\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\left(2 \mu_{A} b+\mu_{B} M(b)\right) \cdot v\right)=-2 \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{A} M(b) u v\right) \tag{5.12}
\end{equation*}
$$

where $u=\frac{1}{2}\left(c_{1}+c_{2}\right), v=c_{1}-c_{2}$. We observe that $(u, v)$ ranges over $\mathcal{K}_{0}^{*} \times \mathcal{K}_{0}^{*}$ as $c_{1}, c_{2}$ vary in $\mathcal{K}_{0}^{*}$. Take the difference of both sides of (5.12) for $u=u_{1}, u_{2} \in \mathcal{K}_{0}^{*}$, and we deduce that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{A} M(b) v v^{\prime}\right)=0$ for $v$ and $v^{\prime}=u_{1}-u_{2} \in \mathcal{K}_{0}^{*}$. Since $\left\{v v^{\prime}: v, v^{\prime} \in \mathcal{K}_{0}^{*}\right\}$ spans $\mathbb{F}_{q}$ over $\mathbb{F}_{p}$ by Lemma 3.7, we deduce that $\mu_{A} M(b)=0$ for $b \in K_{B}$.

Suppose that $\mu_{A} \neq 0$. Then we deduce from $\mu_{A} M(b)=0$ that $M(b)=0$ for $b \in K_{B}$. Hence (5.12) reduces to $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(2 \mu_{A} b v\right)=0$ for $b \in K_{B}, v \in \mathcal{K}_{0}^{*}$. It follows that the subspace $\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(x v)=0\right.$ for all $\left.v \in \mathcal{K}_{0}^{*}\right\}$ contains $\left\langle 2 \mu_{A} b: b \in K_{B}\right\rangle_{\mathbb{F}_{p}}$. Since $\mathcal{K}_{0}^{*}$ has codimension $s$ in $\mathbb{F}_{q}$, the former subspace has dimension $s$. The latter subspace has size $\left|K_{B}\right|=q / p$, so we have $q / p \leq p^{s}$. This is impossible, since $q \geq p^{p}$ and $s \leq 1$. To conclude, we have $\mu_{A}=0$. It follows that $K_{A}=\mathbb{F}_{q}$ and $r_{A}=0$, cf. (F1).

Lemma 5.12. If $q$ is odd and $\mu_{B} \neq 0$, then $g_{C}\left(\mu_{B}\right)=\mu_{B}$ and $M(b)=0$ for $b \in K_{B}$.
Proof. Assume that $\mu_{B} \neq 0$. Then $r_{B}=1$ by (F1). We have $r_{A, B}=\max \left\{r_{A}, r_{B}\right\}=1$ by Corollary 2.4. Take $a=0, b \in K_{B}$ and $c \in \mathbb{F}_{q}$; we have $\theta_{0, b, 0}=1$. We cancel out $\sigma_{c}=\sigma_{c^{\prime}}$ in (5.9) and compare exponents to obtain

$$
\begin{equation*}
\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B}^{\sigma_{c}}(b+c M(b))\right)=0, \quad b \in K_{B}, c \in \mathbb{F}_{q} \tag{5.13}
\end{equation*}
$$

Here, we again used Lemma 3.1.
First consider the case $\mathcal{K}_{0}^{*}=\mathbb{F}_{q}$. In this case, we have $\mu_{B}^{\sigma_{c}}=\mu_{B}$ for all $c \in \mathbb{F}_{q}$ by Lemma 5.10. In particular, $g_{C}=\sigma_{t_{C}}$ fixes $\mu_{B}$. The equation (5.13) reduces to $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c M(b)\right)=$ 0 for $b \in K_{B}, c \in \mathbb{F}_{q}$. We thus deduce that $M(b)=0$ for $b \in K_{B}$ as desired. This settles the case $\mathcal{K}_{0}^{*}=\mathbb{F}_{q}$.

We assume that $\mathcal{K}_{0}^{*} \neq \mathbb{F}_{q}$ in the sequel. In this case, $s=\max \left\{0, r_{C}-r_{A, B}\right\}=1$ and so $r_{C}=2$. We have $o\left(g_{C}\right)=p^{2}$ and $\left\langle g_{2}\right\rangle=\left\langle g_{C}^{p}\right\rangle$. By Theorem 5.6, $\mathcal{K}_{0}^{*}$ is a $g_{C^{-}}$ invariant $\mathbb{F}_{p}$-subspace of codimension $s=1$ in $\mathbb{F}_{q}$, and $\mathcal{K}_{i}^{*}=t_{C, i}+\mathcal{K}_{0}^{*}$ for $i \geq 1$, where $\mathcal{K}_{i}^{*}:=\left\{z \in \mathbb{F}_{q}: \sigma_{z}^{p}=g_{C}^{i p}\right\}$. For $c \in \mathcal{K}_{i}^{*}$, we have $\sigma_{c}=g_{C}^{i+p^{s} j}$ for some $j \geq 0$ and so $\sigma_{c}\left(\mu_{B}\right)=g_{C}^{i}\left(\mu_{B}\right)$ by the fact that $g_{2}\left(\mu_{B}\right)=\mu_{B}$, cf. (F1).

By Lemma 3.5, there exists a $g_{C}$-invariant element $\mu_{C}$ such that $\mathcal{K}_{0}^{*}=\left\{x \in \mathbb{F}_{q}\right.$ : $\left.\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} x\right)=0\right\}$. By taking the difference of (5.13) over $c=c_{1}, c_{2} \in \mathcal{K}_{i}^{*}$ and letting $c_{1}$
and $c_{2}$ vary, we deduce that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(g_{C}^{i}\left(\mu_{B}\right) M(b) u\right)=0$ for all $u \in \mathcal{K}_{0}^{*}$ and $b \in K_{B}$. By Lemma 3.4, we deduce that $g_{C}^{i}\left(\mu_{B}\right) M(b) \in \mathbb{F}_{p} \cdot \mu_{C}$ for $b \in K_{B}$ and $i \geq 0$.

We now show that $M(b)=0$ for $b \in K_{B}$. Suppose to the contrary that there is $b_{0} \in K_{B}$ such that $M\left(b_{0}\right) \neq 0$. Then we deduce from $\mathbb{F}_{p} \cdot g_{C}\left(\mu_{B}\right) M\left(b_{0}\right)=\mathbb{F}_{p} \cdot \mu_{B} M\left(b_{0}\right)=\mathbb{F}_{p} \cdot \mu_{C}$ that $g_{C}\left(\mu_{B}\right)=\lambda \mu_{B}$ for some $\lambda \in \mathbb{F}_{p}^{*}$. Taking the relative norm to the fixed subfield $\mathbb{F}^{\prime}$ of $g_{C}$, we deduce that $\lambda^{\left[\mathbb{F}_{q}: \mathbb{F}^{\prime}\right]}=1$. Since $\mathbb{F}_{q} / \mathbb{F}^{\prime}$ is a Galois extension, $\left[\mathbb{F}_{q}: \mathbb{F}^{\prime}\right]=o\left(g_{C}\right)=p^{r_{C}}$. It follows that $\lambda=1$, i.e., $g_{C}\left(\mu_{B}\right)=\mu_{B}$. (5.13) then simplifies to $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} M(b) c\right)=0$ for $c \in \mathbb{F}_{q}$, from which we deduce that $M(b)=0$ for $b \in K_{B}$ : a contradiction.

We next show that $g_{C}\left(\mu_{B}\right)=\mu_{B}$. (5.13) now reduces to $\operatorname{Tr}_{\mathbb{T}_{q} / \mathbb{F}_{p}}\left(\mu_{B}^{\sigma_{c}} b\right)=0$ for $b \in K_{B}$. It follows that $\sigma_{c}\left(\mu_{B}\right) \in \mathbb{F}_{p} \cdot \mu_{B}$ for $c \in \mathbb{F}_{q}$, so $g_{C}\left(\mu_{B}\right) \in \mathbb{F}_{p} \cdot \mu_{B}$. We deduce that $g_{C}\left(\mu_{B}\right)=\mu_{B}$ again by taking the relative norm. This completes the proof.

Lemma 5.13. If $q$ is odd, then $L(a)=0$ for $a \in \mathbb{F}_{q}$.
Proof. First, consider the case $\mu_{B} \neq 0$. We have $\mu_{A}=0$ and $K_{A}=\mathbb{F}_{q}$ by Lemma 5.11, $g_{C}\left(\mu_{B}\right)=\mu_{B}$ and $M(b)=0$ for $b \in K_{B}$ by Lemma 5.12. In particular, $\sigma_{c}\left(\mu_{B}\right)=\mu_{B}$ for $c \in \mathbb{F}_{q}$ by the definition of $g_{C}$, cf. Notation 5.1. Taking $a \in \mathbb{F}_{q}, b=0$ and $c \in \mathbb{F}_{q}$ in (5.9) and comparing exponents, we obtain $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c L(a)\right)=0$. This holds for all $c \in \mathbb{F}_{q}$, so $L(a)=0$ as desired. This settles the case $\mu_{B} \neq 0$.

Second, consider the case $\mu_{B}=0$. In this case, $\theta_{a, b, 0} \equiv 1$ and $r_{A, B}=0$. Since $G$ is nonlinear, we have $r_{C}>0$ by Corollary 2.4. By Theorem 5.6, we have $s=\max \left\{r_{C}, 0\right\} \leq 1$, so $s=r_{C}=1$. By the same theorem, $\mathcal{K}_{0}^{*}=\left\{z \in \mathbb{F}_{q}: \sigma_{z}=1\right\}$ is a subspace of codimension 1 of $\mathbb{F}_{q}$. We have $K_{A}=K_{B}=\mathbb{F}_{q}$ by $(\mathrm{F} 1), T(a, b, 0)=L(a)+M(b)$ for $a, b \in \mathbb{F}_{q}$ and both $L$ and $M$ are additive over $\mathbb{F}_{q}$ by (F2). Suppose to the contrary that $L\left(a_{0}\right) \neq 0$ for some $a_{0} \in \mathbb{F}_{q}$. Take $a=a_{0}, b=0, c \in \mathcal{K}_{0}^{*}$ in (5.10), and we obtain $L\left(c^{2} L\left(a_{0}\right)\right)=-M\left(c L\left(a_{0}\right)\right)$. Taking the difference over $c=c_{1}, c_{2} \in \mathcal{K}_{0}^{*}$ and letting $c_{1}, c_{2}$ vary, we deduce that $L\left(u v L\left(a_{0}\right)\right)=-M\left(v L\left(a_{0}\right)\right)$ for all $u, v \in \mathcal{K}_{0}^{*}$. The right hand side is independent of $u$, so both sides equals $L(0 \cdot v L(a))=0$. Therefore, $L\left(u v L\left(a_{0}\right)\right)=0$ for all $u, v \in \mathcal{K}_{0}^{*}$. By Lemma 3.7, $\left\langle u v: u, v \in \mathcal{K}_{0}^{*}\right\rangle_{\mathbb{F}_{p}}=\mathbb{F}_{q}$, so $L$ is constantly zero on $\mathbb{F}_{q}$ : a contradiction. This completes the proof.

Lemma 5.14. If $q$ is odd and $\mu_{B}=0$, we have $M(b)=0$ for $b \in \mathbb{F}_{q}$.
Proof. Assume that $\mu_{B}=0$ and $M$ is not constantly zero. In this case, $r_{A, B}=0$. As in the second case of the proof of Lemma 5.13, we must have $s=r_{C}=1$ by the nonlinearity of $G$. By Lemma 5.13, $L(a)=0$ for all $a \in \mathbb{F}_{q}$. Also, $K_{A}=K_{B}=\mathbb{F}_{q}$ by (F1), $T(a, b, 0)=M(b)$ for $a, b \in \mathbb{F}_{q}$ and $M$ is additive over $\mathbb{F}_{q}$ by (F2). Take $a=0, b \in \mathbb{F}_{q}$ and $c \in \mathbb{F}_{q}$ in (5.10), and we obtain

$$
\begin{equation*}
M\left(\sigma_{c}^{-1}(b)\right)^{\sigma_{c}}-M(b)+M\left(\sigma_{c}^{-1}(c M(b))\right)^{\sigma_{c}}=0 \tag{5.14}
\end{equation*}
$$

By taking difference over $c=c_{1}, c_{2} \in \mathcal{K}_{i}^{*}=\left\{z \in \mathbb{F}_{q}: \sigma_{z}=g_{C}^{i}\right\}$ and letting $c_{1}, c_{2}$ vary, we deduce that $M\left(g_{C}^{-i}(v M(b))\right)=0$ for $v \in \mathcal{K}_{0}^{*}$ and $i \geq 0$. Therefore, $\mathcal{K}_{0}^{*} \cdot g_{C}^{i}(M(b)) \subseteq$ $\operatorname{ker}(M)$ for $i \geq 0$. Since $\mathcal{K}_{0}^{*}$ has size $q / p$ by Theorem 5.6 and $\operatorname{ker}(M) \neq \mathbb{F}_{q}$, we see that $\operatorname{ker}(M)=\mathcal{K}_{0}^{*} \cdot g_{C}^{i}(M(b))$ so long as $M(b) \neq 0$ by comparing sizes. It follows that $\operatorname{Im}(M)$ has dimension 1 , say, $\operatorname{Im}(M)=\mathbb{F}_{p} \cdot \omega$ with $\omega \neq 0$. Then $\operatorname{ker}(M)=\mathcal{K}_{0}^{*} \cdot g_{C}^{i}(\omega)$ for $i \geq 0$. Since $\mathcal{K}_{0}^{*}$ is $g_{C^{-}}$-invariant, we deduce that $\operatorname{ker}(M)=\mathcal{K}_{0}^{*} \cdot \omega$ is $g_{C}$-invariant.

Since $\mathcal{K}_{0}^{*}$ is $g_{C}$-invariant and has codimension 1 , there exists a $g_{C}$-invariant element $\mu_{C}$ such that $\mathcal{K}_{0}^{*}=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} x\right)=0\right\}$ by Lemma 3.5. Hence $\operatorname{ker}(M)=\{x \in$ $\left.\mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} \omega^{-1} x\right)=0\right\}$. By Lemma 3.5, we deduce from the $g_{C}$-invariance of $\operatorname{ker}(M)$ that $g_{C}\left(\mu_{C} \omega^{-1}\right)=\mu_{C} \omega^{-1}$. It follows that $g_{C}(\omega)=\omega$.

To sum up, we have shown that $M$ is $\mathbb{F}_{p}$-linear over $\mathbb{F}_{q}, \operatorname{ker}(M)=\mathcal{K}_{0}^{*} \cdot \omega$ and $\operatorname{Im}(M)=$ $\mathbb{F}_{p} \cdot \omega$. By applying Lemma 3.6 with $K=\mathbb{F}_{q}$, we see that there exists $\eta \in \mathbb{F}_{q}^{*}$ such that $M(x)=\omega \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta x)$. Plugging it into (5.14), we get $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\Delta b)=0$ with $\Delta=$ $\sigma_{c}(\eta)-\eta+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\sigma_{c}(\eta) c \omega\right) \eta$. Since $b$ is arbitrary, we have $\Delta=0$ for $c \in \mathbb{F}_{q}$. It follows that $\sigma_{c}(\eta) \eta^{-1}=1-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\sigma_{c}(\eta) c \omega\right)$ lies in $\mathbb{F}_{p}$. We deduce that $\sigma_{c}(\eta) \eta^{-1}=1$ by taking the relative norm to the fixed subfield of $\sigma_{c}$. Now $\Delta=0$ reduces to $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\eta c \omega)=0$ for $c \in \mathbb{F}_{q}$, and so $\eta \omega=0$ : a contradiction to the fact $\eta \omega \neq 0$. This completes the proof.

Lemma 5.15. If $q$ is odd and $r_{B}=1$, then $\left(1+g_{B}+\cdots+g_{B}^{p-1}\right)\left(M\left(t_{B}\right)\right)=0$, and $M(y)=\left(1+g_{B}+\cdots+g_{B}^{i-1}\right)\left(M\left(t_{B}\right)\right)$ if $\theta_{0, y, 0}=g_{B}^{i}, 1 \leq i \leq p-1$.

Proof. Suppose that $r_{B}=1$. In this case, $\mu_{B} \neq 0$ and $K_{B}=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} x\right)=0\right\}$ is $g_{B}$-invariant by (F1). By Lemma 5.3, we have $\left(1+g_{B}+\cdots+g_{B}^{p-1}\right)\left(t_{B}\right) \in K_{B}$. Since $M$ vanishes on $K_{B}$ by Lemma 5.12, we deduce that $\left(1+g_{B}+\cdots+g_{B}^{p-1}\right)\left(M\left(t_{B}\right)\right)=0$ by the $(B, M)$-version of (5.3) with $x=0$ and $i=p$.

Take $y \in \mathbb{F}_{q}$ and assume that $\theta_{0, y, 0}=g_{B}^{i}$. Then $y \in K_{i}$, where $K_{i}=\left\{b \in \mathbb{F}_{q}: \theta_{0, b, 0}=\right.$ $\left.g_{B}^{i}\right\}$. In the proof of Theorem 5.2, we showed that $K_{i}=K_{B}+\left(1+g_{B}+\cdots+g_{B}^{i-1}\right)\left(t_{B}\right)$. Since $K_{B}$ is $g_{B}$-invariant, there exists $x \in K_{B}$ such that $y=g_{B}^{i}(x)+\left(1+g_{B}+\cdots+g_{B}^{i-1}\right)\left(t_{B}\right)$. By the $(B, M)$-version of (5.3) in Lemma 5.3, we have $M(y)=g_{B}^{i}(M(x))+\sum_{j=0}^{i-1} g_{B}^{j}\left(M\left(t_{B}\right)\right)$. By Lemma 5.12, we have $M(x)=0$. The desired expression of $M(y)$ then follows.

Combining Lemmas 5.11-5.15 and the facts (F1), (F2), we have the following theorem on the matrix part of the nonlinear point regular group $G$.

Theorem 5.16. Take notation as in Notation 5.1. Suppose that $q$ is odd, and let $g_{2}$ be an element of order $p$. Then there exists a $g_{C}$-invariant element $\mu_{B}$ such that $\theta_{a, b, 0}=$ $g_{2}^{\operatorname{Tr}_{\mathbb{P}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)}$. Also, $T(a, b, 0)=M(b)$ for $a, b \in \mathbb{F}_{q}$, and $M$ vanishes on $K_{B}=\{b:$ $\left.\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)=0\right\}$. If we assume further that $\mu_{B} \neq 0$, then with $\nu_{B}:=M\left(t_{B}\right)$ we have $\left(1+g_{B}+\cdots+g_{B}^{p-1}\right)\left(\nu_{B}\right)=0$, and $M(b)=N_{B}\left(\theta_{0, b, 0}\right)$, where

$$
N_{B}\left(g_{B}^{i}\right):= \begin{cases}0, & \text { if } i=0  \tag{5.15}\\ \left(1+g_{B}+\cdots+g_{B}^{i-1}\right)\left(\nu_{B}\right), & \text { if } 1 \leq i \leq p-1\end{cases}
$$

For the function $N_{B}$ introduced in Theorem 5.16, it holds that

$$
\begin{equation*}
g_{B}^{j}\left(N_{B}\left(g_{B}^{i}\right)\right)+N_{B}\left(g_{B}^{j}\right)=N_{B}\left(g_{B}^{i+j}\right), \text { for } 0 \leq i, j \leq p-1 \tag{5.16}
\end{equation*}
$$

This is clear by writing out the expressions on both sides.

### 5.3. Summary of the structural results for $q$ odd

Let $G$ be a point regular group of $\mathcal{Q}^{P}$ with associated functions $T$ and $\theta$ as in Theorem 2.1, and take notation as in Notation 5.1. In this subsection, we summarize the structural results on the group $G$ in the case $q$ is odd.

Lemma 5.17. For $a, b, c \in \mathbb{F}_{q}$, we have $\theta_{a, \sigma_{c}^{-1}(b), 0}=\theta_{0, b, 0}, M\left(\sigma_{c}^{-1}(b)\right)=M(b)$.
Proof. By Theorem 5.16, $\theta_{a, b, 0}=g_{2}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)}$ with $g_{C}\left(\mu_{B}\right)=\mu_{B}$. In particular, we have $\sigma_{c}\left(\mu_{B}\right)=\mu_{B}$ for all $c \in \mathbb{F}_{q}$ by the definition of $g_{C}$, cf. Notation 5.1. The first claim then follows from the fact that $\operatorname{Tr}_{\mathbb{T}_{q} / \mathbb{F}_{p}}\left(\mu_{B} \sigma_{c}^{-1}(b)\right)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\sigma_{c}\left(\mu_{B}\right) b\right)$. The claim on $M$ then follows from the first claim and the fact $M(x)=N_{B}\left(\theta_{0, x, 0}\right)$, cf. Theorem 5.16.

Lemma 5.18. For $a, b, c, x, y, z$ in $\mathbb{F}_{q}$, it holds that

$$
\begin{align*}
\theta_{a, b, c} & =\theta_{0, b, 0} \sigma_{c}  \tag{5.17}\\
T(a, b, c) & =N_{B}\left(\theta_{0, b, 0}\right)^{\sigma_{c}}+S(c),  \tag{5.18}\\
\sigma_{c} \sigma_{z} & =\theta_{0, v, 0} \sigma_{w}  \tag{5.19}\\
S(c)^{\sigma_{z}}+S(z) & =N_{B}\left(\theta_{0, v, 0}\right)^{\sigma_{w}}+S(w), \tag{5.20}
\end{align*}
$$

where $v=\sigma_{z}(c) S(z), w=\sigma_{z}(c)+z$, and $N_{B}$ is as in (5.15) with $\nu_{B}=M\left(t_{B}\right)$.
Proof. The first two equations are reformulations of (6) of Corollary 2.3 by using the results in Theorem 5.16 and Lemma 5.17. The last two equations then follow from (3) of Corollary 2.3 and the first two equations.

Lemma 5.19. For $b$, $c$ in $\mathbb{F}_{q}$ and $c^{\prime}=\theta_{0, b, 0}(c)$, we have

$$
\begin{align*}
\sigma_{c} & =\sigma_{c^{\prime}} \theta_{0, c^{\prime} M(b), 0}  \tag{5.21}\\
\left(S(c)-N_{B}\left(\sigma_{c}\right)\right)^{\theta_{0, b, 0}} & =S\left(c^{\prime}\right)-N_{B}\left(\sigma_{c^{\prime}}\right) \tag{5.22}
\end{align*}
$$

Proof. By the results in Theorem 5.16 and Lemma 5.17, we can reformulate the two equations in (7) of Corollary 2.3 as $\theta_{0, b, 0} \sigma_{c}=\theta_{0, b+c^{\prime} M(b), 0} \sigma_{c}^{\prime}$ and $S(c)^{\theta_{0, b, 0}}+N_{B}\left(\theta_{0, b, 0}\right)=$ $N_{B}\left(\theta_{0, b+c^{\prime} M(b), 0}\right)^{\sigma_{c^{\prime}}}+S\left(c^{\prime}\right)$. By the expression of $\theta_{0, x, 0}$ in Theorem 5.16 , the first equation further reduces to (5.21). Also, by (5.16) we have

$$
N_{B}\left(\theta_{0, b, 0}\right)+N_{B}\left(\sigma_{c}\right)^{\theta_{0, b, 0}}=N_{B}\left(\theta_{0, b+c^{\prime} M(b), 0}\right)^{\sigma_{c}^{\prime}}+N_{B}\left(\sigma_{c}^{\prime}\right) .
$$

Then (5.22) follows by combining the two equations that involve $N_{B}$ and $S$.
In the next two sections, we use these results and Theorem 5.16 to establish the following classification theorem for nonlinear regular groups of $\mathcal{Q}^{P}$ for $q$ odd.

Theorem 5.20. Let $G$ be a group that acts regularly on the points of the derived quadrangle $\mathcal{Q}^{P}$ of $\mathcal{Q}=W(q)$, $q$ odd and $q \geq 5$. If $G$ is not contained in $\operatorname{PGL}(4, q)$, then $G$ is conjugate to one of the groups in Constructions 6.4, 7.7 and 7.12 below.

By the analysis in Section 2.1, we assume without loss of generality that $G$ is a nonlinear point regular group of the quadrangle $\mathcal{Q}^{P}$ as defined in Theorem 2.1 with associated functions $T$ and $\theta$. By Theorem 5.2, we have $r_{A, B} \leq 1$. We will handle the case $r_{A, B}=0$ in Section 6, and handle the case $r_{A, B}=1$ in Section 7 .

## 6. Proof of Theorem 5.20 for the case $r_{A, B}=0$

Let $G$ be a nonlinear point regular group of the quadrangle $\mathcal{Q}^{P}$ with associated functions $T$ and $\theta$ as in Theorem 2.1, and suppose that $q$ is odd. Take notation as in Notation 5.1, and assume that $r_{A, B}=0$. Since $G$ is nonlinear, we must have $r_{C}=1$ by Corollary 2.4 and Theorem 5.6. In this case, $s=\max \left\{0, r_{C}-r_{A, B}\right\}=1$. Since $\mathbb{F}_{q} / \mathbb{F}_{p}$ is a Galois extension, the order of $g_{C}$ divides $\left[\mathbb{F}_{q}: \mathbb{F}_{p}\right]$, and so $q=p^{p l}$ for a positive integer $l$.

Take $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ such that $g(x)=x^{p^{l}}$ for $x \in \mathbb{F}_{q}$, and we specify $g_{C}=g$ in Notation 5.1. By Theorem 5.6 and Lemma 3.5, there is $\mu_{C} \in \mathbb{F}_{q}$ such that $g\left(\mu_{C}\right)=\mu_{C}, \mathcal{K}_{0}^{*}=$ $\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} x\right)=0\right\}$. Here, $\mathcal{K}_{0}^{*}=\left\{c \in \mathbb{F}_{q}: \sigma_{c}=1\right\}$, cf. Notation 5.1. The element $\mu_{C}$ lies in $\mathbb{F}_{p^{l}}$, the fixed subfield of $g_{C}$. We deduce that $T(a, b, 0)=M(b) \equiv 0$ by Theorem 5.16, $S$ is additive on $\mathcal{K}_{0}^{*}$ by (5.20), and $T(a, b, c)=S(c)$ by (5.18). Since $S(z)=T(0,0, z)$, cf. Notation 2.1, we have

$$
\mathfrak{g}_{0,0, t_{C}}=\left(\mathcal{M}_{0,0, t_{C}}, g\right), \quad \mathcal{M}_{0,0, t_{C}}=E\left(0,0, t_{C}, S\left(t_{C}\right)\right)
$$

Lemma 6.1. We have $\mathbb{F}_{p^{c}} \subseteq \mathcal{K}_{0}^{*}$.
Proof. Since $q=p^{p l}$, we have $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(z)=\operatorname{Tr}_{\mathbb{F}_{p^{l}} / \mathbb{F}_{p}}\left(\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}(z)\right)=0$ for $z \in \mathbb{F}_{p^{l}}$. The claim now follows from $\mathcal{K}_{0}^{*}=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} x\right)=0\right\}$ and the fact $\mu_{C} \in \mathbb{F}_{p^{l}}$.

By Corollary 5.9, $G_{\mathcal{K}_{0}^{*}}$ is a normal subgroup of index $p$ in $G$, where $G_{\mathcal{K}_{0}^{*}}:=\left\{\mathfrak{g}_{a, b, c}\right.$ : $\left.a, b \in \mathbb{F}_{q}, c \in \mathcal{K}_{0}^{*}\right\}$, cf. (5.8). We now examine its implications.

Lemma 6.2. There is a reduced linearized polynomial $S_{1}(X) \in \mathbb{F}_{p^{l}}[X]$ such that $S(c)=$ $S_{1}(c)$ for $c \in \mathcal{K}_{0}^{*}$.

Proof. By the normality of the subgroup $G_{\mathcal{K}_{0}^{*}}$, we have $\mathfrak{g}_{0,0, t_{C}}^{-1} \circ \mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{0,0, t_{C}} \in G_{\mathcal{K}_{0}^{*}}$ for $a, b \in \mathbb{F}_{q}, c \in \mathcal{K}_{0}^{*}$. By the multiplication rule (2.3) of $G$, it equals $\left(\mathcal{M}^{\prime}, 1\right)$ with $\mathcal{M}^{\prime}=$ $\mathcal{M}_{0,0, t_{C}}^{-1} \cdot \mathcal{M}_{a, b, c}^{g} \cdot \mathcal{M}_{0,0, t_{C}}$. We compute that the (4,3)-rd and the (3,2)-nd entries of $\mathcal{M}^{\prime}$ equal $c^{g}$ and $S(c)^{g}$ respectively by using the calculations in Remark 2.5. Therefore, $\mathfrak{g}_{0,0, t_{C}}^{-1} \circ \mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{0,0, t_{C}}=\mathfrak{g}_{a^{\prime}, b^{\prime}, c^{g}}$ for some elements $a^{\prime}, b^{\prime}$, and $T\left(a^{\prime}, b^{\prime}, c^{g}\right)=S(c)^{g}$. It follows from the fact $T(x, y, z)=S(z)$ that $S\left(c^{g}\right)=S(c)^{g}$ for $c \in \mathcal{K}_{0}^{*}$. The claim now follows from Lemma 3.9.

Lemma 6.3. We have $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(\nu_{C}-S_{1}\left(t_{C}\right)\right)=0$, where $S_{1}$ is as in Lemma 6.2 and $\nu_{C}:=S\left(t_{C}\right)$.
Proof. By Corollary 5.9, $G_{\mathcal{K}_{0}^{*}}$ has index $p^{r_{C}}=p$ in $G$, so $\mathfrak{g}_{0,0, t_{C}}^{p} \in G_{\mathcal{K}_{0}^{*}}$. Similarly, we compute that the $(3,2)$-nd and the (4,3)-rd entries of its matrix part equal $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(\nu_{C}\right)$ and $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(t_{C}\right)$ respectively. As in the proof of Lemma 6.2, we deduce that $S\left(\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(t_{C}\right)\right)=$ $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(\nu_{C}\right)$. We have $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(t_{C}\right) \in \mathcal{K}_{0}^{*}$ by Lemma 6.1, so $S\left(\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(t_{C}\right)\right)=S_{1}\left(\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(t_{C}\right)\right)$ by Lemma 6.2. Since $S_{1}$ is additive and has coefficients in $\mathbb{F}_{p^{l}}$, it also equals

$$
\sum_{i=0}^{p-1} S_{1}\left(t_{C}^{p^{i l}}\right)=\sum_{i=0}^{p-1} S_{1}\left(t_{C}\right)^{p^{i l}}=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(S_{1}\left(t_{C}\right)\right)
$$

Therefore, $S\left(\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(t_{C}\right)\right)$ equals both $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(\nu_{C}\right)$ and $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(S_{1}\left(t_{C}\right)\right)$, and the claim follows.

It turns out that the conditions that we have derived so far are also sufficient. This leads to the following construction.

Construction 6.4. Suppose that $q=p^{p l}$ with $p$ an odd prime and $l$ a positive integer, and let $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ be such that $g(x)=x^{p^{l}}$. Take $\mu_{C} \in \mathbb{F}_{p^{l}}$, and define $K:=\{x \in$ $\left.\mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} x\right)=0\right\}$. Take an element $t_{C} \in \mathbb{F}_{q} \backslash K$ and a linearized polynomial $S_{1}(X) \in \mathbb{F}_{p^{l}}[X]$. Let $\nu_{C}$ be an element of $\mathbb{F}_{q}$ such that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(\nu_{C}-S_{1}\left(t_{C}\right)\right)=0$.

Set $\mathcal{M}_{a, b, c}=E\left(a, b, c, S_{1}(c)\right)$ for $a, b \in \mathbb{F}_{q}, c \in K$, and set $\mathcal{M}_{0,0, t_{C}}:=E\left(0,0, t_{C}, \nu_{C}\right)$, where $E$ is as defined in (2.2). Then $G_{K}:=\left\{\mathfrak{g}_{a, b, c}: a, b \in \mathbb{F}_{q}, c \in K\right\}$ is a group of order $q^{3} / p$, where $\mathfrak{g}_{a, b, c}=\left(\mathcal{M}_{a, b, c}, 1\right)$. Let $G$ be the group generated by $G_{K}$ and $\mathfrak{g}_{0,0, t_{C}}:=$ $\left(\mathcal{M}_{0,0, t_{C}}, g\right)$. Then $G$ is a point regular group of $\mathcal{Q}^{P}$.

Proof. We give a sketch of the proof. We can use the calculations in Remark 2.5 to verify that $G_{K}$ is closed under multiplication, so that it forms a group of order $q^{3} / p$. By reversing the arguments in Lemmas 6.2 and 6.3, we show that $\mathfrak{g}_{0,0, t_{C}}^{p} \in G_{K}$ and $\mathfrak{g}_{0,0, t_{C}}^{-1} \circ \mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{0,0, t_{C}} \in G_{K}$ for $a, b \in \mathbb{F}_{q}, c \in K$, so $G$ is a group of order $q^{3}$.

The orbit of $\langle(0,0,0,1)\rangle$ under the action of $G_{K}$ is $X_{1}=\left\{\langle(a, b, c, 1)\rangle: a, b \in \mathbb{F}_{q}, c \in\right.$ $K\rangle\}$ of size $q^{3} / p$, and $\langle(0,0,0,1)\rangle^{\mathfrak{g}_{0} 0, t_{C}}=\left\langle\left(0,0, t_{C}, 1\right)\right\rangle$ is not in $X_{1}$. Hence the orbit of $\langle(0,0,0,1)\rangle$ under $G$ has size larger than $q^{3} / p$. Since its length also divides $|G|$, we conclude that it has size $q^{3}$, i.e., $G$ is point regular.

To summarize, we have established the case $r_{A, B}=0$ of Theorem 5.20.

## 7. Proof of Theorem 5.20 for the case $r_{A, B}=1$

Let $G$ be a nonlinear point regular group of the quadrangle $\mathcal{Q}^{P}$ with associated functions $T$ and $\theta$ as in Theorem 2.1, and suppose that $q$ is odd. Take notation as in Notation 5.1, and assume that $r_{A, B}=1$. By Theorem 5.6, we have $s=\max \left\{0, r_{C}-r_{A, B}\right\} \leq 1$, and so $r_{C} \leq 2$. Since $\mathbb{F}_{q} / \mathbb{F}_{p}$ is a Galois extension, the orders of $g_{B}$ and $g_{C}$ both divide $\left[\mathbb{F}_{q}: F_{p}\right]$. It follows that $q=p^{p^{s+1} l}$ for some integer $l$. Take $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ such that $g(x)=x^{p^{l}}$ for $x \in \mathbb{F}_{q}$. Set $g_{1}:=g^{p^{s}}$, which has order $p$. In Notation 5.1 we specify $g_{B}=g_{1}$, and in Theorem 5.16 we specify $g_{2}=g_{1}$, so that $\theta_{a, b, 0}=g_{1}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)}$ and $\theta_{0, t_{B}, 0}=g_{1}$.

By Theorem 5.6 and Lemma 3.5, there is $\mu_{C} \in \mathbb{F}_{q}$ such that $g_{C}\left(\mu_{C}\right)=\mu_{C}$ and

$$
\begin{equation*}
\mathcal{K}_{0}^{*}=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} x\right)=0\right\}, \tag{7.1}
\end{equation*}
$$

where $\mathcal{K}_{0}^{*}=\left\{c \in \mathbb{F}_{q}: \sigma_{c}^{p}=1\right\}$. By Corollary 5.9, $G_{\mathcal{K}_{0}^{*}}$ is a normal subgroup of index $p^{s}$ in $G$, where $G_{\mathcal{K}_{0}^{*}}=\left\{\mathfrak{g}_{a, b, c}: a, b \in \mathbb{F}_{q}, c \in \mathcal{K}_{0}^{*}\right\}$.

### 7.1. The structure of the subgroup $G_{\mathcal{K}_{0}^{*}}$

In this subsection, we derive some general results on $\sigma_{c}$ and $S(c)$ by exploring the group structure of the subgroup $G_{\mathcal{K}_{0}^{*}}$, and as a byproduct we complete the proof of Theorem 5.20 for the case $r_{A, B}=1, r_{C} \leq 1$.

Lemma 7.1. The subspace $\mathcal{K}_{0}^{*}$ is $g_{1}$-invariant.

Proof. By Theorem 5.6, we have $s=\max \left\{0, r_{C}-r_{A, B}\right\} \leq 1$. If $r_{C} \leq r_{A, B}$, then $\mathcal{K}_{0}^{*}=\mathbb{F}_{q}$, and the claim is trivial. If $r_{C}>r_{A, B}$, then we have $r_{C}=2, s=1$ by the assumption $r_{A, B}=1$. The element $g_{1}$ has order $p$, and $g_{C}=g$ has order $p^{2}$. The claim now follows from the fact that $\mathcal{K}_{0}^{*}$ is $g_{C^{-}}$-invariant, cf. Theorem 5.6.
Lemma 7.2. For $c \in \mathbb{F}_{q}$ and $z \in \mathcal{K}_{0}^{*}$, we have $\sigma_{c+z}\left(\sigma_{c} \sigma_{z}\right)^{-1}=g_{1}^{\mathcal{B}(c, z)}$, where

$$
\begin{equation*}
\mathcal{B}(c, z):=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c\left(N_{B}\left(\sigma_{z}\right)-S(z)\right)\right) \tag{7.2}
\end{equation*}
$$

Proof. Fix an element $z \in \mathcal{K}_{0}^{*}$. Then $\sigma_{z}^{p}=1$, and so there is $b \in \mathbb{F}_{q}$ such that $\theta_{0, b, 0}=\sigma_{z}$. By replacing $c$ with $\sigma_{z}^{-1}(c)$ in (5.19), we get

$$
\begin{equation*}
\sigma_{\sigma_{z}^{-1}(c)}=\sigma_{c+z} \sigma_{z}^{-1} g_{1}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c S(z)\right)} \tag{7.3}
\end{equation*}
$$

By replacing $c$ with $\theta_{0, b, 0}^{-1}(c)$ in (5.21), we have

$$
\begin{equation*}
\sigma_{\theta_{0, b, 0}^{-1}(c)}=\sigma_{c} g_{1}^{\operatorname{Tr}_{\mathbb{P}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c M(b)\right)}, \quad b, c \in \mathbb{F}_{q} \tag{7.4}
\end{equation*}
$$

Since $\theta_{0, b, 0}=\sigma_{z}$, the right hand sides of (7.4) and (7.3) are equal. The desired equation $\sigma_{c+z}\left(\sigma_{c} \sigma_{z}\right)^{-1}=g_{1}^{B(c, z)}$ then follows, since $M(b)=N_{B}\left(\theta_{0, b, 0}\right)=N_{B}\left(\sigma_{z}\right)$ by Theorem 5.16.

Lemma 7.3. Let $\mathcal{B}: \mathcal{K}_{0}^{*} \times \mathcal{K}_{0}^{*} \rightarrow \mathbb{F}_{p}$ be as defined in (7.2) and set $Q(x):=\mathcal{B}(x, x)$. Then $\mathcal{B}$ is a symmetric bilinear form on $\mathcal{K}_{0}^{*}$, and $Q\left(g_{1}(c)\right)=Q(c)$ for $c \in \mathcal{K}_{0}^{*}$. Moreover, there is $\alpha \in \mathbb{F}_{q}$ such that $\alpha-g_{1}(\alpha)+\mu_{B} M\left(t_{B}\right) \in \mathbb{F}_{p} \cdot \mu_{C}$ and

$$
\begin{equation*}
\sigma_{z}=g_{1}^{\frac{1}{2} Q(z)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{P}_{p}}(\alpha z)} \text { for } z \in \mathcal{K}_{0}^{*} \tag{7.5}
\end{equation*}
$$

Proof. Take $c, z$ in $\mathcal{K}_{0}^{*}$. We have $\sigma_{c+z}\left(\sigma_{c} \sigma_{z}\right)^{-1}=g_{1}^{B(c, z)}$ by Lemma 7.2. Its left hand side is symmetric in $c, z$, and the function $\mathcal{B}(c, z)$ is $\mathbb{F}_{p}$-linear in $c$, so $\mathcal{B}$ is a symmetric bilinear form on $\mathcal{K}_{0}^{*}$. It follows that $\mathcal{B}(c, z)=\frac{1}{2}(Q(c+z)-Q(c)-Q(z))$ for $c, z \in \mathcal{K}_{0}^{*}$, where $Q(x)=\mathcal{B}(x, x)$. We thus can rewrite $\sigma_{c+z}\left(\sigma_{c} \sigma_{z}\right)^{-1}=g_{1}^{B(c, z)}$ as follows:

$$
\sigma_{c+z} g_{1}^{-\frac{1}{2} Q(c+z)}=\left(\sigma_{c} g_{1}^{-\frac{1}{2} Q(c)}\right) \cdot\left(\sigma_{z} g_{1}^{-\frac{1}{2} Q(z)}\right), \quad c, z \in \mathcal{K}_{0}^{*}
$$

That is, $z \mapsto \sigma_{z} g_{1}^{-\frac{1}{2} Q(z)}$ is a group homomorphism from $\mathcal{K}_{0}^{*}$ to $\left\langle g_{1}\right\rangle$. Therefore, there exists an element $\alpha \in \mathbb{F}_{q}$ such that $\sigma_{z}=g_{1}^{\frac{1}{2} Q(z)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\alpha z)}$ for $z \in \mathcal{K}_{0}^{*}$ by Lemma 3.3.

For $c \in \mathcal{K}_{0}^{*}$ and $b \in \mathbb{F}_{q}$, we have $\theta_{0, b, 0}^{-1}(c) \in \mathcal{K}_{0}^{*}$ by Lemma 7.1. We plug the expressions of $\sigma_{c}$ and $\sigma_{\theta_{0, b, 0}^{-1}(c)}$ into (7.4) and compare the exponents to get

$$
\frac{1}{2} Q\left(c^{\theta_{0, b, 0}^{-1}}\right)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\alpha^{\theta_{0, b, 0}} c\right)=\frac{1}{2} Q(c)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\alpha c)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c M(b)\right) .
$$

Since $\mathcal{K}_{0}^{*}$ is a subspace, we have $\lambda c \in \mathcal{K}_{0}^{*}$ for all $\lambda \in \mathbb{F}_{p}$. By replacing $c$ with $\lambda c(\lambda \in$ $\mathbb{F}_{p}$ ) and comparing the coefficients of $\lambda$ and $\lambda^{2}$, we deduce that $Q\left(c^{\theta_{0, b, 0}^{-1}}\right)=Q(c)$ and $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\left(\alpha^{\theta_{0, b, 0}}-\alpha-\mu_{B} M(b)\right) \cdot c\right)=0$. Take $b=t_{B}$, and we get the remaining claim in the lemma by Lemma 3.4.

Lemma 7.4. There is a reduced linearized polynomial $S_{1}(X)$ over $\mathbb{F}_{q}$ and a map $H$ : $\mathcal{K}_{0}^{*} \rightarrow \mathbb{F}_{p}$ such that $S(z)=S_{1}(z)+N_{B}\left(\sigma_{z}\right)+\mu_{B}^{-1} \mu_{C} H(z)$ for $z \in \mathcal{K}_{0}^{*}$.

Proof. If $\mu_{C} \neq 0$, take $e \in \mathbb{F}_{q} \backslash \mathcal{K}_{0}^{*}$, and define $\tilde{\mathcal{B}}\left(x+\lambda e, y+\lambda^{\prime} e\right):=\mathcal{B}(x, y)$ for $x, y \in \mathcal{K}_{0}^{*}$ and $\lambda, \lambda^{\prime} \in \mathbb{F}_{p}$. Then $\tilde{\mathcal{B}}$ is a bilinear form over $\mathbb{F}_{q}$. Therefore, whether $\mu_{C}=0$ or not, there is a reduced linearized polynomial $S_{1}(X)$ over $\mathbb{F}_{q}$ such that $\mathcal{B}(x, y)=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} x S_{1}(y)\right)$ for $x, y \in \mathcal{K}_{0}^{*}$ by Lemma 3.8. Together with (7.2), we deduce that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} x\left(N_{B}\left(\sigma_{y}\right)-\right.\right.$ $\left.\left.S(y)+S_{1}(y)\right)\right)=0$ for $x, y \in \mathcal{K}_{0}^{*}$. It follows that $N_{B}\left(\sigma_{y}\right)-S(y)+S_{1}(y) \in \mathbb{F}_{p} \cdot \mu_{B}^{-1} \mu_{C}$ for $y \in \mathcal{K}_{0}^{*}$ by Lemma 3.4. This completes the proof.

For $c \in \mathcal{K}_{0}^{*}$, we define

$$
\begin{equation*}
S_{2}(c):=S(c)-N_{B}\left(\sigma_{c}\right) \tag{7.6}
\end{equation*}
$$

(5.22) in Lemma 5.19 now takes the form $S_{2}\left(c^{\theta_{0, b, 0}}\right)=S_{2}(c)^{\theta_{0, b, 0}}$, so

$$
\begin{equation*}
S_{2}\left(c^{g_{1}^{i}}\right)=S_{2}(c)^{g_{1}^{i}}, \quad \text { for } c \in \mathcal{K}_{0}^{*}, i \geq 0 \tag{7.7}
\end{equation*}
$$

The expression of $\mathcal{B}$ in (7.2) now takes the form $\mathcal{B}(c, z)=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c S_{2}(z)\right)$ for $c, z \in$ $\mathcal{K}_{0}^{*}$, and so $Q(c)=\mathcal{B}(c, c)$ takes the form

$$
\begin{equation*}
Q(c)=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c S_{2}(c)\right), \quad c \in \mathcal{K}_{0}^{*} . \tag{7.8}
\end{equation*}
$$

Lemma 7.5. For $a, b \in \mathbb{F}_{q}$ and $c \in \mathcal{K}_{0}^{*}$, we have

$$
\begin{aligned}
\theta_{a, b, c} & =g_{1}^{\frac{1}{2} Q(c)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F p}_{p}}\left(\alpha c+\mu_{B} b\right)}, \\
T(a, b, c) & =S_{2}(c)+N_{B}\left(\theta_{a, b, c}\right),
\end{aligned}
$$

Proof. Take $a, b \in \mathbb{F}_{q}$ and $c \in \mathcal{K}_{0}^{*}$. We have $\theta_{0, b, 0}=g_{1}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)}$ and $M(b)=N_{B}\left(\theta_{0, b, 0}\right)$ by Theorem 5.16, where we specified $g_{2}=g_{1}$ in the theorem, cf. the beginning of this section. We have $\theta_{a, b, c}=\theta_{0, b, 0} \sigma_{c}$ by (5.17). We plug the expression of $\theta_{0, b, 0}$ and that of $\sigma_{c}$ in (7.5) into it and obtain the expression for $\theta$.

By (5.18), we have $T(a, b, c)=N_{B}\left(\theta_{0, b, 0}\right)^{\sigma_{c}}+S(c)$. By (7.6), we have $S(c)=S_{2}(c)+$ $N_{B}\left(\sigma_{c}\right)$. We compute that

$$
\begin{aligned}
T(a, b, c) & =N_{B}\left(\theta_{0, b, 0}\right)^{\sigma_{c}}+N_{B}\left(\sigma_{c}\right)+S_{2}(c) \\
& =N_{B}\left(\theta_{0, b, 0} \sigma_{c}\right)+S_{2}(c)=S_{2}(c)+N_{B}\left(\theta_{a, b, c}\right)
\end{aligned}
$$

For the second equality, we used (5.16). This completes the proof.
Lemma 7.6. The map $x \mapsto S_{2}(x)$ as defined in (7.6) is additive on $\mathcal{K}_{0}^{*}$.
Proof. Take $c, z \in \mathcal{K}_{0}^{*}$. Since $\mathcal{K}_{0}^{*}=\left\{x \in \mathbb{F}_{q}: \sigma_{x}^{p}=1\right\}$, cf. Notation 5.1, we have $\sigma_{z} \in\left\langle g_{1}\right\rangle$. By (5.19), we have $\sigma_{c} \sigma_{z}=\theta_{0, v, 0} \sigma_{w}$ for some $v, w$. It follows from (5.16) that

$$
\begin{equation*}
N_{B}\left(\sigma_{c}\right)^{\sigma_{z}}+N_{B}\left(\sigma_{z}\right)=N_{B}\left(\theta_{0, v, 0}\right)^{\sigma_{w}}+N_{B}\left(\sigma_{w}\right) . \tag{7.9}
\end{equation*}
$$

By (7.6), we have $S(c)=S_{2}(c)+N_{B}\left(\sigma_{c}\right), S(z)=S_{2}(z)+N_{B}\left(\sigma_{z}\right)$. Plug then into (5.20), i.e., $S(c)^{\sigma_{z}}+S(z)=N_{B}\left(\theta_{0, v, 0}\right)^{\sigma_{w}}+S(w)$, and we obtain $S_{2}(c)^{\sigma_{z}}+S_{2}(z)=S_{2}\left(c^{\sigma_{z}}+z\right)$ after canceling out the terms involving $N_{B}$ by using (7.9). The lemma now follows from (7.7) and the fact that $\mathcal{K}_{0}^{*}$ is $g_{1}$-invariant, cf. Lemma 7.1.

We are now ready to complete the classification in the case $r_{C} \leq r_{A, B}=1$. In this case, we have $s=0, g=g_{1}, \mathcal{K}_{0}^{*}=\mathbb{F}_{q}, \mu_{C}=0$. In particular, $\sigma_{z}=1$ for each $z \in \mathbb{F}_{q}$. The function $S=S_{2}$ is additive by (7.6) and Lemma 7.4. Write $S_{2}(X)=\sum_{i=0}^{p l-1} s_{i} X^{p^{i}}$. Then from $S_{2}\left(c^{g_{1}}\right)=S_{2}(c)^{g_{1}}$ for $c \in \mathbb{F}_{q}$, cf. (7.7), we deduce that $g_{1}\left(s_{i}\right)=s_{i}$, i.e., $s_{i} \in \mathbb{F}_{p^{l}}$, for each $i$. The function $\mathcal{B}(c, z)=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c S_{2}(z)\right)$ is a symmetric bilinear form over $\mathbb{F}_{q}$ if and only if $\mu_{B} s_{i}-s_{p l-i}^{p^{i}} \mu_{B}^{p^{i}}=0$ for $1 \leq i \leq p l-1$ by Lemma 3.10 with $\mu=\mu_{B}$ and $\eta=0$ there. The expressions of $T, \theta$ are as in Lemma 7.5, which involve the parameters $\mu_{B}, \alpha, S_{2}$ and $\nu_{B}:=M\left(t_{B}\right)$. By Lemma 7.3, $\alpha-g_{1}(\alpha)+\mu_{B} \nu_{B}=0$. It turns out that the restrictions on the parameters that we have derived so far are also sufficient, and we have the following construction.

Construction 7.7. Suppose that $q=p^{p l}$ with $p$ an odd prime and $l$ a positive integer, and let $g_{1} \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ be such that $g_{1}(x)=x^{p^{l}}$.
(i) Take $\mu_{B} \in \mathbb{F}_{p^{l}}^{*}$.
(ii) Take a tuple $\left(s_{0}, s_{1}, \cdots, s_{p l-1}\right)$ with entries in $\mathbb{F}_{p^{l}}$ such that $\mu_{B} s_{i}-s_{p l-i}^{p^{i}} \mu_{B}^{p^{i}}=0$ for $1 \leq i \leq p l-1$.
(iii) Take $\alpha$ in $\mathbb{F}_{q}$ and set $\nu_{B}:=\mu_{B}^{-1}\left(g_{1}(\alpha)-\alpha\right)$.

Set $S_{2}(x):=\sum_{i=0}^{p l-1} s_{i} x^{p^{i}}$, and $Q(x):=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} x S_{2}(x)\right)$ for $x \in \mathbb{F}_{q}$. Define

$$
N_{B}\left(g_{1}^{i}\right):= \begin{cases}0, & \text { if } i=0 \\ \left(1+g_{1}+\cdots+g_{1}^{i-1}\right)\left(\nu_{B}\right), & \text { if } 1 \leq i \leq p-1\end{cases}
$$

Let $\theta$ and $T$ be as defined in Lemma 7.5. Then the set $G$ with associated functions $T$ and $\theta$ as in Theorem 2.1 is a point regular group of $\mathcal{Q}^{P}$.

Proof. The number of tuples satisfying the conditions in (ii) equals $p^{(p l+1) l / 2}$ by a similar argument to that in the proof of Lemma 4.7. Since $\mu_{B}$ and the $s_{i}$ 's lie in $\mathbb{F}_{p^{l}}$ and thus are fixed by $g_{1}$, we can verify that $S_{2}\left(g_{1}(x)\right)=S_{2}(x)^{g_{1}}, Q\left(x^{g_{1}}\right)=Q(x)$ holds for $x \in \mathbb{F}_{q}$. We also observe that the values of $\theta_{a, b, c}$ and $T(a, b, c)$ are independent of $a$.

Take $a, b, c, x, y, z$ in $\mathbb{F}_{q}$, and define $u, v, w$ as in Theorem 2.1. To be specific, we have $w=c^{\theta_{2}}+z$ and $v=b^{\theta_{2}}+y+c^{\theta_{2}} T(x, y, z)$, where $\theta_{2}=\theta_{x, y, z}$. We sketch how to verify the two conditions $\theta_{a, b, c} \theta_{x, y, z}=\theta_{u, v, w}, T(a, b, c)^{\theta_{2}}+T(x, y, z)=T(u, v, w)$ in Theorem 2.1 so that $G$ is a point regular group of $\mathcal{Q}^{P}$.

We use the expression of $\theta$ to deduce that $\theta_{a, b, c} \theta_{x, y, z}=\theta_{u, v, w}$ is equivalent to $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}((\alpha-$ $\left.\left.\alpha^{\theta_{2}}+\mu_{B} N_{B}\left(\theta_{2}\right)\right) c^{\theta_{2}}\right)=0$ upon expansion and simplification. It needs to hold for all $c \in \mathbb{F}_{q}$, so we need to show that $g_{1}^{i}(\alpha)-\alpha=\mu_{B} N_{B}\left(g_{1}^{i}\right)$ for $1 \leq i \leq p-1$. They follow from $g_{1}(\alpha)-\alpha=\mu_{B} \nu_{B}$ by induction. This establishes the first condition.

Similarly, the condition $T(a, b, c)^{\theta_{2}}+T(x, y, z)=T(u, v, w)$ takes the form

$$
S_{2}(c)^{\theta_{2}}+N_{B}\left(\theta_{a, b, c}\right)^{\theta_{2}}+S_{2}(x)+N_{B}\left(\theta_{2}\right)=S_{2}\left(c^{\theta_{2}}+z\right)+N_{B}\left(\theta_{u, v, w}\right)
$$

The terms involving $S_{2}$ cancel out by the facts that $S_{2}\left(g_{1}(x)\right)=S_{2}(x)^{g_{1}}$ and $S_{2}$ is $\mathbb{F}_{p^{-}}$ linear. The remaining terms involving $N_{B}$ also cancel out by (5.16). This establishes the second condition and completes the proof.

To summarize, we have proved the case $r_{C} \leq r_{A, B}=1$ of Theorem 5.20.

### 7.2. The normality of the subgroup $G_{\mathcal{K}_{0}^{*}}$

In this subsection, assume that $r_{A, B}=1, r_{C}=2$, so that $s=\max \left\{0, r_{C}-r_{A, B}\right\}=1$. By the argument in the beginning of this section, we have $q=p^{p^{2} l}$ for an integer $l$. We take $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ such that $g(x)=x^{p^{l}}$ for $x \in \mathbb{F}_{q}$. Then $g$ has order $p^{2}$, and $g_{1}:=g^{p}$ has order $p$. In Theorem 5.16, we take $g_{2}=g_{1}$, so that $\theta_{a, b, 0}=g_{2}^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)}$, where $g_{C}\left(\mu_{B}\right)=\mu_{B}$. In Notation 5.1, we specify $g_{C}=g$, so that $\sigma_{t_{C}}=g$; we choose $t_{B}$ such that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} t_{B}\right)=1$, so that $g_{B}=g_{1}$. Let $N_{B}$ be as in (5.15) with $\nu_{B}:=M\left(t_{B}\right)$, so that $M(b)=N_{B}\left(\theta_{0, b, 0}\right)$ by Theorem 5.16.

We have $\mathcal{K}_{0}^{*}=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} x\right)=0\right\}$ for some $\mu_{C} \in \mathbb{F}_{p^{l}}$ by (7.1), where $\mathcal{K}_{0}^{*}=$ $\left\{c \in \mathbb{F}_{q}: \sigma_{c}^{p}=1\right\}$. For $c, z \in \mathcal{K}_{0}^{*}$, set $S_{2}(c)=S(c)-N_{B}\left(\sigma_{c}\right), \mathcal{B}(c, z)=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c S_{2}(z)\right)$ as in (7.6) and (7.2), and set $Q(c):=\mathcal{B}(c, c)$. By Notation 2.1, we have

$$
\mathfrak{g}_{0,0, t_{C}}=\left(\mathcal{M}_{0,0, t_{C}}, g\right), \text { with } \mathcal{M}_{0,0, t_{C}}=E\left(0,0, t_{C}, S\left(t_{C}\right)\right)
$$

with $E$ as in (2.2). Since $t_{C} \notin \mathcal{K}_{0}^{*}$, we have $\mu_{C} \neq 0, \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} t_{C}\right) \neq 0$.
In the sequel, we explore the condition that $G_{\mathcal{K}_{0}^{*}}=\left\{\mathfrak{g}_{a, b, c}: a, b \in \mathbb{F}_{q}, c \in \mathcal{K}_{0}^{*}\right\}$ is a normal subgroup of index $p$ in $G$, cf. Corollary 5.9. This splits into two steps: (1) we examine the normality of $G_{\mathcal{K}_{0}^{*}}$, i.e., $\mathfrak{g}_{0,0, t_{C}}^{-1} \circ \mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{0,0, t_{C}} \in G_{\mathcal{K}_{0}^{*}}$ for $\mathfrak{g}_{a, b, c} \in G_{\mathcal{K}_{0}^{*}}$; (2) we check the condition $\left[G: G_{\mathcal{K}_{0}^{*}}\right]=p$, i.e., $\mathfrak{g}_{0,0, t_{C}}^{p} \in G_{\mathcal{K}_{0}^{*}}$.

We now take the first step. Take $c \in \mathcal{K}_{0}^{*}$. Choose an element $b$ such that

$$
\begin{equation*}
-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)=\frac{1}{2} Q(c)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(\alpha c) . \tag{7.10}
\end{equation*}
$$

Such $b$ 's exist by the fact $\mu_{B} \neq 0$. We have $\theta_{a, b, c}=1$ for any $a \in \mathbb{F}_{q}$ by Lemma 7.5. By the calculations in Remark 2.5, we compute that

$$
\begin{equation*}
\mathfrak{g}_{0,0, t_{C}}^{-1} \circ \mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{0,0, t_{C}}=\mathfrak{g}_{a^{\prime}, b^{\prime}, c^{\prime}} . \tag{7.11}
\end{equation*}
$$

where $a^{\prime}$ is irrelevant, $b^{\prime}=b^{g}-t_{C} S_{2}(c)^{g}+c^{g} S\left(t_{C}\right)$ and $c^{\prime}=c^{g}$. Here, $S_{2}(c)=S(c)-N_{B}\left(\sigma_{c}\right)$, cf. (7.6). We have $c^{\prime} \in \mathcal{K}_{0}^{*}$, since $\mathcal{K}_{0}^{*}$ is $g$-invariant. By comparing the Frobenius part and the $(3,2)$-nd entry of the matrix part of both sides of $(7.11)$, we get

$$
\theta_{a^{\prime}, b^{\prime}, c^{\prime}}=1, \quad T(a, b, c)^{g}=T\left(a^{\prime}, b^{\prime}, c^{\prime}\right)
$$

Lemma 7.8. We have $S_{2}(c)^{g}=S_{2}\left(c^{g}\right), Q\left(c^{g}\right)=Q(c)$ for $c \in \mathcal{K}_{0}^{*}$.
Proof. Take notation as above. By the expression of $T$ in Lemma 7.5, we have $T(a, b, c)=$ $S_{2}(c), T\left(a^{\prime}, b^{\prime}, c^{\prime}\right)=S_{2}\left(c^{\prime}\right)$. It follows from $T(a, b, c)^{g}=T\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ that $S_{2}(c)^{g}=S_{2}\left(c^{g}\right)$. This proves the first claim.

We have $Q(x)=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} x S_{2}(x)\right)$ for $x \in \mathcal{K}_{0}^{*}$, cf. (7.8), so

$$
Q\left(c^{g}\right)=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c^{g} S_{2}(c)^{g}\right)=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(g^{-1}\left(\mu_{B}\right) c S_{2}(c)\right)=Q(c)
$$

Here, we used the fact that $g\left(\mu_{B}\right)=\mu_{B}$, cf. Theorem 5.16. This proves the second claim.

We use the expression of $\theta$ in Lemma 7.5 to see that $\theta_{a^{\prime}, b^{\prime}, c^{\prime}}=1$ is equivalent to

$$
\left.-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)=\frac{1}{2} Q\left(c^{g}\right)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\alpha c^{g}-\mu_{B} t_{C} S_{2}(c)^{g}+\mu_{B} S\left(t_{C}\right) c^{g}\right)\right) .
$$

Therefore, its right hand side equals that of (7.10). This yields

$$
\begin{equation*}
\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} t_{C} S_{2}\left(c^{g}\right)\right)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\left(-\alpha^{g}+\alpha+\mu_{B} S\left(t_{C}\right)\right) c^{g}\right) \text { for } c \in \mathcal{K}_{0}^{*} . \tag{7.12}
\end{equation*}
$$

Lemma 7.9. There is a polynomial $\sum_{i=0}^{p^{2} l-1} s_{i} X^{p^{i}} \in \mathbb{F}_{p^{\imath}}[X]$ whose restriction to $\mathcal{K}_{0}^{*}$ is $S_{2}$. Write this polynomial as $S_{2}(X)$ by abuse of notation.
(i) There is $u \in \mathbb{F}_{q}$ such that $u-g(u) \in \mathbb{F}_{p} \cdot \mu_{C},(1-g)^{2}(u)=0$ and

$$
\begin{equation*}
-\mu_{B} s_{i}+s_{m-i}^{p^{i}} \mu_{B}^{p^{i}}=\mu_{C} u^{p^{i}}-u \mu_{C}^{p^{i}}, \quad 0 \leq i \leq p^{2} l-1 \tag{7.13}
\end{equation*}
$$

(ii) For $x, y \in \mathbb{F}_{q}$ and $\operatorname{Tr}=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}$, it holds that

$$
\begin{equation*}
\operatorname{Tr}\left(\mu_{B} x S_{2}(y)\right)=\operatorname{Tr}\left(\mu_{B} y S_{2}(x)\right)+\operatorname{Tr}(u x) \cdot \operatorname{Tr}\left(\mu_{C} y\right)-\operatorname{Tr}\left(\mu_{C} x\right) \cdot \operatorname{Tr}(u y) \tag{7.14}
\end{equation*}
$$

Proof. By Lemma 7.8, we have $S_{2}(c)^{g}=S_{2}\left(c^{g}\right)$ for $c \in \mathcal{K}_{0}^{*}$. By Lemma 7.6, the map $x \mapsto S_{2}(x)$ is additive on $\mathcal{K}_{0}^{*}$. The existence of the desired reduced linearized polynomial $S_{2}(X)$ follows from Lemma 3.9.
(i). The equation (7.13) follows by applying Lemma 3.10 in the case $\mu=-\mu_{B}, \eta=\mu_{C}$ and $L=S_{2}$. Since $\mu_{B}$ and each $s_{i}$ are in $\mathbb{F}_{p^{l}}$, the left hand side of (7.13) lies in $\mathbb{F}_{p^{l}}$. It follows that the right hand side is $g$-invariant. Since $\mu_{C}$ is in $\mathbb{F}_{p^{l}}$, we deduce that $\mu_{C} u^{p^{i}}-u \mu_{C}^{p^{i}}=\mu_{C} g(u)^{p^{i}}-g(u) \mu_{C}^{p^{i}}$, i.e., $\left((u-g(u)) \mu_{C}^{-1}\right)^{p^{i}}=(u-g(u)) \mu_{C}^{-1}$. In the case $i=1$, it follows that $u-g(u)=h \mu_{C}$ for some $h \in \mathbb{F}_{p}$. Since $g\left(\mu_{C}\right)=\mu_{C}$, we deduce that $(1-g)^{2}(u)=h \mu_{C}-h g\left(\mu_{C}\right)=0$ as desired.
(ii). Let $\widetilde{S}_{2}$ be the trace dual of $S_{2}(X)$, so that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(S_{2}(x) y\right)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(x \widetilde{S}_{2}(y)\right)$ for $x, y \in \mathbb{F}_{q}$. Also by Lemma 3.10 with $\mu=-\mu_{B}, \eta=\mu_{C}$ and $L=S_{2}$, we have

$$
\widetilde{S}_{2}\left(\mu_{B} x\right)=\mu_{B} S_{2}(x)+\mu_{C} \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(u x)-u \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} x\right)
$$

Multiply both sides by $y$ and take the absolute traces, and we obtain (7.14).
Lemma 7.10. Let $S_{2}(X)$ and $u$ be as in Lemma 7.9, and write $\lambda_{C}=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} t_{C}\right)$. There exists $\lambda^{\prime} \in \mathbb{F}_{p}$ such that

$$
\begin{equation*}
\alpha^{g}-\alpha=\mu_{B} S\left(t_{C}\right)-\mu_{B} S_{2}\left(t_{C}\right)+\lambda_{C} u+\lambda^{\prime} \mu_{C} . \tag{7.15}
\end{equation*}
$$

Moreover, we have $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(S\left(t_{C}\right)-S_{2}\left(t_{C}\right)\right)=0$ and

$$
\begin{equation*}
\sum_{i=0}^{p-1} \alpha^{g^{i}}:=-\sum_{i=1}^{p-1} i\left(\mu_{B} S\left(t_{C}\right)^{g^{i-1}}-\mu_{B} S_{2}\left(t_{C}\right)^{g^{i-1}}+\lambda_{C} u^{g^{i-1}}\right) \tag{7.16}
\end{equation*}
$$

Proof. We observe that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{\prime}}}(u)=(1-g)^{p^{2}-1}(u)=0$ by $(3.2)$ and the fact $(1-g)^{2}(u)=$ 0 in (i) of Lemma 7.9. Take $c \in \mathcal{K}_{0}^{*}$, so that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} c\right)=0$. Applying (7.14) to the pair $(x, y)=\left(t_{C}, c^{g}\right)$, we obtain $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} t_{C} S_{2}\left(c^{g}\right)\right)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} c^{g} S_{2}\left(t_{C}\right)-\lambda_{C} u c^{g}\right)$. This is the left hand side of (7.12). By collecting terms, (7.12) reduces to

$$
\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\left(\alpha^{g}-\alpha-\mu_{B} S\left(t_{C}\right)+\mu_{B} S_{2}\left(t_{C}\right)-\lambda_{C} u\right) c^{g}\right)=0 .
$$

This holds for all $c \in \mathcal{K}_{0}^{*}$, so there exists $\lambda^{\prime} \in \mathbb{F}_{p}$ such that (7.15) holds by Lemma 3.4. Taking the relative trace to $\mathbb{F}_{p^{l}}$ on both sides of (7.15), we deduce that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}\left(S\left(t_{C}\right)-\right.$ $\left.S_{2}\left(t_{C}\right)\right)=0$. For $0 \leq i \leq p-2$ we have

$$
\binom{p-2}{i}=\frac{(p-2) \cdots(p-i)(p-i-1)}{2 \cdots(i-1) i} \equiv(-1)^{i}(i+1) \quad(\bmod p)
$$

and for $1 \leq i \leq p-1$ we have $\binom{p-1}{i} \equiv(-1)^{i}(\bmod p)$. Therefore, by binomial expansion we have $(1-g)^{p-2}=\sum_{i=1}^{p-1} i g^{i-1},(1-g)^{p-1}=1+g+\cdots+g^{p-1}$ in $\mathbb{F}_{p}[\langle g\rangle]$. The equation (7.16) follows by applying $-(1-g)^{p-2}$ to both sides of (7.15).

Finally, we explore the condition $\mathfrak{g}_{0,0, t_{C}}^{p} \in G_{\mathcal{K}_{0}^{*}}$. For $i \geq 0$, set

$$
\mathfrak{g}_{a_{i}, b_{i}, c_{i}}:=\mathfrak{g}_{0,0, t_{C}}^{i}=\left(\mathcal{M}_{0,0, t_{C}}^{g^{i-1}} \cdots \cdots \mathcal{M}_{0,0, t_{C}}, g^{i}\right)
$$

The value of $a_{i}$ is irrelevant, and we have $b_{i+1}=b_{i}^{g}+c_{i}^{g} S\left(t_{C}\right), c_{i+1}=c_{i}^{g}+t_{C}$ by expansion. From $b_{1}=0, c_{1}=t_{C}$, we deduce that $b_{i+1}=\sum_{j=1}^{i} \sum_{k=1}^{j} g^{i-j}\left(t_{C}^{g^{k}} S\left(t_{C}\right)\right), c_{i+1}=\sum_{j=0}^{i} t_{C}^{g^{j}}$. In particular, we have $\mathfrak{g}_{0,0, t_{C}}^{p}=\mathfrak{g}_{a^{\prime \prime}, b^{\prime \prime}, c^{\prime \prime}}$, where $a^{\prime \prime}$ is irrelevant and

$$
\begin{equation*}
b^{\prime \prime}=b_{p}=\sum_{i=1}^{p-1} \sum_{k=1}^{i} g^{p-1-i}\left(t_{C}^{g^{k}} S\left(t_{C}\right)\right), \quad c^{\prime \prime}=c_{p}=\sum_{i=0}^{p-1} t_{C}^{g^{i}} \tag{7.17}
\end{equation*}
$$

Since $g\left(\mu_{C}\right)=\mu_{C}$, we deduce that $c^{\prime \prime} \in \mathcal{K}_{0}^{*}$ :

$$
\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} c^{\prime \prime}\right)=\sum_{i=0}^{p-1} \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C}^{g^{-i}} t_{C}\right)=p \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} t_{C}\right)=0
$$

Lemma 7.11. Take notation as in Lemma 7.10, and write $\nu_{B}=M\left(t_{B}\right), \nu_{C}=S\left(t_{C}\right)$, $\lambda_{C}=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} t_{C}\right)$. Then $p=3, \mu_{C}=u-u^{g}$, and $\nu_{B}=\sum_{i=0}^{p-1}\left(\nu_{C}-S_{2}\left(t_{C}\right)\right)^{g^{i}}$.

Proof. Since $\sigma_{t_{C}}^{p}=g^{p}=g_{1}$, the Frobenius part of $\mathfrak{g}_{0,0, t_{C}}^{p}$ is $g_{1}$. The Frobenius part of $\mathfrak{g}_{a^{\prime \prime}, b^{\prime \prime}, c^{\prime \prime}}$ is $g_{1}^{D}$ with $D=\frac{1}{2} Q\left(c^{\prime \prime}\right)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\alpha c^{\prime \prime}+\mu_{B} b^{\prime \prime}\right)$ by the expression of $\theta$ in Lemma 7.5. Since $\mathfrak{g}_{0,0, t_{C}}^{p}=\mathfrak{g}_{a^{\prime \prime}, b^{\prime \prime}, c^{\prime \prime}}$, we deduce that $D=1$.

By the expression of $T$ in Lemma 7.5, the (3,2)-nd entry of the matrix part of $\mathfrak{g}_{a^{\prime \prime}, b^{\prime \prime}, c^{\prime \prime}}$ equals $T\left(a^{\prime \prime}, b^{\prime \prime}, c^{\prime \prime}\right)=\nu_{B}+S_{2}\left(c^{\prime \prime}\right)$. Here, recall that we chose $t_{B}$ such that $g_{B}=g_{1}$ in the beginning of this subsection. The (3,2)-nd entry of the matrix part of $\mathfrak{g}_{0,0, t_{C}}^{p}$ equals $\sum_{i=0}^{p-1} g^{i}\left(\nu_{C}\right)$ upon expansion. We deduce that $\nu_{B}+S_{2}\left(c^{\prime \prime}\right)=\sum_{i=0}^{p-1} g^{i}\left(\nu_{C}\right)$.

For the ease of notation, we write $\operatorname{Tr}=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}$ in this proof. We now compute $D$ explicitly. By Lemma $7.9, S_{2}$ has coefficients in $\mathbb{F}_{p^{l}}$, so $S_{2}\left(x^{g^{i}}\right)=S_{2}(x)^{g^{i}}$ for $i \geq 0$ and
$x \in \mathbb{F}_{q}$. Since $c^{\prime \prime}=\sum_{i=0}^{p-1} t_{C}^{g^{i}}$ is in $\mathcal{K}_{0}^{*}$, we have $Q\left(c^{\prime \prime}\right)=-\operatorname{Tr}\left(\mu_{B} c^{\prime \prime} S_{2}\left(c^{\prime \prime}\right)\right)$ by (7.8). We compute that

$$
\begin{aligned}
Q\left(c^{\prime \prime}\right) & =-\sum_{i, j=0}^{p-1} \operatorname{Tr}\left(\mu_{B} t_{C}^{g^{i}} S_{2}\left(t_{C}\right)^{g^{j}}\right) \\
& =-\sum_{i<j} \operatorname{Tr}\left(\mu_{B} t_{C}^{g^{i}} S_{2}\left(t_{C}\right)^{g^{j}}\right)-\sum_{j<i} \operatorname{Tr}\left(\mu_{B} t_{C}^{g^{i}} S_{2}\left(t_{C}\right)^{g^{j}}\right) \\
& =-\sum_{k=1}^{p-1}(p-k)\left(\operatorname{Tr}\left(\mu_{B} t_{C} S_{2}\left(t_{C}^{g^{k}}\right)\right)+\operatorname{Tr}\left(\mu_{B} t_{C}^{g^{k}} S_{2}\left(t_{C}\right)\right)\right) \\
& =\sum_{k=1}^{p-1} k\left(2 \operatorname{Tr}\left(\mu_{B} t_{C}^{g^{k}} S_{2}\left(t_{C}\right)\right)+\lambda_{C} \operatorname{Tr}\left(u t_{C}\right)-\lambda_{C} \operatorname{Tr}\left(u t_{C}^{g^{k}}\right)\right) \\
& =\sum_{k=1}^{p-1} k \cdot \operatorname{Tr}\left(2 \mu_{B} t_{C}^{g^{k}} S_{2}\left(t_{C}\right)-\lambda_{C} u t_{C}^{g^{k}}\right) .
\end{aligned}
$$

Here, in the second equality the $p$ terms with $i=j$ are equal and sum to 0 , in the fourth equality we used (7.14) with $(x, y)=\left(t_{C}, t_{C}^{g^{k}}\right)$, and in the fifth we used the fact $\sum_{i=1}^{p-1} i=\frac{p-1}{2} p \equiv 0(\bmod p)$. Similarly, we have

$$
\begin{aligned}
\operatorname{Tr}\left(\alpha c^{\prime \prime}\right) & =\operatorname{Tr}\left(t_{C}^{g^{p-1}}\left(\alpha+\cdots+\alpha^{g^{p-1}}\right)\right) \\
& =-\sum_{i=1}^{p-1} \operatorname{Tr}\left(i t_{C}^{g^{p-1}}\left(\mu_{B} \nu_{C}^{g^{i-1}}-\mu_{B} S_{2}\left(t_{C}\right)^{g^{i-1}}+\lambda_{C} u^{g^{i-1}}\right)\right) \\
& =\sum_{i=1}^{p-1} i \cdot \operatorname{Tr}\left(-t_{C}^{g^{p-i}} \mu_{B} \nu_{C}+\mu_{B} t_{C}^{g^{p-i}} S_{2}\left(t_{C}\right)-\lambda_{C} t_{C}^{g^{p-i}} u\right) \\
& =\sum_{k=1}^{p-1} k \cdot \operatorname{Tr}\left(\mu_{B} \nu_{C} t_{C}^{g^{k}}-\mu_{B} t_{C}^{g^{k}} S_{2}\left(t_{C}\right)+\lambda_{C} u t_{C}^{g^{k}}\right),
\end{aligned}
$$

where in the second equality we used (7.16), and in the last one we did a change of variable $p-i \mapsto k$. Finally, we have $\operatorname{Tr}\left(\mu_{B} b^{\prime \prime}\right)=-\sum_{i=1}^{p-1} i \cdot \operatorname{Tr}\left(\mu_{B} t_{C}^{g^{i}} \nu_{C}\right)$ by the fact $g\left(\mu_{B}\right)=\mu_{B}$ and Lemma 3.1. Putting those pieces together, we get $D=\frac{\lambda_{C}}{2} \cdot \sum_{i=1}^{p-1} i \cdot \operatorname{Tr}\left(u t_{C}^{g^{i}}\right)$.

Set $v:=u-u^{g}$, which is in $\mathbb{F}_{p} \cdot \mu_{C}$ by Lemma 7.9. In particular, $v$ is in $\mathbb{F}_{p^{l}}$ since $\mu_{C}$ is. From $u^{g}=u-v$, we have $u^{g^{i}}=u-i v$ for $i \geq 0$ by induction. We have $\lambda_{C}=\operatorname{Tr}\left(\mu_{C} t_{C}\right) \neq 0$ by the fact $t_{C} \notin \mathcal{K}_{0}^{*}$. We compute that

$$
\begin{aligned}
2 \lambda_{C}^{-1} D & =\sum_{i=1}^{p-1} i \cdot \operatorname{Tr}\left(u^{g^{p-i-1}} t_{C}^{g^{p-1}}\right)=\sum_{i=1}^{p-1} i \cdot \operatorname{Tr}\left((u-(p-i-1) v) t_{C}^{g^{p-1}}\right) \\
& =\sum_{i=1}^{p-1}\left(i^{2}+i\right) \cdot \operatorname{Tr}\left(v t_{C}^{p^{p-1}}\right)=\frac{p(p-1)(p+1)}{3} \cdot \operatorname{Tr}\left(v t_{C}\right) .
\end{aligned}
$$

This value is 0 if $p>3$, so we must have $p=3$, in which case, $\frac{p(p-1)(p+1)}{3} \equiv-1(\bmod 3)$. Since $D=1$, it follows from the above equation that $\lambda_{C}=\operatorname{Tr}\left(v t_{C}\right)$.

Combining the facts $\lambda_{C}=\operatorname{Tr}\left(\mu_{C} t_{C}\right), \lambda_{C}=\operatorname{Tr}\left(v t_{C}\right)$, and $v \in \mathbb{F}_{p} \cdot \mu_{C}$, we deduce that $\mu_{C}=v$, i.e., $\mu_{C}=u-u^{g}$. Since $S_{2}\left(x^{g}\right)=S_{2}(x)^{g}$ for $x \in \mathbb{F}_{q}$, the desired expression of $\nu_{B}$ follows from $\nu_{B}=\sum_{i=0}^{p-1} g^{i}\left(\nu_{C}\right)-S_{2}\left(c^{\prime \prime}\right)$. This completes the proof.

Recall that the functions $T$ and $\theta$ are as in Lemma 7.5 when restricted to $\mathbb{F}_{q} \times \mathbb{F}_{q} \times \mathcal{K}_{0}^{*}$. It turns out that the conditions that we have derived on the parameters in Lemmas 7.10 and 7.11 are also sufficient. This leads to the following construction.

Construction 7.12. Suppose that $q=3^{9 l}$ with $l$ a positive integer, and take $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ such that $g(x)=x^{p^{l}}$. Set $g_{1}:=g^{3}$.
(i) Take $u \in \mathbb{F}_{q}$ such that $\mu_{C}:=u-u^{g} \in \mathbb{F}_{3 l}^{*}$;
(ii) Take $t_{C} \in \mathbb{F}_{q}^{*}$ such that $\lambda_{C}:=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3}}\left(\mu_{C} t_{C}\right) \neq 0$;
(iii) Take $\mu_{B} \in \mathbb{F}_{3^{l}}^{*}$;
(iv) Take a tuple $\left(s_{0}, s_{1}, \cdots, s_{9 l-1}\right)$ with entries in $\mathbb{F}_{3^{l}}$ that satisfies

$$
-\mu_{B} s_{i}+s_{9 l-i}^{3^{i}} \mu_{B}^{3^{i}}=\mu_{C} u^{3^{i}}-u \mu_{C}^{3^{i}}, 1 \leq i \leq 9 l-1 ;
$$

Set $S_{2}(x):=\sum_{i=0}^{3^{2} l-1} s_{i} x^{3^{i}}, Q(x):=-\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3}}\left(\mu_{B} x S_{2}(x)\right)$ for $x \in \mathbb{F}_{q}$;
(v) Take $\alpha \in \mathbb{F}_{q}, \lambda \in \mathbb{F}_{3}$, and set $\nu_{C}:=S_{2}\left(t_{C}\right)+\mu_{B}^{-1}\left(\alpha^{g}-\alpha-\lambda_{C} u-\lambda \mu_{C}\right)$.

Set $\nu_{B}:=\sum_{i=0}^{2} g^{i}\left(\nu_{C}-S_{2}\left(t_{C}\right)\right)$, and let $N_{B}$ be as defined in (5.15) with the prescribed $\nu_{B}$. Set $K:=\left\{z \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3}}\left(\mu_{C} z\right)=0\right\}$.

For $a, b \in \mathbb{F}_{q}$ and $c \in K$, let $\theta_{a, b, c}$ and $T(a, b, c)$ be as defined in Lemma 7.5, and set $\mathcal{M}_{a, b, c}=E(a, b, c, T(a, b, c))$, where $E$ is as in (2.2). Then $G_{K}:=\left\{\mathfrak{g}_{a, b, c}: a, b \in \mathbb{F}_{q}, c \in\right.$ $K\}$ is a subgroup of order $q^{3} / 3$, where $\mathfrak{g}_{a, b, c}=\left(\mathcal{M}_{a, b, c}, \theta_{a, b, c}\right)$. Take $\mathfrak{g}_{0,0, t_{C}}=\left(\mathcal{M}_{0,0, t_{C}}, g\right)$ with $\mathcal{M}_{0,0, t_{C}}:=E\left(0,0, t_{C}, \nu_{C}\right)$. Then $G:=\left\langle G_{K}, \mathfrak{g}_{0,0, t_{C}}\right\rangle$ is a point regular group of $\mathcal{Q}^{P}$.

Proof. The number of tuples satisfying the conditions in (iv) equals $3^{(9 l+1) l / 2}$ by a similar argument to that in the proof of Lemma 4.7. By the same argument as in the proof of Construction 7.7, we can show that $G_{K}$ is a group of order $q^{3} / 3$. Let $G_{1}$ be the subgroup of $G_{K}$ of index 3 with a trivial Frobenius part. Then we can check that $\mathfrak{g}_{0,0, t_{C}}$ normalizes $G_{1}$ and $\mathfrak{g}_{0,0, t_{C}}^{3} \in G_{K}$ by reversing the arguments in this subsection. Since $\mathfrak{g}_{0,0, t_{C}}^{3}$ has Frobenius part $g_{1}=g^{3}$, we deduce that $G_{K}=\left\langle G_{1}, \mathfrak{g}_{0,0, t_{C}}^{3}\right\rangle$. It follows that $G_{K}$ is normalized by $\mathfrak{g}_{0,0, t_{C}}$. We thus conclude that $G$ is a group of order $q^{3}$.

The fact that $G$ is point regular on $\mathcal{Q}^{P}$ can be derived in exactly the same way as in the case of Construction 6.4, i.e., by showing that the orbit $X_{1}$ of $\langle(0,0,0,1)\rangle$ under the action of $G_{K}$ has size $q^{3} / 3$ and $\mathfrak{g}_{0,0, t_{C}}$ maps $\langle(0,0,0,1)\rangle$ to a point outside $X_{1}$.

To summarize, we have thus proved the case $r_{A, B}=1, r_{C}=2$ of Theorem 5.20 in this subsection. This completes the proof of Theorem 5.20.

## 8. The isomorphism issue in the odd characteristic case

### 8.1. The conjugacy within $\operatorname{P\Gamma Sp}(4, q)_{P}$

In this subsection, we complete the proof of the classification theorem for $q$ odd, namely, Theorem 2.10. It will follow from Theorem 4.1 (the linear case) and Theorem 5.20 (the nonlinear case) provided that we can prove that the groups arising from Constructions 6.4, 7.7 and 7.12 are conjugate to those in Constructions 2.7-2.9 within $\operatorname{P\Gamma Sp}(4, q)_{P}$ respectively. We observe that Constructions 2.7-2.9 are special cases of Constructions 6.4, 7.7 and 7.12 respectively. We establish the conjugacy claim for each of the three cases in the sequel, and thus establish Theorem 2.10.
(A) In Construction 6.4, set $\nu:=\nu_{C}-S_{1}\left(t_{C}\right)$. Since $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}(\nu)=0$, there exists $u \in \mathbb{F}_{q}$ such that $u^{g}-u=\nu$ by Lemma 3.2. Take $\mathfrak{g}_{1}:=(E(0,0,0, u), 1)$, which lies in $\operatorname{P\Gamma Sp}(4, q)_{P}$ and stabilizes the quadrangle $\mathcal{Q}^{P}$. The group $\tilde{G}:=\mathfrak{g}_{1}^{-1} \circ G \circ \mathfrak{g}_{1}$ is also a point regular group of $\mathcal{Q}^{P}$, so is of the form as in Theorem 2.1 for some functions $T^{\prime}$ and $\theta^{\prime}$ by the analysis in Section 2.2. Let $\mathfrak{g}_{a, b, c}^{\prime}$ be the element of $\tilde{G}$ that maps $\langle(0,0,0,1)\rangle$ to $\langle(a, b, c, 1)\rangle$, and
set $\sigma_{c}^{\prime}:=\theta_{0,0, c}^{\prime}, M^{\prime}(y):=T^{\prime}(0, y, 0)$ and $S^{\prime}(z):=T^{\prime}(0,0, z)$. For $a, b \in \mathbb{F}_{q}$ and $c \in K$, we compute that

$$
\mathfrak{g}_{a, b, c}^{\prime}=\mathfrak{g}_{1}^{-1} \circ \mathfrak{g}_{a, b-c \nu, c} \circ \mathfrak{g}_{1}=\left(E\left(a, b, c, S_{1}(c)\right), 1\right) .
$$

It follows that $T^{\prime}(a, b, c)=S_{1}(c), \theta^{\prime}(a, b, c)=1$ if $c \in K$. In particular, $M^{\prime} \equiv 0, \theta_{0, y, 0}^{\prime} \equiv 1$. Similarly, we compute that

$$
\mathfrak{g}_{0, u t_{C}, t_{C}}^{\prime}=\mathfrak{g}_{1}^{-1} \circ \mathfrak{g}_{0,0, t_{C}} \circ \mathfrak{g}_{1}=\left(E\left(0, u t_{C}, t_{C}, S_{1}\left(t_{C}\right)\right), g\right) .
$$

That is, $T^{\prime}\left(0, u t_{C}, t_{C}\right)=S_{1}\left(t_{C}\right), \theta_{0, u t_{C}, t_{C}}^{\prime}=g$. By (5.17) and (5.18), we have $\theta_{a, b, c}^{\prime}=$ $\theta_{0, b, 0}^{\prime} \sigma_{c}^{\prime}, T^{\prime}(a, b, c)=M^{\prime}(b)^{\sigma_{c}^{\prime}}+S^{\prime}(c)$ for $a, b, c \in \mathbb{F}_{q}$. Therefore, $\sigma_{t_{C}}^{\prime}=\theta_{0, u t_{C}, t_{C}}^{\prime}=g$ and $S^{\prime}\left(t_{C}\right)=T^{\prime}\left(0, u t_{C}, t_{C}\right)=S_{1}\left(t_{C}\right)$. It follows that $\mathfrak{g}_{0,0, t_{C}}^{\prime}=\left(E\left(0,0, t_{C}, S_{1}\left(t_{C}\right)\right), g\right)$.

Set $\tilde{G}_{K}:=\mathfrak{g}_{1}^{-1} \circ G_{K} \circ \mathfrak{g}_{1}$, the kernel of the group homomorphism $\psi^{\prime}: \mathfrak{g}_{a, b, c}^{\prime} \mapsto \theta_{a, b, c}^{\prime}$. Then $\tilde{G}=\left\langle\tilde{G}_{K}, \mathfrak{g}_{0,0, t_{C}}^{\prime}\right\rangle$. Take a triple $(x, y, z)$. There exist $a, b \in \mathbb{F}_{q}, c \in K$ and $i \geq 0$ such that $\mathfrak{g}_{x, y, z}^{\prime}=\mathfrak{g}_{a, b, c}^{\prime} \circ \mathfrak{g}_{0,0, t_{C}}^{\prime i}$. We compute that $z=g^{i}(c)+\sum_{k=0}^{i-1} g^{k}\left(t_{C}\right), T^{\prime}(x, y, z)=S_{1}(z)$ and $\theta_{x, y, z}^{\prime}=g^{\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{P}_{p}}\left(\mu_{C}^{\prime} z\right)}$, where $\mu_{C}^{\prime}=\mu_{C} \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{C} t_{C}\right)^{-1}$. Therefore, $\tilde{G}$ arises from Construction 2.7, and this establishes the conjugacy claim for Construction 6.4.
(B) In Construction 7.7, take $u:=\mu_{B}^{-1} \alpha$ so that $\nu_{B}=u^{g_{1}}-u$ by (iii). We deduce that $N_{B}\left(\theta_{a, b, c}\right)=u^{\theta_{a, b, c}}-u$ from $\nu_{B}=u^{g_{1}}-u$, where $N_{B}$ is as in (5.15). Taking conjugation by $\mathfrak{g}_{1}=(E(0,0,0, u), 1) \in \operatorname{P\Gamma Sp}(4, q)_{P}$, we calculate that $\mathfrak{g}_{a, b, c}^{\prime}:=\mathfrak{g}_{1}^{-1} \circ \mathfrak{g}_{a, b-u c, c} \circ \mathfrak{g}_{1}$ equals $\left(E\left(a, b, c, S_{2}(c)\right), g_{1}^{\frac{1}{2} Q(c)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)}\right)$. By changing the notation $S_{2}$ to $S_{1}$ to be consistent with previous constructions, we see that $\mathfrak{g}_{1}^{-1} \circ G \circ \mathfrak{g}_{1}$ takes the form in Construction 2.8. This establishes the conjugacy claim for Construction 7.7.
(C) In Construction 7.12 , set $\nu:=\nu_{C}-S_{2}\left(t_{C}\right)$, which equals $\mu_{B}^{-1}\left(\alpha^{g}-\alpha-\lambda_{C} u-\lambda \mu_{C}\right)$ by (v). We deduce that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3} l}(\nu)=0$ by the facts $(1-g)^{2}(u)=0$ and $\mu_{C} \in \mathbb{F}_{3^{l}}$ in (i). There exists $u_{0} \in \mathbb{F}_{q}$ such that $\nu=u_{0}^{g}-u_{0}$ by Lemma 3.2. Set $\lambda:=\lambda_{C}^{-1} \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3}}\left(\mu_{B} u_{0} t_{C}\right) \in \mathbb{F}_{3}$ and $u_{1}:=u_{0}-\lambda \mu_{B}^{-1} \mu_{C}$, so that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3}}\left(\mu_{B} t_{C} u_{1}\right)=0$. Since $\mu_{B}$ and $\mu_{C}$ are in $\mathbb{F}_{3 l}^{*}$, we deduce that $u_{1}^{g}-u_{1}=\nu$. It follows that $\nu_{B}=\sum_{i=0}^{2} g^{i}(\nu)=g_{1}\left(u_{1}\right)-u_{1}$, where $g_{1}=g^{3}$. The following are some facts that we need below:
(1) Set $\alpha^{\prime}:=\alpha-u_{1} \mu_{B}$. We deduce that $g\left(\alpha^{\prime}\right)-\alpha^{\prime}=\lambda_{C} u+\lambda \mu_{C}$ from the facts $u_{1}^{g}-u_{1}=\nu$ and $\nu=\mu_{B}^{-1}\left(\alpha^{g}-\alpha-\lambda_{C} u-\lambda \mu_{C}\right)$. Since $u-u^{g} \in \mathbb{F}_{3^{l}}^{*}$ and $(g-1)^{3}=g_{1}-1$, we further deduce that $g_{1}\left(\alpha^{\prime}\right)-\alpha^{\prime}=(g-1)^{2}\left(\lambda_{C} u+\lambda \mu_{C}\right)=0$, i.e., $\alpha^{\prime} \in \mathbb{F}_{3^{3 l}}$.
(2) Since $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3}}\left(\mu_{B} t_{C} u_{1}\right)=0$, by (5.17) we have $\theta_{0,-t_{C} u_{1}, 0}=g_{1}^{\operatorname{Tr}_{\mathbb{P}_{q} / \mathbb{F}_{3}}\left(-\mu_{B} t_{C} u_{1}\right)}=1$ and $\theta_{0,-t_{C} u_{1}, t_{C}}=\theta_{0,-t_{C} u_{1}, 0} \cdot \sigma_{t_{C}}=g$.
(3) By (5.18), $T\left(0,-t_{C} u_{1}, t_{C}\right)=N_{B}\left(\theta_{0,-t_{C} u_{1}, 0}\right)^{g}+\nu_{C}$. We have $\theta_{0,-t_{C} u_{1}, 0}=1$, so $M\left(-t_{C} u_{1}\right)=N_{B}(1)=0$. It follows that $T\left(0,-t_{C} u_{1}, t_{C}\right)=\nu_{C}$.
Let $\tilde{G}:=\mathfrak{g}_{1}^{-1} \circ G \circ \mathfrak{g}_{1}$ with $\mathfrak{g}_{1}=\left(E\left(0,0,0, u_{1}\right), 1\right) \in \operatorname{P\Gamma Sp}(4, q)_{P}$, and let $\mathfrak{g}_{a, b, c}^{\prime}$ be the element of $\tilde{G}$ that maps $\langle(0,0,0,1)\rangle$ to $\langle(a, b, c, 1)\rangle$. By the analysis in Section 2.2, the group $\tilde{G}$ arises from Theorem 2.1 for some functions $T^{\prime}$ and $\theta^{\prime}$. By exactly the same argument as in the preceding case, we deduce that the subgroup $\tilde{G}_{K}:=\mathfrak{g}_{1}^{-1} \circ G_{K} \circ \mathfrak{g}_{1}$ consists of $\mathfrak{g}_{a, b, c}^{\prime}=\left(\mathcal{M}_{a, b, c}^{\prime}, \theta_{a, b, c}^{\prime}\right)$ with $a, b \in \mathbb{F}_{q}, c \in K$, where $\theta_{a, b, c}^{\prime}=g_{1}^{\frac{1}{2} Q(c)+\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\alpha^{\prime} c+\mu_{B} b\right)}$
and $\mathcal{M}^{\prime}(a, b, c)=E\left(a, b, c, S_{2}(c)\right)$. Similarly, $\mathfrak{g}_{0,0, t_{C}}^{\prime}=\mathfrak{g}_{1}^{-1} \circ \mathfrak{g}_{0,-t_{C} u_{1}, t_{C}} \circ \mathfrak{g}_{1}$, and its Frobenius part is $g$ by the fact (2) above. We compare their matrix parts and get $T^{\prime}\left(0,0, t_{C}\right)=\nu_{C}-g\left(u_{1}\right)+u_{1}=S_{2}\left(t_{C}\right)$, where we used the fact (3) above. By changing the notation $S_{2}$ to $S_{1}$ for consistency, we see that $\tilde{G}=\mathfrak{g}_{1}^{-1} \circ G \circ \mathfrak{g}_{1}$ takes the form in Construction 2.9. This establishes the conjugacy claim for Construction 7.12.

To conclude, we have now established the conjugacy claims for all constructions. This completes the proof of Theorem 2.10.

### 8.2. The group invariants of the point regular groups

Our first goal in this subsection is to show that the four constructions in general yield non-isomorphic point regular groups. We start with some properties of $G$.

Lemma 8.1. In each of Constructions 2.6-2.9, we have $T(x, y, z)=S_{1}(z)$.
Proof. This is clear for the first three constructions, so assume that we are in the case of Construction 2.9. Since the $s_{i}$ 's are in $\mathbb{F}_{3^{l}}$, we have $S_{1}(g(x))=g\left(S_{1}(x)\right)$ for $x \in \mathbb{F}_{q}$, i.e., $S_{1}$ and $g$ commutes. Since $G=\left\langle G_{K}, \mathfrak{g}_{0,0, t_{C}}\right\rangle$, for each triple $(x, y, z)$, there exist $a, b \in \mathbb{F}_{q}, c \in K$ and $i \geq 0$ such that $\mathfrak{g}_{x, y, z}=\mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{0,0, t_{C}}^{i}$. By direct expansion using the calculations in Remark 2.5 and the fact that $S_{1}$ and $g$ commutes, this equation yields $z=g^{i}(c)+\sum_{k=0}^{i-1} g^{k}\left(t_{C}\right)$ and $T(x, y, z)=S_{1}(z)$. This proves the claim.

Lemma 8.2. Let $G$ be a group in either of Constructions 2.6-2.9. Let $G_{F}$ be the subgroup

$$
\begin{equation*}
G_{F}:=\left\{\mathfrak{g}_{a, b, c}: \theta_{a, b, c}=1\right\} \tag{8.1}
\end{equation*}
$$

and set $U:=\left\{c \in \mathbb{F}_{q}: \theta_{a, b, c}=1\right.$ for some $\left.a, b \in \mathbb{F}_{q}\right\}$.
(P1) The set $U=\mathbb{F}_{q}$ for Constructions 2.6 and 2.8, and $U$ is an $\mathbb{F}_{p}$-subspace of codimension 1 for Constructions 2.7 and 2.9.
(P2) For $\mathfrak{g}_{a, b, c} \in G_{F}$, it has order $p$ or $p^{2}$, and the latter occurs if and only if $p=3$ and $S_{1}(c) \neq 0$.

Proof. The claim (P1) follows by a case by case check and we omit the details. Set $T_{1}:=$ $T(a, b, c)$ and $\mathfrak{g}_{a_{i}, b_{i}, c_{i}}:=\mathfrak{g}_{a, b, c}^{i}$. By using the calculations in Remark 2.5, we deduce from $\mathfrak{g}_{a_{i+1}, b_{i+1}, c_{i+1}}=\mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{a_{i}, b_{i}, c_{i}}$ that $c_{i+1}=c_{i}+c, b_{i+1}=b_{i}+c_{i} T_{1}$ and $a_{i+1}=a_{i}-b_{i} c+c_{i} b-c_{i} c T_{1}$ for $i \geq 0$. Since $a_{0}=b_{0}=c_{0}=0$, we deduce that

$$
c_{i}=i c, b_{i}=i b+\frac{(i-1) i}{2} c T_{1}, a_{i}=i a-\frac{\left(i^{2}-1\right) i}{6} c^{2} T_{1} .
$$

In particular, $\mathfrak{g}_{a, b, c}^{p}=\mathfrak{g}_{x, 0,0}$ with $x=-\frac{\left(p^{2}-1\right) p}{6} c^{2} S_{1}(c)$, and $\mathfrak{g}_{a, b, c}^{p^{2}}=\mathfrak{g}_{x, 0,0}^{p}=1$. Since $p$ is odd, $\frac{\left(p^{2}-1\right) p}{6}$ is nonzero in $\mathbb{F}_{p}$ if and only if $p=3$. Moreover, $S_{1}$ is additive, so $c S_{1}(c) \neq 0$ if and only if $S_{1}(c) \neq 0$. Therefore, $\mathfrak{g}_{a, b, c}$ has order $p^{2}$ if and only if $p=3$ and $S_{1}(c) \neq 0$. This establishes the claim (P2).

Theorem 8.3. Let $G$ be the group in either of Constructions 2.6-2.9.
(a) In Construction 2.6, $\exp (G)=p$ or $p^{2}$, and the latter occurs if and only if $p=3$ and $S_{1}$ is not the zero map.
(b) In Construction 2.7 and 2.8, $\exp (G)=p^{2}$ or $p^{3}$, and the latter occurs if and only if $p=3$ and the restriction of $S_{1}$ to $\mathbb{F}_{3^{l}}$ is not the zero map.
(c) In Construction 2.9, $\exp (G)=3^{3}$ or $3^{4}$, and the latter occurs if and only if the restriction of $S_{1}$ to $\mathbb{F}_{3^{l}}$ is not the zero map.

Proof. The analysis of each construction is similar, and we only explain the case of Construction 2.9 in detail. Let $G_{F}$ be as in (8.1), and define $\psi: G \rightarrow \operatorname{Aut}\left(\mathbb{F}_{q}\right), \mathfrak{g}_{a, b, c} \mapsto \theta_{a, b, c}$. Then $G_{F}=\operatorname{ker}(\psi)$. We first make some observations.
(1) $\mathbb{F}_{q}=\left\langle K, t_{C}\right\rangle_{\mathbb{F}_{3}}$, since $t_{C} \notin K$ and $K$ has codimension 1. Moreover, $\left\langle t_{C}+K\right\rangle_{\mathbb{F}_{3}}$ contains $t_{C}$ and thus also $K$, so it equals $\mathbb{F}_{q}$.
(2) Since $\left[G: G_{K}\right]=3$ and $G_{K}=\left\{\mathfrak{g}_{a, b, c}: a, b \in \mathbb{F}_{q}, c \in K\right\}$, we have $G_{K} \circ \mathfrak{g}_{0,0, t_{C}}=$ $\left\{\mathfrak{g}_{a, b, t_{C}+g(c)}: a, b \in \mathbb{F}_{q}, c \in K\right\}$.
(3) Since $\operatorname{Im}(\psi)=\langle g\rangle$ has order 9 , we have $\mathfrak{g}^{9} \in G_{F}$ for any $\mathfrak{g} \in G$.

We claim that if $\left.S_{1}\right|_{\mathbb{F}_{3} l} \neq 0$, then there is $c \in K$ such that $S_{1}(w) \neq 0$, where $w=$ $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3^{l}}}\left(t_{C}+c\right)$. Otherwise, $t_{C}+K$ is in the kernel of the $\mathbb{F}_{3}$-linear map $x \mapsto S_{1}\left(\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3 l}}(x)\right)$, and so $\left\langle t_{C}+K\right\rangle_{\mathbb{F}_{3}}=\mathbb{F}_{q}$ is also in the kernel. Since the trace map is surjective, we get a contradiction $\mathbb{F}_{3^{l}} \subseteq \operatorname{ker}\left(S_{1}\right)$. This proves the claim.

Let $(x, y, z)$ be a triple, and write $g^{i}=\theta_{x, y, z}, \mathfrak{g}_{u, v, w}=\mathfrak{g}_{x, y, z}^{9}$. We have $\mathfrak{g}_{u, v, w} \in G_{F}$ by (3). We also deduce that $w=\sum_{k=0}^{8} g^{i k}(z)$ by expansion. If further $z=t_{C}+g(c)$ for some $c \in K$, then $\mathfrak{g}_{x, y, z} \in G_{K} \circ \mathfrak{g}_{0,0, t_{C}}$ by (2) and so $\theta_{x, y, z}=g^{1+3 j}$ for some $j$; correspondingly, $w=\sum_{k=0}^{8} \theta_{x, y, z}^{k}(z)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3 l} l}\left(t_{C}+c\right)$ by the fact $\sum_{k=0}^{8} g^{k}(z)=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3 l} l}(z)$.

We claim that $3^{3} \leq \exp (G) \leq 3^{4}$. Since $\mathfrak{g}_{u, v, w}=\mathfrak{g}_{x, y, z}^{9}$ is in $G_{F}$, it has order at most $3^{2}$ by (P2) of Lemma 8.2, so $\exp (G) \leq 3^{4}$. On the other hand, there exists $c \in K$ such that $\lambda:=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3^{l}}}\left(t_{C}+c\right) \neq 0$ by (1). By the preceding paragraph, we have $\mathfrak{g}_{0,0, t_{C}+c}^{9}=\mathfrak{g}_{u, v, \lambda}$ for some $u, v$, and so $\mathfrak{g}_{0,0, t_{C}+c}$ has order at least $3^{3}$. This proves the claim.

It remains to decide when there will be a triple $(x, y, z)$ such that $\mathfrak{g}:=\mathfrak{g}_{x, y, z}$ has order $3^{4}$. This is the case if and only if $\theta_{x, y, z}$ has order 9 and $\mathfrak{g}_{u, v, w}=\mathfrak{g}^{9}$ also has order 9 by (3). Suppose that both conditions are true. Since $\left[G: G_{K}\right]=3$, by replacing $\mathfrak{g}$ with $\mathfrak{g}^{-1}$ if necessary, we can assume that $\mathfrak{g} \in G_{K} \circ \mathfrak{g}_{0,0, t_{C}}$. It follows that $z=t_{C}+g(c)$ for some $c \in K$ by (2), and correspondingly $w=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{3 l}}\left(t_{C}+c\right) \in \mathbb{F}_{3^{l}}$ as we showed. The element $\mathfrak{g}_{u, v, w}$ has order 9 if and only if $S_{1}(w) \neq 0$ by (P2) of Lemma 8.2. There is no such element if $\left.S_{1}\right|_{\mathbb{F}_{3} l} \equiv 0$. If $S_{1}$ is not constantly zero on $\mathbb{F}_{3^{l}}$, we showed earlier that there is $c \in K$ such that $S_{1}(w) \neq 0$, and so $\mathfrak{g}_{0,0, t_{C}+g(c)}^{9}$ has order 9 . The claim now follows.

Theorem 8.3 does not help to distinguish Construction 2.7 and Construction 2.8. We compute their Thompson subgroups which will do the work in general. Let $G$ be a group in either of Constructions 2.6-2.9. Take $\mathfrak{g}_{a, b, c} \in G$. For $\mathfrak{g}_{x, y, z} \in C_{G}\left(\mathfrak{g}_{a, b, c}\right)$, by Theorem 2.1 we deduce from $\mathfrak{g}_{a, b, c} \circ \mathfrak{g}_{x, y, z}=\mathfrak{g}_{x, y, z} \circ \mathfrak{g}_{a, b, c}$ that

$$
\begin{align*}
a^{\theta_{2}}+x-b^{\theta_{2}} z+c^{\theta_{2}} y-c^{\theta_{2}} z S_{1}(z) & =x^{\theta_{1}}+a-c y^{\theta_{1}}+b z^{\theta_{1}}-c z^{\theta_{1}} S_{1}(c) ; \\
b^{\theta_{2}}+y+c^{\theta_{2}} S_{1}(z) & =b+y^{\theta_{1}}+z^{\theta_{1}} S_{1}(c)  \tag{8.2}\\
c^{\theta_{2}}+z & =c+z^{\theta_{1}}
\end{align*}
$$

where $\theta_{1}=\theta_{a, b, c}, \theta_{2}=\theta_{x, y, z}$. Here we used the fact $T(x, y, z)=S_{1}(z)$ in Lemma 8.1.

Theorem 8.4. Let $G$ be the group in either of Construction 2.7 or Construction 2.8, and assume that $1<\operatorname{deg}\left(S_{1}\right)<q / p$. Then the Thompson subgroup of $G$ is $J(G)=\left\{\mathfrak{g}_{a, b, 0}\right.$ : $\left.a, b \in \mathbb{F}_{q}, \theta_{a, b, 0}=1\right\}$, which has size $q^{2}$ in the former case and $q^{2} / p$ in the latter case.

Proof. We only deal with the case of Construction 2.8 here, and the other case is similar. Let $d$ be the largest order of an abelian subgroup of $G$. It is routine to check that $G_{a b}:=\left\{\mathfrak{g}_{a, b, 0}: a, b \in \mathbb{F}_{q}, \theta_{a, b, 0}=1\right\}$ is an abelian subgroup of order $q^{2} / p$, so $d \geq q^{2} / p$.

We first show that $J(G) \leq G_{F}$, where $G_{F}$ is the set of elements of $G$ with a trivial Frobenius part. This is achieved by showing that any abelian subgroup of order $d$ is contained in $G_{F}$. Suppose to the contrary that $H$ is an abelian subgroup of order $d$ which contains an element $\mathfrak{g}_{a, b, c} \in G$ with $\theta_{a, b, c}=g^{i} \neq 1$. The subgroup $C_{G}\left(\mathfrak{g}_{a, b, c}\right)$ contains $H$, so should have size at least $d \geq q^{2} / p$. We now estimate the size of $C_{G}\left(\mathfrak{g}_{a, b, c}\right)$ in an alternative way. Fix an integer $j, 0 \leq j \leq p-1$. Suppose that $\mathfrak{g}_{x, y, z} \in C_{G}\left(\mathfrak{g}_{a, b, c}\right)$ has Frobenius part $\theta_{x, y, z}=g^{j}$. By the third equation in (8.2), we have $z^{g^{i}}-z=-c^{g^{j}}+c$. This equation in $z$ has at most $p^{l}$ solutions, since $o\left(g^{i}\right)=p$ and $q=p^{p l}$. For a given $z$, the second equation in (8.2) has at most $p^{l}$ solutions in the variable $y$ for the same reason. Similarly, for a given pair $(y, z)$, the first equation in (8.2) has at most $p^{l}$ solutions in $x$. In total, we see that $\left|C_{G}\left(\mathfrak{g}_{a, b, c}\right)\right| \leq p^{3 l+1}$. This number is less than $q^{2} / p=p^{2 p l-1}$ by the fact $(2 p-3) l \geq 3$. This proves the claim.

We next show that $J(G) \leq G_{a b}$. As in the previous paragraph, it suffices to show that for any $\mathfrak{g}_{a, b, c} \in G_{F}$ with $c \neq 0$ its centralizer in $G_{F}($ not $G)$ has size smaller that $q^{2} / p$. For $\mathfrak{g}_{x, y, z} \in C_{G_{F}}\left(\mathfrak{g}_{a, b, c}\right)$, it has a trivial Frobenius part, and the equations in (8.2) reduce to $c S_{1}(z)-z S_{1}(c)=0$ and $2 y=2 b c^{-1} z+z S_{1}(z)-z S_{1}(c)$. Recall that $S_{1}$ is $\mathbb{F}_{p}$-linear. By the restriction on $\operatorname{deg}\left(S_{1}\right)$, we see that there are at most $q / p^{2}$ such $(y, z)$ pairs. Therefore, $C_{G_{F}}\left(\mathfrak{g}_{a, b, c}\right)$ has size at most $q^{2} / p^{2}$ as desired. This proves the claim.

Since $G_{a b}$ is abelian, we conclude that $J(G)=G_{a b}$ and it is the unique maximal abelian subgroup of order $q^{2} / p$. This completes the proof.

Our next goal is to bound the nilpotency class of $G$. We start with the center of $G$. Recall that $G_{A}=\left\{\mathfrak{g}_{a, 0,0,}: a \in \mathbb{F}_{q}\right\}$, cf. Notation 2.1.

Lemma 8.5. Let $G$ be the group in either of Constructions 2.6-2.9. Then its center is $Z(G)=\left\{\mathfrak{g}_{a, 0,0}: a \in \mathbb{F}_{p^{l}}\right\}$.

Proof. Take $\mathfrak{g}_{a, b, c} \in Z(G)$, and set $\theta_{1}:=\theta_{a, b, c}$. The equations in (8.2) hold for all triple $(x, y, z)$ 's. First, we claim that $\theta_{1}=1$. Suppose that $\theta_{1} \neq 1$. For a triple $(x, y, z)$ such that $\theta_{2}:=\theta_{x, y, z}$ equals 1 , the third equation in (8.2) reduces to $z=z^{\theta_{1}}$, i.e., $z$ lies in a proper subfield of $\mathbb{F}_{q}$. In particular, there are at most $\sqrt{q} z$ 's such that there is a triple $(x, y, z)$ with $\theta_{x, y, z}=1$. On the other hand, this number is at least $q / p$ by the property (P1) in Lemma 8.2: a contradiction. This proves the claim.

Next, we show that $c=0$. Take $(x, y, z)=\left(0, y_{0}, 0\right)$ for a nonzero element $y_{0}$ such that $\theta_{0, y_{0}, 0}=1$. The first equation in (8.2) reduces to $2 c y_{0}=0$, which gives $c=0$.

By the facts $\theta_{1}=1$ and $c=0$, the equations in (8.2) reduce to $a^{\theta_{2}}-b^{\theta_{2}} z=a+b z$ and $b^{\theta_{2}}=b$, where $\theta_{2}=\theta_{x, y, z}$. For any triple $(x, y, z)$ with $z \neq 0$ and $\theta_{x, y, z}=1$, we deduce from the first equation that $2 b z=0$, so $b=0$. The equations in (8.2) further reduce to $a^{\theta_{x, y, z}}=a$ for all $x, y, z \in \mathbb{F}_{q}$. That is, $a^{g}=a$. This completes the proof.

Let $g \in \operatorname{Aut}\left(\mathbb{F}_{q}\right)$ be such that $g(x)=x^{p^{l}}, x \in \mathbb{F}_{q}$. We regard $\mathbb{F}_{q}$ as an $\mathbb{F}_{3^{l}}[\langle g\rangle]$-modules. Set $R_{0}:=\mathbb{F}_{q}$, and $R_{i}:=\left\{(1-g)^{i}(x): x \in \mathbb{F}_{q}\right\}$ for $1 \leq i \leq p^{e}$. By Lemma 3.2 and the fact that $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p^{l}}}(x)=(1-g)^{p^{e}-1}(x)$, we have $R_{p^{e}-1}=\mathbb{F}_{p^{l}}$. There is a short exact sequence of $\mathbb{F}_{3^{l}}[\langle g\rangle]$-module homomorphisms

$$
0 \longrightarrow \mathbb{F}_{p^{l}} \xrightarrow{1} R_{i} \xrightarrow{1-g} R_{i+1} \longrightarrow 0,
$$

for each $0 \leq i \leq p^{e}-1$. It follows that $\operatorname{dim}_{\mathbb{F}_{p}} R_{i}=\left(p^{e}-i\right) l$; in particular, $R_{p^{e}}=0$. In the sequel, we write $x \equiv y\left(\bmod R_{i}\right)$ if $x-y \in R_{i}$.
Lemma 8.6. Let $G$ be the group in either of Constructions 2.6-2.9, and let $p^{e}$ be the order of $g$. For the last three constructions, further assume that $l>1$. For $1 \leq i \leq p^{e}$, we have $Z_{i}(G):=\left\{\mathfrak{g}_{a, 0,0}: a \in(1-g)^{p^{e}-i}\left(\mathbb{F}_{q}\right)\right\}$. In particular, $Z_{p^{e}}(G)=G_{A}$.

Proof. The case $i=1$ follows from Lemma 8.5 and the fact $R_{p^{e}-1}=\mathbb{F}_{p^{l}}$. Assume that $1 \leq i \leq p^{e}-1$. By a similar argument to that preceding Theorem 8.4, we see that $\mathfrak{g}_{a, b, c} \in Z_{i+1}(G)$ if and only if

$$
\begin{align*}
a^{\theta_{2}}+x-b^{\theta_{2}} z & +c^{\theta_{2}} y-c^{\theta_{2}} z S_{1}(z)  \tag{8.3}\\
& \equiv x^{\theta_{1}}+a-c y^{\theta_{1}}+b z^{\theta_{1}}-c z^{\theta_{1}} S_{1}(c) \quad\left(\bmod R_{p^{e}-i}\right)
\end{align*}
$$

and the last two equations of (8.2) hold for all $x, y, z$, where $\theta_{1}=\theta_{a, b, c}, \theta_{2}=\theta_{x, y, z}$.
Suppose that $\mathfrak{g}_{a, b, c} \in Z_{i+1}(G)$. By the same argument as in the proof of Lemma 8.5, we deduce that $\theta_{1}=1$. We claim that $c=0$. In the first two constructions, $\theta_{0, y_{0}, 0}=1$ for all $y_{0} \in \mathbb{F}_{q}$; in the last two constructions, there are $q / p y_{0}$ 's in $\mathbb{F}_{q}$ such that $\theta_{0, y_{0}, 0}=1$. Take $(x, y, z)=\left(0, y_{0}, 0\right)$ for such an element $y_{0}$, (8.3) reduces to $2 c y_{0} \in R_{p^{e}-i}, 1 \leq i \leq p^{e}-1$. If $c \neq 0$, this leads to a contradiction by comparing sizes. Here we used the assumption $l>1$ for the last two constructions. This proves the claim.

By the facts $\theta_{1}=1$ and $c=0$, the conditions now reduce to $b^{\theta_{x, y, z}}=b$ and $2 b z \equiv$ $a^{\theta_{x, y, z}}-a\left(\bmod R_{p^{e}-i}\right)$. Let $G_{F}$ and $U$ be as in Lemma 8.2. We consider two separate cases according as $i=p^{e}-1$ or not.
(1) First consider the case $i<p^{e}-1$. For each $z \in U$, take a triple $(x, y, z)$ with $\theta_{x, y, z}=1$, and (8.3) reduces to $2 b z \in R_{p^{e}-i}$. By (P1) of Lemma 8.2, we deduce a contradiction by comparing sizes if $b \neq 0$. Hence $b=0$. The conditions further reduce to $a^{\theta_{x, y, z}}-a \in R_{p^{e}-i}$ for all $x, y, z$, or equivalently, $a^{g}-a \in R_{p^{e}-i}$. This holds if and only if $a \in R_{p^{e-i-1}}$ as desired.
(2) Next consider the case $i=p^{e}-1$. In this case, $a^{g^{k}}-a=\left(g^{k}-1\right)(a)$ is always contained in $R_{1}=R_{p^{e}-i}$ for $k \geq 0$, so the conditions reduce to $b^{\theta_{x, y, z}}=b$ and $2 b z \in R_{1}$ for all $x, y, z \in \mathbb{F}_{q}$. It follows that $b=0$.
This completes the proof.
Take the same notation and assumption as in Lemma 8.6. By [2, (9.7)], the nilpotency class of $H$ equals 1 plus that of $H / Z(H)$ for any nilpotent group $H$. Inductively, the nilpotency class of $H$ equals $i$ plus that of $H / Z_{i}(H)$. By Lemma 8.6, the nilpotency class of $G$ equals $p^{e}$ plus that of $G / G_{A}$, where $p^{e}=o(g)$. We now consider the nilpotency class of $\bar{G}:=G / G_{A}=\left\{\overline{\mathfrak{g}_{a, b, c}}: a, b, c \in \mathbb{F}_{q}\right\}$. We make the observation that $\overline{\mathfrak{g}_{a, b, c}}$ lies in $Z(\bar{G})$ if and only if the last three equations in (8.2) hold for all $y, z \in \mathbb{F}_{q}$.

Theorem 8.7. If $G$ is the group in Construction 2.6, then its nilpotency class is 2 or 3, and the latter occurs if and only if $\operatorname{deg}\left(S_{1}\right)>1$.

Proof. In this case, we have $o(g)=p^{e}=1$. Since $\overline{\mathfrak{g}_{a, b, c}}$ is independent of $a$, we write $\overline{\mathfrak{g}}_{b, c}:=\overline{\mathfrak{g}}_{a, b, c}$ for short. Suppose that $\overline{\mathfrak{g}}_{b, c} \in Z(\bar{G})$. Since $\theta_{x, y, z} \equiv 1$, the last two equations in (8.2) reduce to $c S_{1}(z)=z S_{1}(c)$ for all $z \in \mathbb{F}_{q}$. If $c \neq 0$, then $S_{1}(z)=c^{-1} S_{1}(c) z$, so $\operatorname{deg}\left(S_{1}\right) \leq 1$. Therefore, $Z(\bar{G})=\left\{\overline{\mathfrak{g}}_{b, 0}: b \in \mathbb{F}_{q}\right\}$ if $\operatorname{deg}\left(S_{1}\right)>1 ;$ moreover, $\bar{G} / Z(\bar{G})$ is abelian in this case, i.e., $Z_{2}(\bar{G})=\bar{G}$. If $\operatorname{deg}\left(S_{1}\right) \leq 1$, then $Z(\bar{G})=\bar{G}$, since $c S_{1}(z)=z S_{1}(c)$ holds for all $c, z \in \mathbb{F}_{q}$ in this case. This completes the proof.

For the last three constructions, the nilpotency class of the group $G$ varies in a large range, cf. Table 2. It is infeasible to give an explicit description of the nilpotency class in general, so instead we give a reasonably tight bound under the assumption $l>1$. In the sequel, we change our strategy and consider the lower central series of $\bar{G}=G / G_{A}$. We introduce a chain of subgroups of $\bar{G}$ as follows:

$$
\begin{equation*}
\bar{G}_{i}:=\left\{\overline{\mathfrak{g}_{a, b, c}}: a, b \in \mathbb{F}_{q}, c \in R_{i}\right\}, \quad 1 \leq i \leq p^{e}, \tag{8.4}
\end{equation*}
$$

where $R_{i}=(1-g)^{i}\left(\mathbb{F}_{q}\right)$. In particular, $\bar{G}_{p^{e}}=\bar{G}_{B}$, where $G_{B}=\left\{\mathfrak{g}_{0, b, 0}: b \in \mathbb{F}_{q}\right\}$. They will help to distinguish the entries of the lower central series $\left\{\gamma_{i}(\bar{G})\right\}$ of $\bar{G}$.

Take $\overline{\mathfrak{g}_{a, b, c}} \in \bar{G}$. For $x, y, z \in \mathbb{F}_{q}$, we set $\overline{\mathfrak{g}_{u, v, w}}:=\overline{\mathfrak{g}}_{a, b, c}-1 \circ \overline{\mathfrak{g}_{x, y, z}}-1 \circ \overline{\mathfrak{g}_{a, b, c}} \circ \overline{\mathfrak{g}_{x, y, z}}$. Here we are only concerned with the coordinate $w$, which we compute as

$$
\begin{equation*}
w=\left(\theta_{0, y, z}-1\right)(c)-\left(\theta_{0, b, c}-1\right)(z) . \tag{8.5}
\end{equation*}
$$

Theorem 8.8. Let $G$ be the group in either of Constructions 2.7-2.9, let $p^{e}$ be the order of $g$, and assume $l>1$. Then the nilpotency class of $G$ lies in the range $\left[2 p^{e}, 3 p^{e}\right]$.

Proof. By Lemma 8.6, it suffices to show that the nilpotency class of $\bar{G}=G / G_{A}$ lies in the range $\left[p^{e}, 2 p^{e}\right]$. Let $U=\left\{c \in \mathbb{F}_{q}: \theta_{a, b, c}=1\right.$ for some $\left.a, b \in \mathbb{F}_{q}\right\}$ be as in Lemma 8.2, write $\overline{\mathfrak{g}}_{b, c}:=\overline{\mathfrak{g}_{a, b, c}}$ for short, and let $G_{i}$ be as defined in (8.4). We have $e \geq 1$ in each of the three constructions.

We claim that $\gamma_{i}(\bar{G})$ is contained in $\bar{G}_{i-1}$ but not in $\bar{G}_{i}$ for $2 \leq i \leq p^{e}$, and $\gamma_{p^{e}+1}(\bar{G})$ is contained in $\bar{G}_{p^{e}}=\bar{G}_{B}$. We prove this by induction.
(1) First consider the case $i=2$. By the property (P1) and the assumption $l>1$, there exists $c \in U \backslash R_{1}$ by comparing sizes. Since $\theta_{a, b, c}$ is independent of $a$ by (5.17), there exists $b \in \mathbb{F}_{q}$ such that $\theta_{a, b, c}=\theta_{0, b, c}=1$ for such a $c$. For such a pair $(b, c)$ and $(y, z)=\left(0, t_{C}\right)$, we have $w=c^{g}-c$, where $w$ is as defined in (8.5). The element $w$ lies in $R_{1} \backslash R_{2}$, i.e., $\left[\overline{\mathfrak{g}}_{b, c}, \overline{\mathfrak{g}}_{0, t_{C}}\right] \in \bar{G}_{1} \backslash \bar{G}_{2}$. On the other hand, for any $(b, c)$ and ( $y, z$ ), the corresponding $w$ always lies in $R_{1}$. This proves the case $i=2$.
(2) Suppose that the claim has been established for $2 \leq i \leq p^{e}-1$. Take $\overline{\mathfrak{g}}_{b, c} \in \gamma_{i}(\bar{G})$. We have $\theta_{0, b, c}=1$, since $\gamma_{i}(\bar{G})$ is contained in $\bar{G}^{\prime}$. The equation (8.5) reduces to $w=\left(\theta_{0, y, z}-1\right)(c)$, which always lies in $R_{i}$ by induction. There exists $\overline{\mathfrak{g}}_{b, c} \in \gamma_{i}(\bar{G})$ with $c \in R_{i-1} \backslash R_{i}$ by induction. Take $(y, z)=\left(0, t_{C}\right)$, and correspondingly $w=$ $(g-1)(c)$. This element $w$ lies in $R_{i} \backslash R_{i+1}$. This proves the case $i+1$.

The claim on $\gamma_{p^{e}+1}(\bar{G})$ is proved in the same way as in (2). This completes the proof of the claim. In particular, $\gamma_{p^{e}+1}(\bar{G})$ is contained in the group $\bar{G}_{B}$, while $\gamma_{p^{e}}(\bar{G})$ is not. This gives the lower bound on the nilpotency class of $\bar{G}$.

The subgroup $\gamma_{p^{e}+1}(\bar{G})$ is contained in $\bar{G}^{\prime}$, and thus has a trivial Frobenius part. Since it is also in $\bar{G}_{B}$, it is a subgroup of $H:=\left\{\overline{\mathfrak{g}}_{b, 0}: \theta_{0, b, 0}=1\right\}$ of $\bar{G}_{B}$. Let $K_{B}$ be the set of $b \in \mathbb{F}_{q}$ such that $\overline{\mathfrak{g}}_{b, 0} \in H$. In Construction 2.7, we have $K_{B}=\mathbb{F}_{q}$. In Construction 2.8 and 2.9, we have $K_{B}=\left\{b: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}\left(\mu_{B} b\right)=0\right\}$. We define $E_{0}(H):=H$, and inductively $E_{i+1}(H):=\left[E_{i}(H), \bar{G}\right]$ for $i \geq 1$. It is routine to check that $\overline{\mathfrak{g}}_{b, 0}^{-1} \circ \overline{\mathfrak{g}}_{y, z}^{-1} \circ \overline{\mathfrak{g}}_{b, 0} \circ \overline{\mathfrak{g}}_{y, z}=$ $\overline{\mathfrak{g}}_{-b+b^{\theta} 0, y, z, 0}$. It readily follows by induction that $E_{i}(H)=\left\{\overline{\mathfrak{g}}_{b, 0}: b \in(1-g)^{i}\left(K_{B}\right)\right\}$ for $1 \leq i \leq p^{e}$. In particular, $E_{p^{e}}(H)=\{1\}$. From $\gamma_{p^{e}+1}(\bar{G}) \leq E_{0}(H)$, we deduce that $\gamma_{p^{e}+i}(\bar{G}) \leq E_{i-1}(H)$ for $i \geq 1$ by induction. Since $E_{p^{e}}(H)=\{1\}$, we have $\gamma_{2 p^{e}+1}(\bar{G})=1$. This gives the desired upper bound on the nilpotency class of $\bar{G}$.

In Table 2, we have listed some explicit values of nilpotency classes for some special cases of Constructions 2.7 and 2.8. We demonstrate the calculations by the following example, and omit the details for the other cases in the table.

Example 8.9. We give the upper central series of the group $G$ arising from Construction 2.7 in some special cases that are listed in Table 2. The terms $Z_{i}(G), 1 \leq i \leq p$, have been determined in Lemma 8.6, so we do not list them below. Recall that $q=p^{p l}, g(x)=x^{p^{l}}$, and we set $\mu_{C}=1, K=\left\{x \in \mathbb{F}_{q}: \operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{p}}(x)=0\right\}$. Further assume that $l>1$. As usual, set $R_{0}:=\mathbb{F}_{q}$ and $R_{i}:=(1-g)^{i}\left(\mathbb{F}_{q}\right)$ for $1 \leq i \leq p$.
(1) If $S_{1}(z) \equiv 0$, then

$$
Z_{p+i}(G)=\left\{\mathfrak{g}_{a, b, c}: a \in \mathbb{F}_{q}, b, c \in(1-g)^{p-i}\left(\mathbb{F}_{q}\right)\right\}, \quad 0 \leq i \leq p .
$$

If $S_{1}(z)=z^{p^{k}}$ with $l \nmid k$, then

$$
\begin{align*}
Z_{p+i}(G) & =\left\{\mathfrak{g}_{a, b, 0}: a \in \mathbb{F}_{q}, b \in R_{p-i}\right\}, \quad 0 \leq i \leq p  \tag{2}\\
Z_{2 p+i}(G) & =\left\{\mathfrak{g}_{a, b, c}: a, b \in \mathbb{F}_{q}, c \in R_{p-i}\right\}, \quad 0 \leq i \leq p
\end{align*}
$$

(3) If $S_{1}(z)=(1-g)^{k}(z)$ for $1 \leq k \leq p-1$, then the expression of $Z_{p+i}(G), 1 \leq i \leq p-k$, is the same as in case (2), and

$$
\begin{aligned}
Z_{2 p-k+j}(G) & =\left\{\mathfrak{g}_{a, b, c}: a \in \mathbb{F}_{q}, b \in R_{k-j}, c \in R_{p-j}\right\}, \quad 1 \leq j \leq k \\
Z_{2 p+j}(G) & =\left\{\mathfrak{g}_{a, b, c}: a, b \in \mathbb{F}_{q}, c \in R_{p-k-j}\right\}, \quad 1 \leq j \leq p-k
\end{aligned}
$$

## 9. Concluding remarks

In this paper, we have determined all the point regular groups of the Payne derived quadrangle $\mathcal{Q}^{P}$ of the classical symplectic quadrangle $\mathcal{Q}=W(q)$ in the case $q$ is odd. We have considered the isomorphism issues amongst the different constructions by calculating their group invariants such as exponents and Thompson subgroups. We also have obtained tight upper and lower bounds on the nilpotency classes of the resulting groups. As a corollary, we see that the finite groups that act regularly on the points of a finite generalized quadrangle can have unbounded nilpotency class. Prior to our work, the only
known such groups have nilpotency class at most 3 except for computer data for some groups of small orders.

In Section 5, we have also determined all the point regular subgroups of $\mathcal{Q}^{P}$ contained in $\operatorname{PGL}(4, q)$ in the case $q$ is even and $q \geq 5$. There are parallel results to Constructions 2.7-2.9 in the even characteristic case, which we do not include here. Furthermore, computer data indicates that there are examples with $r_{A, B}=2$ when $q=2^{4}$. It remains a challenging problem to fully classify the even characteristic case.
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