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Abstract

We show a first-order asymptotics result for the number of galled networks with n leaves. This
is the first class of phylogenetic networks of large size for which an asymptotic counting result of
such strength can be obtained. In addition, we also find the limiting distribution of the number of
reticulation nodes of a galled networks with n leaves chosen uniformly at random. These results are
obtained by performing an asymptotic analysis of a recent approach of Gunawan, Rathin, and Zhang
(2020) which was devised for the purpose of (exactly) counting galled networks. Moreover, an old
result of Bender and Richmond (1984) plays a crucial role in our proofs, too.

1 Introduction and Results

Over the last few decades, phylogenetic networks have become a fundamental tool in evolutionary biol-
ogy. Their now wide-spread usage makes it necessary to understand their basic combinatorial properties
such as counting them or understanding the distribution of shape parameters when they are picked uni-
formly at random. Several recent papers have been dedicated to such studies; see [2, 3, 4, 12, 6, 7, 11, 14].
The goal of this paper is to prove asymptotic counting results and investigate the stochastic behavior of
shape parameters of galled networks which will be defined below.

First, a (binary, rooted) phylogenetic network with n leaves is defined as connected, rooted directed
acyclic graph (DAG) whose nodes can be classified into four categories:

(a) a root of indegree 0 and outdegree 1;

(b) leaves which are nodes of indegree 1 and outdegree 0 and which are bijectively labeled with
1, . . . , n;

(c) tree nodes which are nodes of indegree 1 and outdegree 2;

*MF was partially supported by grant MOST-109-2115-M-004-003-MY2.
†LZ was financially supported by Singapore MOE Tier-1 Research Fund R-146-000-318-114.

1

ar
X

iv
:2

01
0.

13
32

4v
2 

 [
m

at
h.

C
O

] 
 5

 O
ct

 2
02

1



(d) reticulation nodes which are nodes of indegree 2 and outdegree 1.

Note that there are infinite phylogenetic networks with n leaves for n ≥ 2. However, many inter-
esting subclasses of phylogenetic networks contain a finite number of networks, e.g., normal networks,
tree-child networks, galled networks, reticulation-visible networks, etc.; for definitions see, e.g., [15]
and the references therein.

Here, we will investigate the counting-related issues of galled networks. In a phylogenetic network,
a tree cycle is a union of two edge-disjoint paths that are from a tree node to a reticulation node with
all other nodes being tree nodes. Galled networks are defined as phylogenetic networks with every
reticulation node contained in a tree cycle; see Figure 1 for examples.
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Figure 1: (a) A non-galled network, in which the reticulation node at the bottom is not in any tree cycle.
(b) A galled network.

The above listed subclasses of phylogenetic networks are all proved or expected to be significantly
“larger” than the class of binary phylogenetic trees. For instance, for normal and tree-child networks,
their sizes are proved to grow (up to smaller-order terms in the main asymptotics) like n2n (see [12]).
The numbers of the other subclasses above are expected to grow at a similar large speed. This is in
contrast to, e.g., level 1 and level 2 networks or normal and tree-child networks with a fixed number of
reticulation nodes which all grow like nn (see [3, 6, 7]). Note that this is the same speed of growths
as exhibited by binary phylogenetic trees with n leaves; see, e.g., [12]. For all these latter “small”
subclasses, even the precise first-order asymptotics for their numbers is known; see also [3, 6, 7, 12].

On the other hand, for “large” subclasses, the first-order asymptotics is still unknown for all major
classes even though we came quite close in establishing a first-order asymptotic result for the number of
tree-child networks in [9]. In order to recall our result, denote by TCn the number of tree-child networks
with n leaves. Then, we proved in [9] that, as n→∞,

TCn = Θ

(
n−2/3ea1(3n)

1/3

(
12

e2

)n
n2n
)
,

where a1 is the largest root of the Airy function of first kind.
The surprise here was the presence of the stretched exponential ea1(3n)

1/3
in the asymptotics. In the

conclusion of [9], we asked whether such a stretched exponential is also present in the asymptotics of
other “large” subclasses of phylogenetic networks.

In this paper, we show that this guess is wrong for the number of galled networks with n leaves
which we are going to denote by GNn. In fact, this class is the first “large” class for which we are able
to find a precise first-order asymptotic result.
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Theorem 1. For the number GNn of galled networks with n leaves, as n→∞,

GNn ∼
√

2e 4
√
e

4
n−1

(
8

e2

)n
n2n.

As an important intermediate step in the proof of this result, we will also derive the first-order
asymptotics of the number of one-component galled networks which are galled networks where the child
of every reticulation node is a leaf. They are used as a building block in the construction of (general)
galled networks; see [11] and the next section. We will denote the number of one-component galled
networks with n leaves by OGNn throughout this work.

Proposition 1. For the number OGNn of one-component galled networks with n leaves, as n→∞,

OGNn ∼
√

2
√
e

4
n−1

(
8

e2

)n
n2n.

In particular, the fraction of one-component galled networks with n leaves amongst (general) galled
networks with n leaves tends to e−3/8 as n tends to infinity.

Remark 1. (a) The first-order asymptotics of the number of one-component tree-child networks (de-
fined in a similar way as one-component galled networks and denoted by OTCn) was found in
[9], which showed that OTCn is smaller than TCn by an exponential order. Thus, in contrast
to galled networks, the fraction of one-component tree-child networks with n leaves amongst
(general) tree-child networks with n leaves tends to 0 exponentially fast as n tends to infinity.

(b) It was proved in [4] that the classes of one-component galled, reticulation-visible, tree-based, and
phylogenetic networks all collapse into one. Thus, our above result gives the first-order asymp-
totics for all these classes of one-component networks, too.

Our approach for proving Theorem 1 (and Proposition 1) will also allow us, for the first time, to
give a detailed study of shape parameters of random networks, where the random model is the uniform
model, i.e., networks are picked with identical probabilities.

We first need some notations. We call a reticulation node of a galled network inner if its child is not
a leaf. So, for instance, one-component galled networks have no inner reticulation nodes, whereas the
galled network in Figure 1-(b) has exactly one inner reticulation node.

Next, denote byXn the number of inner reticulation nodes of a random galled network with n leaves
and by Yn the total number of reticulation nodes. Then, we have the following limit distribution result.

Theorem 2. The random vector (Xn, n− Yn) weakly tends to a discrete limit distribution (X,Y ), i.e.,
as n→∞,

(Xn, n− Yn)
d−→ (X,Y ),

where d−→ denotes convergence in distribution. Moreover, the limit law of (X,Y ) is given by

P (X = j, Y = k) =
e−7/8

16jj!
[zj−k]e1/(2z)(1 + 2z + 3z2)j , (j ≥ 0, k ≥ −j),

where [zn]f(z) denotes the n-th coefficient in the power series expansion of f(z) centered at 0.

This result has two consequences.

Corollary 1. (i) The number of reticulation nodes Zn of a one-component galled network with n
leaves picked uniformly at random satisfies the following limit distribution result:

n− Zn
d−→ Poi(1/2), (n→∞),

where Poi(λ) denotes the Poisson distribution with parameter λ.
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(ii) The limit distribution X of the number of inner reticulation nodes Xn of a galled network with n
leaves picked uniformly at random is a Poisson distribution with parameter 3/8.

Corollary 2. The mean and the variance of the number of reticulation nodes Yn of a galled network
with n leaves picked uniformly at random satisfies, as n→∞,

E(Yn) = n− 3

8
+ o(1) and Var(Yn) =

3

4
+ o(1).

The proofs of all the above results will rest on a recent approach developed by Guanawan et al.
[11] to count exactly galled networks. Since the approach is crucial in our asymptomic analyses, we will
recap it in the next section. Moreover, we will also give tables for the counts when the number n of leaves
is small with some of the entries correcting those of the corresponding tables from [11]. In Section 3,
we will show inequalities and discuss monotonicity properties which will turn out to be important in the
proof of Proposition 1. In Section 4, we will prove Proposition 1, i.e., derive the first-order asymptotics
of the number of one-component galled networks. Roughly speaking, this result will be deduced from a
recurrence given in [11] and the proof will eventually rest on the Laplace method; see Appendix B.6 in
[5] or Chapter 9 in [10]. In Section 5, we will prove Theorem 1, i.e., derive the first-order asymptotics
of the number of (general) galled networks, by applying the following strategy. First, we will use a
result from [1] to obtain an asymptotic upper bound. Then, with the help of this upper bound, we will
be able to identify the galled networks which asymptotically dominate. Finally, we will derive the first-
order asymptotics of the number of these networks giving a matching lower bound. The insights from
Section 5 will also be crucial for the proof of Theorem 2 which will be presented, together with the
proofs of its corollaries, in Section 6. Finally, in Section 7, we will explain that our approach can also
be used to count dup-trees which are leaf-labeled trees where every label from the label set {1, . . . , n}
can be used at most twice. We will finish the paper with some concluding remarks in Section 8.

2 The Approach of Gunawan, Rathin, and Zhang for Counting Galled
Networks

The purpose of this section is to explain the approach for (exact) enumeration of galled networks that
appeared in [11].

First, consider one-component galled networks. If we denote by OGNn,k the number of one-
component galled networks with n leaves and k reticulation nodes, we have:

OGNn =
n∑
k=0

OGNn,k. (1)

Also, if t denotes the number of tree nodes, then an easy counting argument shows that

n+ k = t+ 1; (2)

see [12]. (This in fact holds for any phylogenetic network.) Consequently, the number of one-component
galled networks with n leaves is finite.

The (exact) counting problem for one-component galled networks with n leaves was solved in [11].
More precisely, the authors of [11] proved the following result.

Proposition 2 (Gunawan et al. [11]). The number OGNn,k of one-component galled networks with n
leaves and k reticulation nodes is given by

OGNn,k =

(
n

k

)
N

(k)
n+1,
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where N (k)
n denotes the number of one-component galled networks with n − 1 leaves and with the

children of the reticulation nodes being labeled with 1, . . . , k. Moreover, this number is recursively
given by

N (k)
n = (n+ k − 3)N (k−1)

n + (k − 1)N (k−2)
n

+
1

2

∑
1≤d≤k−1

(
k − 1

d

)
(2d− 1)!!

(
N

(k−1−d)
n−d −N (k−1−d)

n−d+1

)
(3)

for 2 ≤ k ≤ n− 1 with initial values N (0)
n = (2n− 5)!! and N (1)

n = (n− 2)(2n− 5)!!.

Using the recurrence in Proposition 2,N (k)
n for small values of n and k can be computed; see Table 2

in the appendix which coincides with Table 1 in [11] with the only difference that some of the entries
are corrected (namely, the value for n = 10 and k = 9 and the values for n = 11 and 7 ≤ k ≤ 10).

Moreover, the values of OGNn,k and OGNn can be computed as well and thus also the distribution
of n− Zn since

P(n− Zn = k) =
OGNn,n−k

OGNn
;

see Figure 2 for a plot of the histogram of n − Zn for n = 100 from which the claimed limit law of
Corollary 1-(i) is visible.

Figure 2: A plot of P (n− Zn = k) with n = 100 and k = 0, 1, 2, 3, 4 (gray bars) and the claimed limit
distribution (Poi(1/2); filled squares) from Corollary 1.

Next, we consider (general) galled networks. Here, the crucial idea of the approach used in [11]
is the decomposition of phylogenetic networks into tree-node components [15]. More precisely, each
galled network can be compressed into a rooted phylogenetic tree (with all non-leaf nodes having at
least two children) if its tree-node components are replaced with single nodes; see Figure 3 for the
compression of the galled network in Figure 1-(b). Note that each tree-node component together with
all incident reticulation nodes form a one-component galled network.

This decomposition is also reversible, i.e., every galled network can be constructed by starting with
a phylogenetic tree and then replacing all non-leaf nodes by one-component galled networks whose
number of leaves is equal to the outdegree of the replaced node. In addition, after the replacement of
a non-leaf node, its children which have been internal nodes must be below reticulation nodes and its
children which have been leaves may or may not be below reticulation nodes; see again Figure 3 where
arrows on edges to children indicate that they are below reticulation nodes when their parent is replaced.
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Figure 3: A galled network and its underlying phylogenetic tree where the triangle on an edge indicates
that the head of the edge is a reticulation node in the original galled network.

As a result of the above procedure, the following formula for computing the number of galled net-
works with n leaves was given in [11].

Theorem 3 (Gunawan et al. [11]). The number GNn of galled networks with n leaves is given by

GNn =
∑
T

∏
v∈I(T )

c(v)∑
j=cnlf(v)

(
clf(v)

j − cnlf(v)

)
N

(j)
c(v)+1, (4)

where the first sum runs over all phylogenetic trees T , I(T ) denotes the set of internal nodes of T ,
c(v) denotes the number of children of v and cnlf(v) and clf(v) denote the number of children which are
non-leaf nodes and leaves of T , respectively.

From this result, the number of galled networks with n leaves for small values of n can be computed;
see Table 1, which corrects the last two counts in Table 2 in [11].

n GNn

1 1
2 6
3 240
4 20,502
5 2,868,990
6 589,130,280
7 167,357,180,970
8 63,356,654,623,500
9 31,092,212,800,634,580
10 19,327,089,427,089,478,650

Table 1: The values of GNn for 1 ≤ n ≤ 10.

In fact, the above theorem also allows one to compute the number of galled networks with n leaves
and k reticulation nodes which we are going to denote by GNn,k. We first make an easy observation.

Lemma 1. A galled network with n leaves has at most 2n−2 reticulation nodes and at most n−2 inner
reticulation nodes.
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Proof. Let N be a galled network with n leaves and T be the underlying phylogenetic tree of the decom-
position of N into its tree-node components. T has the same leaves as N . Assume Vi(T ) denotes the
non-leaf nodes of T and d(v) denotes the number of the children of v for each v ∈ Vi(T ). Since each
non-root node has a unique parent and T has n leaves, |Vi(T )| − 1 + n =

∑
v∈Vi(T ) d(v) ≥ 2|Vi(T )|

and thus Vi(T ) ≤ n− 1. Since every non-root node of Vi(T ) corresponds to an inner reticulation node
of N , T has at most n− 2 inner reticulation nodes. Since each leaf of T may or may not correspond to
a reticulation node of N , N has at most n+ n− 2 reticulation nodes.

Moreover, if each non-leaf node of T has exactly two children and if the parent of every leaf is a
reticulation node in N , N has n− 2 inner reticulation nodes and 2n− 2 reticulation nodes.

Using the above method of proof, we can also deduce the following formula for GNn,2n−2, i.e., for
the number of galled networks with a maximal number of reticulation nodes.

Lemma 2. The number of galled networks with n leaves and maximal number of reticulation nodes
2n− 2 is given by

GNn,2n−2 =
(2n− 2)!

(n− 1)!

(
3

2

)n−1
.

Proof. By the proof of Lemma 1, we see that galled networks with n leaves and 2n−2 reticulation nodes
are constructed from binary phylogenetic trees with n leaves by replacing all n − 1 internal nodes by
one-component galled networks with exactly two reticulation nodes. The number of binary phylogenetic
trees with n leaves is given by (2n−2)!

2n−1(n−1)! (see, e.g., Corollary 2.2.4 in [13]) and the number of one-

component galled networks which replace internal nodes by N (2)
3 = 3 (see [11]). Thus,

GNn,2n−2 =
(2n− 2)!

2n−1(n− 1)!
· 3n−1

which is the claimed result.
With more work, GNn,2n−2−` for small values of ` can be computed as well. Moreover, GNn,` for

small values of ` can also be found; see Proposition 21 in [4] and [7] where such results were derived for
normal and tree-child networks with n leaves. However, we are less interested in such results because
the most interesting range of GNn,k will turn out to be k close to n; compare with Theorem 1.

In fact, in order to compute the distribution of the random variable (Xn, n − Yn) from Theorem 1
one needs the number of galled networks with n leaves, k reticulation nodes and j inner reticulation
nodes which we denote by GNn,k,j . Then,

P(Xn = j, n− Yn = k − j) =
GNn,n+j−k,j

GNn
, (0 ≤ j ≤ n− 2, 0 ≤ k ≤ n). (5)

These probabilities can be computed with the help of Theorem 3, too; see Table 3 in the appendix for
the values of the numerator of (5) for n = 7.

3 Bounds and Monotonicity Properties

In this section, we prove certain bounds for N (k)
n which then in turn imply bounds and montonicity of

OGNn,k. These results will be needed in the next section for the asymptotic analysis of OGNn. As for
GNn,k and more generally GNn,k,j , we are not going to directly work with these sequences since we
will be able to sidestep them in the proof of Theorem 1 and Theorem 2 thanks to a result in [1]. Thus,
for these sequences, we will not need montonicity properties. Nevertheless, at the end of this section,
we will give a brief discussion of which properties we expect for these sequences.

We start with a lower bound result for N (k)
n .
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Lemma 3. For 2 ≤ k ≤ n− 1, we have N (k)
n ≥ (n+ k − 3)N

(k−1)
n + k−1

2 N
(k−2)
n .

Proof. LetAn−1,t be the set of one-component galled networks with n−1 leaves and t reticulation nodes
whose children are labeled with 1, 2, . . . , t. Note that N (t)

n = |An−1,t|.
Let G ∈ An−1,k−1. Then, G contains k− 1 reticulation nodes, (n− 1) + (k− 1)− 1 tree nodes and

n−1 leaves (see (2)). Since tree nodes and leaves are of indegree 1 and reticulation nodes are of indegree
2, G contains 2(n− 1) + 3(k − 1)− 1 = 2n+ 3k − 6 edges (including the edge leaving the root). For
any edge (x, y) such that y is not equal to a leaf which is labeled with i for 1 ≤ i ≤ k, inserting a node u
into (x, y), inserting another node v into (p(k), k), where p(k) denotes the parent of the leaf with label
k, and adding the edge (u, v) produces a one-component galled network G′ of An−1,k. In this way, we
can generate fromG (2n+3k−6)−k = 2(n+k−3) one-component galled networks ofAn−1,k, some
of which may be identical. Moreover, by different choices of G, we can generate 2(n + k − 3)N

(k−1)
n

one-component galled networks of An−1,k.
Next, for each i such that 1 ≤ i ≤ k − 1, let Bn−1,k−1,i denote the set of one-component galled

networks with n− 1 leaves and k− 2 reticulation nodes whose children have labels from {1, 2, . . . , k−
1} \ {i}. Clearly, Bn−1,k−1,i contains N (k−2)

n networks. For each network G ∈ Bn−1,k−1,i, the parents
p(i) and p(k) of the leaves with labels i and k are tree nodes. Inserting u and v into (p(i), i) to subdivide
it into (p(i), u), (u, v) and (v, i), inserting w into (p(k), k) and adding the edges (u, t), (t, v) and (t, w)
produces a network with k reticulation nodes whose children are labeled with 1, 2, . . . k. In this way, we
can generate

∑
1≤i≤k−1 |Bn−1,k−1,i| = (k − 1)N

(k−2)
n networks of An−1,k.

On the other hand, by removing either one of the edges entering the parent of the leaf with label k
from a network of An−1,k and contracting nodes of indegree 1 and outdegree 1 as well as double edges,
we obtain:

• a one-component galled network with k − 1 reticulations whose children are leaves labeled with
1, 2, . . . , k − 1; or

• a one-component galled network with k − 2 reticulations whose children have labels from the set
{1, 2, · · · , k − 1}.

Taken together, the two facts imply that N (k)
n ≥ (n+ k− 3)N

(k−1)
n + k−1

2 N
(k−2)
n which proves the

claim.
Next, we deduce from (3) an (almost matching) upper bound result for N (k)

n .

Lemma 4. For 2 ≤ k ≤ n− 1, we have N (k)
n ≤ (n+ k − 3)N

(k−1)
n + k−1

2 N
(k−2)
n + k−1

2 N
(k−2)
n−1 .

Proof. Note that for 0 ≤ k ≤ n− 2, we have N (k)
n ≥ N (k)

n−1. Thus, from (3), we obtain that

N (k)
n = (n+ k − 3)N (k−1)

n +
k − 1

2
N (k−2)
n +

k − 1

2
N

(k−2)
n−1

1

2

∑
2≤d≤k−1

(
k − 1

d

)
(2d− 1)!!

(
N

(k−1−d)
n−d −N (k−1−d)

n−d+1

)
≤ (n+ k − 3)N (k−1)

n +
k − 1

2
N (k−2)
n +

k − 1

2
N

(k−2)
n−1 .

This proves the claimed result.
The relation between N (k)

n and N (k)
n−1 which was used in the above proof can actually be improved.

(This improvement will be needed in the next section.)

Lemma 5. For 0 ≤ k ≤ n− 2, we have N (k)
n ≥ (n+ k − 5/2)N

(k)
n−1.
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Proof. Recall that a galled network with n−2 leaves and k reticulation nodes has 2n+3k−5 edges (see
the proof of Lemma 3). Let G be such a network. By choosing edges (x, y) from G such that y is not a
leaf with label i for 1 ≤ i ≤ k, inserting a node u and connecting u to a new node with label n− 1, we
obtain 2n+ 2k− 5 one-component networks G′ with n− 1 leaves and k reticulation nodes. Conversely,
note that each one-component network with n − 1 leaves and k reticulation nodes is obtained by the
above procedure at most twice. From this, the claimed result follows.

Now, we use the above results to prove corresponding bounds for OGNn,k. First, from Lemma 3,
we obtain the following.

Corollary 3. Let OGNn,k be the number of one-component galled networks with n leaves and k retic-
ulation nodes. Then, we have the following facts:

(i) For any 0 ≤ k ≤ n − 1, we have OGNn,k+1 ≥ (n−k)(n+k−1)
k+1 × OGNn,k. Thus, OGNn,k is

increasing in k.

(ii) For any 0 ≤ k ≤ n, we have OGNn,k ≤ n!(n+k−2)!
k!(n−k)!(2n−2)! ×OGNn,n =

(
n
k

) (n+k−2)!
(2n−2)! ×OGNn,n.

Proof. (i) Recall that OGNn,k+1 =
(
n
k+1

)
N

(k+1)
n+1 . Moreover, from Lemma 3, we have

N (k)
n ≥ (n+ k − 3)N (k−1)

n (6)

for 2 ≤ k ≤ n− 1 and this bound also holds for k = 1. Now, we can estimate OGNn,k+1 as follows

OGNn,k+1 =

(
n

k + 1

)
N

(k+1)
n+1 ≥

(
n

k + 1

)
(n+ k − 1)N

(k)
n+1

≥ n− k
k + 1

(
n

k

)
(n+ k − 1)N

(k)
n+1 =

(n− k)(n+ k − 1)

k + 1
×OGNn,k.

For n ≥ 3, we have n+k−1 > k+1 and thus OGNn,k+1 > (n−k)×OGNn,k, i.e., OGNn,k increases
with k for n ≥ 3. Finally, that this property also holds for n = 2 can easily be verified directly.

(ii) It can be derived from (i) by induction.
Secondly, Lemma 5 implies the following relation, which can be proved in the same way as Corol-

lary 3.

Corollary 4. For 0 ≤ k ≤ n− 1, we have OGNn,k ≥ n(2n+2k−3)
2(n−k) ×OGNn−1,k.

Now, we will briefly discuss what we expect for the monotonicity behavior of GNn,k and GNn,k,j ;
the claims below will not be needed in the sequel and proofs might appear elsewhere.

First consider GNn,k,j where j ≤ k ≤ n + j. Note that j = 0 corresponds to OGNn,k. We expect
that GNn,k,j , when j with 0 ≤ j ≤ n − 2 is fixed, is increasing in the range j ≤ k ≤ n; compare with
Table 3 for n = 7. Since

GNn,k =

min{n−2,k}∑
j=0

GNn,k,j ,

this would then imply that GNn,k is increasing for 0 ≤ k ≤ n. On the other hand, the sequence GNn,k,j ,
again when j is fixed, is in general not decreasing for n < k ≤ n + j. In fact, the sequence seems to
continue to increase for a few terms before it starts to decrease with the maximum more and more pushed
to the right as j gets large. However, since larger values of j contribute less to GNn,k, we nevertheless
expect that GNn,k is decreasing for n ≤ k ≤ 2n− 2. Overall, we have the following conjecture.

Conjecture 1. The sequence GNn,k is increasing for 0 ≤ k ≤ n and decreasing for n ≤ k ≤ 2n− 2.

This conjecture, if true, implies that the limit distribution Y of the number of reticulation nodes from
Theorem 2 has a unique maximum at 0 and the left and right tail are both non-increasing. (One might
be able to deduce this directly from the expression of the limit distribution from Theorem 2.)
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4 Asymptotic Analysis of OGNn

This section contains the proof of Proposition 1.
We start by deducing the following (asymptotic) simplification of the recurrence (3) for N (k)

n from
Lemma 3 and Lemma 4.

Lemma 6. For 1 ≤ k ≤ n− 1,

N (k)
n =

(
n+ k − 3 +

k

2(n+ k)
+O

(
1

n

))
N (k−1)
n , (7)

where the O-estimate holds uniformly in k.

Proof. First note that from Lemma 3 and Lemma 4, we have

N (k)
n = (n+ k − 3)N (k−1)

n +
k − 1

2
N (k−2)
n +O

(
kN

(k−2)
n−1

)
, (8)

where the O-estimate holds uniformly in 2 ≤ k ≤ n− 1.
Next, again from Lemma 4,

N (k)
n ≤ (n+ k − 3)N (k−1)

n + (k − 1)N (k−2)
n

for 2 ≤ k ≤ n− 1, since N (k)
n ≥ N (k)

n−1. Consequently, from (6),

N (k)
n ≤

(
n+ k − 3 +

k − 1

n+ k − 4

)
N (k−1)
n

for 2 ≤ k ≤ n− 1 and this also holds for k = 1.
We use this now to estimate the second term on the right hand side of (8):

k − 1

2(n+ k − 4) +
2(k − 2)

n+ k − 5

N (k−1)
n ≤ k − 1

2
N (k−2)
n ≤ k − 1

2(n+ k − 4)
N (k−1)
n ,

where we again used (6) for the upper bound. Note that

k − 1

2(n+ k − 4) +
2(k − 2)

n+ k − 5

=
k − 1

2(n+ k − 4)

(
1 +O

(
1

n

))
=

k

2(n+ k)
+O

(
1

n

)
,

where all O-estimates hold uniformly in 2 ≤ k ≤ n− 1. Consequently,

k − 1

2
N (k−2)
n =

(
k − 1

2(n+ k − 4)
+O

(
1

n

))
N (k−1)
n (9)

where the O-estimate holds uniformly in 2 ≤ k ≤ n− 1.
In addition, by Lemma 5 and again (6),

kN
(k−2)
n−1 ≤ k

2(n+ k − 9/2)
N (k−2)
n ≤ k

2(n+ k − 9/2)(n+ k − 4)
N (k−1)
n = O

(
N

(k−1)
n

n

)
, (10)

where again the O-estimate holds uniformly in 2 ≤ k ≤ n− 1.
Plugging (9) and (10) into (8) implies (7). (Note that the case k = 1 is trivial.)
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Now, we are ready to prove Proposition 1 using the Laplace method. Recall that from (1) and
Proposition 2, we have

OGNn =
n∑
k=0

(
n

k

)
N

(k)
n+1. (11)

Proof of Proposition 1. By Corollary 3, the terms in the sum (11) are increasing. Thus, the (asymptotic)
main contribution to the sum is expected to come from large values of k.

Next, we consider the terms of (11) individually. By iterating the expression from Lemma 6 and
using the following fact:

n− 1 + `+
`

2(n+ `)
+O

(
1

n

)
=

(
n− 1 + `+

`

2(n+ `)

)(
1 +O

(
1

n2

))
uniformly for 0 ≤ ` ≤ n− 1, we obtain:

N
(k)
n+1 =

(
k−1∏
`=0

(
n− 1 + `+

`

2(n+ `)
+O

(
1

n

)))
N

(0)
n+1

=

(
k−1∏
`=0

(
n− 1 + `+

`

2(n+ `)

))
·
(

1 +O
(

1

n2

))k−1
N

(0)
n+1, (12)

where 0 ≤ k ≤ n and N (0)
n+1 = (2n− 3)!!.

The product term in the right-handed side of (12) can further be simplified as:

k−1∏
`=0

(
n− 1 + `+

`

2(n− 2 + `)

)

=

(n− 1)!Γ

(
n+ k − 1

4
−
√

8n+ 1

4

)
Γ

(
n+ k − 1

4
+

√
8n+ 1

4

)
(n+ k − 1)!Γ

(
n− 1

4
−
√

8n+ 1

4

)
Γ

(
n− 1

4
+

√
8n+ 1

4

) . (13)

Plugging (13) into (12), multiplying by
(
n

k

)
and replacing k by n− k gives

(
n

n− k

)
N

(n−k)
n+1 = c(k)n ·

(
1 +O

(
1

n2

))n−k−1
· dn,

where, by an application of Stirling’s formula,

c(k)n =

Γ

(
2n− k − 1

4
−
√

8n+ 1

4

)
Γ

(
2n− k − 1

4
+

√
8n+ 1

4

)
k!(n− k)!(2n− k − 1)!

=
4
√
e

k!2k+1
n−3/2

(
4

e

)n
nn
(

1 +O
(
k2 + 1

n

))
uniformly for k = o(

√
n), and, similarly,

dn =
n!(n− 1)!(2n− 3)!!

Γ

(
n− 1

4
−
√

8n+ 1

4

)
Γ

(
n− 1

4
+

√
8n+ 1

4

) .
=

1√
2e
n1/2

(
2

e

)n
nn
(

1 +O
(

1

n

))
.

11



Finally, since(
1 +O

(
1

n2

))n−k−1
≤
(

1 +O
(

1

n2

))n
= eO(1/n) = 1 +O

(
1

n

)
for any k such that 0 ≤ k ≤ n,(

n

n− k

)
N

(n−k)
n+1 =

√
2

k!2k+2 4
√
e
n−1

(
8

e2

)n
n2n

(
1 +O

(
k2 + 1

n

))
(14)

uniformly in k = o(
√
n).

Now, we break the sum in (11) into two parts:

OGNn =
∑
k< 4√n

(
n

n− k

)
N

(n−k)
n+1 +

∑
k≥ 4√n

(
n

n− k

)
N

(n−k)
n+1 =: Σ1 + Σ2.

For the first sum by using (14),

Σ1 =

 ∑
k< 4√n

1

k!2k

 · √2

4 4
√
e
n−1

(
8

e2

)n
n2n

(
1 +O

(
1√
n

))

=

√
2
√
e

4
n−1

(
8

e2

)n
n2n

(
1 +O

(
1√
n

))
,

where we use that
∑

k< 4√n
(

1
k!2k

)
=
∑∞

k=0
1

k!2k
−
∑

k≥ 4√n
(

1
k!2k

)
=
√
e+O( 1√

n
).

For the second sum, we use the fact that
(
n

n−k
)
N

(n−k)
n+1 decreases as k increases (Corollary 3) and

again (14):

Σ2 ≤ n ·
(

n

d 4
√
ne

)
N

(n−d 4√ne)
n+1

= O
(

n

d 4
√
ne!2 4√n · n

−1
(

8

e2

)n
n2n
)

= O
(
n−3/2

(
8

e2

)n
n2n
)
.

Combining the above two estimates, we obtain that

OGNn =

√
2
√
e

4
n−1

(
8

e2

)n
n2n

(
1 +O

(
1√
n

))
which is the claimed result.

Remark 2. Note that (14) (which gives the asymptotics of OGNn,n−k) and the result we just proved
implies already the claim from Corollary 1-(i).

5 Asymptotic Analysis of GNn

We now turn to the proof of Theorem 1. Our general strategy is to find upper and lower bounds for
GNn which admit the same first-order asymptotics. For this, we will use formula (4) and some of the
asymptotic tools from the last section.

We start with the following lemma.

12



Lemma 7. Define
Un :=

∑
T

∏
v∈I(T )

OGNc(v), (15)

where the notation is as in Theorem 3. Then, GNn ≤ Un.

Proof. This follows immediately from Theorem 3 by noting that(
clf(v)

j − cnlf(v)

)
=

(
clf(v)

c(v)− j

)
≤
(

c(v)

c(v)− j

)
=

(
c(v)

j

)
and Proposition 2 and (2).

Next, define the exponential generating function

U(z) :=
∑
n≥0

Un
zn

n!

which can be obtained by recursive enumeration starting from the root of T .

Lemma 8. U(z) satisfies the equations

U(z)(1−M(U(z))) = z

with
M(z) :=

∑
`≥1

OGN`+1

(`+ 1)!
z`.

Consequently,
Un = (n− 1)![zn−1](1−M(z))−n.

Proof. In order to prove the first claim, observe that each tree T in (15) either consists of a single root, or
a root to which two subtrees are attached, or a root to which three subtrees are attached, etc. Moreover,
if ` subtrees are attached, then we have to give the root a weight of OGN` to obtain (15). Overall, this
gives

U(z) = z +
∑
`≥2

1

`!
·OGN` · U(z)`,

where in the sum, the term 1/`! is because the order of the subtrees is irrelevant, the term OGN` is
the weight and U(z)` is the exponential generating function of the ` subtrees. From this, the claimed
equation for U(z) follows.

Finally, the claimed expression for Un follows by Lagrange’s inversion formula.
To derive the first-order asymptotics of Un, we use the following result of Bender and Richmond.

Theorem 4 (Bender and Richmond [1]). Let S(z) be a power series with s0 = 0, s1 6= 0 and nsn−1 ∼
γsn. Then, for α 6= 0 and β real numbers, we have

[zn](1 + S(z))αn+β ∼ αeαa1γnsn.

Now, we can show the following.

Proposition 3. We have, as n→∞,

Un ∼
√

2e 4
√
e

4
n−1

(
8

e2

)n
n2n.

13



Proof. First, observe that from Proposition 1 and Stirling’s formula,

[z`]M(z) ∼ 2 4
√
e√
π
`−1/2

(
8

e

)`
``.

From this we see that the sequences [z`]M(z) satisfies the assumptions from Theorem 4 with γ = 1/8.
The claimed result follows now from that theorem and Stirling’s formula.

We next turn to the lower bound. Therefore, consider trees T in (4) which consist of a root with
children some of which are leaves and to the others we attach a cherry; see Figure 4. We denote the
number of galled networks with n leaves arising from these trees T in (4) by Ln. Clearly, Ln ≤ GNn.

. . . . . .

2j

n− 2j

Figure 4: The phylogenetic trees T used in the definition of Ln (labels of leaves are removed).

For Ln, we have the following formula.

Lemma 9. We have,

Ln =

bn/2c∑
j=0

(
n

2j

)
(2j)!3j

j!

n−2j∑
`=0

(
n− 2j

`

)
N

(`+j)
n−j+1. (16)

Proof. Assume that exactly j of the children of the root of T are followed by a cherry; see Figure 4.
Then, the outdegree of the root is n− j and the contribution of these T to (4) is(

n−2j∑
`=0

(
n− 2j

`

)
N

(`+j)
n−j+1

)(
2∑
`=0

(
2

`

)
N

(`)
3

)j
.

The second sum is 6. Moreover, note that the number of T with the above property is
(
n
2j

) (2j)!
2jj!

. Finally,
summing over j gives the claimed result.

Next, we consider the inner sum in (16).

Lemma 10. (i) Uniformly for 0 ≤ j ≤ bn/2c, as n→∞,

n−2j∑
`=0

(
n− 2j

`

)
N

(`+j)
n−j+1 = O

(
cnn2n−2j

)
, (17)

where c is a suitable constant.

(ii) We have, as n→∞,

n−2j∑
`=0

(
n− 2j

`

)
N

(`+j)
n−j+1 =

√
2
√
e

23j+2
n−1

(
8

e2

)n
n2n−2j

(
1 +O

(
j2

n
+

1√
n

))
uniformly for j = o(

√
n).
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Proof. We start by proving (i). First, by (12), we have

N
(`+j)
n−j+1 =

(
`+j−1∏
s=0

(
n− j − 1 + s+

s

2(n− j + s)
+O

(
1

n− j

)))
(2(n− j)− 3)!!.

Since 0 ≤ ` ≤ n− 2j, we have

`+j−1∏
s=0

(
n− j − 1 + s+

s

2(n− j + s)
+O

(
1

n− j

))
= O(cn1n

n−j)

for a suitable constant c1. Clearly, (2(n− j)− 3)!! = O(cn2n
n−j) for a suitable constant c. Multiplying

the last two estimates and plugging the product into (17) gives

n−2j∑
`=0

(
n− 2j

`

)
N

(`+j)
n−j+1 = O

(
(2c1c2)

nn2n−2j
)
.

Setting c = 2c1c2 gives the claimed result.
We next show (ii). Here, from (14),(

n− j
`

)
N

(n−j−`)
n−j+1 =

√
2

`!2`+3j+2 4
√
e

(
8

e2

)n
n2n−2j

(
1 +O

(
`2 + j2 + 1

n

))
uniformly for ` = o(

√
n) and j = o(

√
n). Consequently, by Stirling’s formula,(

n− 2j

`

)
N

(n−j−`)
n−j+1 =

√
2

`!2`+3j+2 4
√
e

(
8

e2

)n
n2n−2j

(
1 +O

(
`2 + j2 + 1

n

))
(18)

uniformly for ` = o(
√
n) and j = o(

√
n). From this, the claimed result follows with similar arguments

as used at the end of the proof of Proposition 1.
Now, we can derive the first-order asymptotics of Ln.

Proposition 4. We have, as n→∞,

Ln ∼
√

2e 4
√
e

4
n−1

(
8

e2

)n
n2n.

Proof. We break the first sum in the formula for Ln from Lemma 9 into two parts according to whether
j < 4
√
n or not:

Ln =
∑
j< 4√n

(
n

2j

)
(2j)!3j

j!

n−2j∑
`=0

(
n− 2j

`

)
N

(`+j)
n−j+1

+
∑

4√n≤j≤bn/2c

(
n

2j

)
(2j)!3j

j!

n−2j∑
`=0

(
n− 2j

`

)
N

(`+j)
n−j+1 =: L(1)

n + L(2)
n .

For L(2)
n , we use the uniform bound from Lemma 10-(i) and obtain that

L(2)
n = O

cn ∑
4√n≤j≤bn/2c

n!

(n− 2j)!
· 3j

j!
n2n−2j

 = O

(
ncn

3d
4√ne

d 4
√
ne!

n2n

)
.
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For L(1)
n , using the expansion from Lemma 10-(ii) yields

L(1)
n =

 ∑
j< 4√n

1

j!

(
3

8

)j√2
√
e

4
n−1

(
8

e2

)n
n2n

(
1 +

1√
n

)

=

√
2e 4
√
e

4
n−1

(
8

e2

)n
n2n

(
1 +

1√
n

)
.

Putting the two estimate together gives the claimed result.
The proof of Theorem 1 now directly follows from Proposition 3 and Proposition 4.

6 The Number of Reticulation Nodes

In this section, we prove Theorem 2 and the two corollaries from the introduction.
We first need a refinement of the sequence Ln from the last section. Denote by Ln,k,j the number

of galled networks with n leaves, k reticulation nodes and j inner reticulation nodes which arise again
from trees whose root has children some of which are followed by cherries and some of which are leaves.
Then, we have the following formula.

Lemma 11. We have,

Ln,k,j =

(
n

2j

)
(2j)!

2jj!

∑
`1+···+`j+1=k−j

(
j∏
s=0

(
2

`s

)
N

(`s)
3

)(
n− 2j

`j+1

)
N

(j+`j+1)
n−j+1 ,

where the sum over all non-negative integers with `s ∈ {0, 1, 2} for 0 ≤ s ≤ j.

Proof. Note that galled networks counted by Ln,k,j arise from the trees T depicted in Figure 4 whose
number equals (

n

2j

)
(2j)!

2jj!
;

compare with the proof of Lemma 9.
What is left is to generate k − j reticulation nodes that are followed by leaves; the sum in the

claimed formula takes care of all the possibilities of picking these reticulation nodes from the j cherries
(`1, . . . , `j) and the n − 2j leaves (`j+1). Then, the internal nodes of T have to be replaced by the
respective one-component galled networks and we are done.

We can now prove Theorem 2.

Proof of Theorem 2. Recall that

P(Xn = j, n− Yn = k) =
GNn,n−k,j

GNn
;

compare with (5). Also, from the proof of Theorem 1 in the last section, we know that, as n→∞,

GNn,n−k,j = Ln,n−k,j + o(GNn)

for all fixed k and j. Thus, we need the asymptotics of Ln,n−k,j as n→∞ for fixed j and k.
In order to derive this asymptotics, first by Lemma 11, we have

Ln,n−k,j =
1

2jj!
· n!

(n− 2j)!

2j∑
`=max{0,j−k}

 ∑
`1+···+`j=`

j∏
s=0

(
2

`s

)
N

(`s)
3

( n− 2j

`+ k − j

)
N

(n−k−`)
n−j+1
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for n ≥ k + 2j. Next, note that

∑
`1+···+`j=`

j∏
s=0

(
2

`s

)
N

(`s)
3 = [z`]

(
2∑
`=0

(
2

`

)
N

(`)
3

)j
= [z`]

(
1 + 2z + 3z2

)j
and by (18), (

n− 2j

`+ k − j

)
N

(n−k−`)
n−j+1 ∼

√
2

(`+ k − j)!2`+k+2j+2 4
√
e

(
8

e2

)n
n2n−2j .

Consequently,

Ln,n−k,j ∼
√

2

24j+2j! 4
√
e

 2j∑
`=max{0,j−k}

[z`]
(
1 + 2z + 3z2

)j
(`+ k − j)!2`+k−j

( 8

e2

)n
n2n.

Finally,
2j∑

`=max{0,j−k}

[z`]
(
1 + 2z + 3z2

)j
(`+ k − j)!2`+k−j

= [zj−k]e1/(2z)(1 + 2z + 3z2)j .

Now, by putting everything together, we obtain that

P(Xn = j, n− Yn = k) ∼
Ln,n−k,j

GNn
∼ e−7/8

16jj!
[zj−k]e1/(2z)(1 + 2z + 3z2)j ,

where we used Theorem 1. This proves the claimed result.
What is left is to prove the corollaries.

Proof of Corollary 1. Part (i) follows from (14); compare with Remark 2. Alternatively, we can use
Theorem 2 since

P(n− Zn = k) = P(n− Yn = k|Xn = 0) =
P(Xn = 0, n− Yn = k)

P(Xn = 0)

−→ P(X = 0, Y = k)

P(X = 0)
.

By a simple computation
P(X = 0, Y = k)

P(X = 0)
=
e−1/2

2kk!

which proves the claimed result.
As for part (ii), observe that the limit law of Xn is given by

P(X = j) =
e−7/8

16jj!

∑
k≥−j

[zj−k]e1/(2z)(1 + 2z + 3z2)j .

Now, ∑
k≥−j

[zj−k]e1/(2z)(1 + 2z + 3z2)j =
∑
k≤2j

[zk]e1/(2z)(1 + 2z + 3z2)j = e1/26j .

Consequently,

P(X = j) =
e−3/8

j!

(
3

8

)j
17



which proves the claim from part (ii).

Proof of Corollary 2. Theorem 2 implies that

E(n− Yn) −→ E(Y ) and Var(n− Yn) = Var(Yn) −→ Var(Y ).

So, what we have to do is to evaluate the mean and variance of Y .
For the mean, we have

E(Y ) =
∑
j≥0

e−7/8

16jj!

∑
k≥−j

k[zj−k]e1/(2z)(1 + 2z + 3z2)j . (19)

The second sum can be rewritten as follows∑
k≥−j

k[zj−k]e1/(2z)(1 + 2z + 3z2)j =
∑
k≤2j

(j − k)[zk]e1/(2z)(1 + 2z + 3z2)j .

Now, note that ∑
k≤2j

j[zk]e1/(2z)(1 + 2z + 3z2)j = e1/2j6j

and ∑
k≤2j

k[zk]e1/(2z)(1 + 2z + 3z2)j =
d

dz
e1/(2z)(1 + 2z + 3z2)j

∣∣∣
z=1

= e1/2
(

4

3
j − 1

2

)
6j .

Overall, ∑
k≥−j

k[zj−k]e1/(2z)(1 + 2z + 3z2)j = e1/2
(

1

2
− j

3

)
6j .

Plugging this into (19) and straightforward simplification gives

E(Y ) =
3

8
.

For the variance of Y , a similar computation proves the second claim.

7 Asymptotically Counting Dup-Trees

As was pointed out in [11], one-component galled networks are in close relationship with leaf-multi-
labeled trees (or LML trees for short). In this section, we will recall this relationship and present results
which either directly follow from our results for one-component galled networks or are obtained with a
similar method of proof.

We start by recalling some definitions. First, a (binary, rooted) LML tree is a leaf-labeled tree with
labels of the leaves not necessarily distinct. An LML tree is called dup-tree if each label can be used at
most twice. Obviously, binary phylogenetic trees are dup-trees, where label repetition is prohibited.

A cherry of a tree is a pair of leaves that are adjacent to a common non-leaf node. If the two leaves
have the same label, we call the cherry a twin-cherry. A dup-tree is called twin-cherry free if it does not
contain a twin-cherry.

Proposition 5 (Gunawan et al. [11]). There is a bijection between one-component galled networks with
n leaves and k reticulation nodes and twin-cherry free dup-trees with n different labels exactly k of
which are repeated.
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Figure 5: The bijection between one-component galled networks and twin-cherry free dup-trees.

The bijection is actually easy to construct: remove the pendant edge below a reticulation node and
replace the reticulation node by two labeled leaves with the label of the removed leaf. Then, attach these
two leaves to the parents of the removed reticulation node; see Figure 5.

Denote by FDUn the number of twin-cherry free dup-trees with n distinct labels. Then, by Propo-
sition 1 and Corollary 1-(i), we have the following result.

Theorem 5. For the number FDUn of twin-cherry free dup-trees with n distinct labels, as n→∞,

FDUn ∼
√

2
√
e

4
n−1

(
8

e2

)n
n2n.

Moreover, the number FRn of repeated labels of a twin-cherry free dup-tree with n distinct labels picked
uniformly at random satisfies the following limit distribution result:

n− FRn
d−→ Poi(1/2), (n→∞).

In fact, we can find the first-order asymptotics of the number DUn of all (not necessarily twin-
cheery free) dup-trees with n distinct labels as well. Therefore, we recall the following recursive way
for computing this number, which was stated in the conclusion of [11] (compare with Proposition 2).

Proposition 6 (Gunawan et al. [11]). The number DUn of dup-trees with n distinct leaves is given by

DUn =

n∑
k=0

(
n

k

)
B

(k)
n+1,

where B(k)
n is recursively given by

B(k)
n = (n+ k − 2)B(k−1)

n +
1

2

∑
1≤d≤k−1

(
k − 1

d

)
(2d− 1)!!

(
B

(k−1−d)
n−d −B(k−1−d)

n−d+1

)
for 2 ≤ k ≤ n− 1 with initial values B(0)

n = (2n− 5)!! and B(1)
n = (n− 1)(2n− 5)!!.

From this proposition, with the same method of proof as in Section 4, we obtain the following result.

Theorem 6. For the number DUn of dup-trees with n distinct labels, as n→∞,

DUn ∼
√

2e
√
e

4
n−1

(
8

e2

)n
n2n.
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Moreover, the number Rn of repeated labels of a dup-tree with n distinct labels picked uniformly at
random satisfies the following limit distribution result:

n− Rn
d−→ Poi(1/2), (n→∞).

In fact, instead of re-doing the analysis from Section 4, one can alternatively use what we have
already proved for N (k)

n by exploring the following relation between OGNn,k and DUn as well as its
refinement for OGNn,k and DUn,k, where the latter denotes the number of dup-trees with n distinct
labels exactly k of which are repeated.

Lemma 12. We have,

DUn =
n∑
k=0

2n−k ×OGNn,k

and

DUn,k =

k∑
`=0

(
n− `
k − `

)
×OGNn,`

Proof. Recall that OGNn,k also counts the number of twin-cherry free dup-trees with n distinct labels
exactly k of which are repeated. Now, the claimed results follow by observing that leaves with labels
which are not repeated can be either replaced by a twin-cherry or left unchanged.

We now use this to prove Theorem 6.

Proof of Theorem 6. From (14), we obtain that

2k ×OGNn,n−k =

√
2

k!4 4
√
e
n−1

(
8

e2

)n
n2n

(
1 +O

(
k2 + 1

n

))
uniformly in k = o(

√
n). Then, with similar arguments as in the last paragraph of the proof of Proposi-

tion 1,

DUn =

n∑
k=0

2k ×OGNn,n−k ∼
√

2

4 4
√
e

∑
k≥0

1

k!

n−1
(

8

e2

)n
n2n

=

√
2e
√
e

4
n−1

(
8

e2

)n
n2n

which is the claimed result for DUn.
Next, for the distribution of Rn, observe that

DUn,n−k =

k∑
`=0

(
k + `

`

)
×OGNn,n−k−`.

Again, from (14),(
k + `

`

)
×OGNn,n−k−` =

√
2

`!k!2k+l+2 4
√
e
n−1

(
8

e2

)n
n2n

(
1 +O

(
`2 + 1

n

))
uniformly for ` = o(

√
n). Thus,

DUn,n−k ∼
1

k!2k
·
√

2
√
e

4
n−1

(
8

e2

)n
n2n.
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which implies the claimed result for the distribution of Rn since

P(Rn = k) =
DUn,n−k

DUn
.

This concludes the proof of Theorem 6.
Finally, Theorem 5 and Theorem 6 imply the following corollary.

Corollary 5. The fraction of twin-cherry-free dup-trees with n distinct labels amongst all dup-trees with
n distinct labels tends to e−1/2 as n tends to infinity.

8 Conclusion

In this paper, we have derived the first-order asymptotics of the number of galled networks and proved
limit laws for shape parameters of galled networks which are picked uniformly at random. This is the
first time that such results are obtained for a widely-used class of phylogenetic networks of “large” size;
compare with the discussion in Section 1.

We end the paper with some concluding remarks.
First, because of (2), Theorem 2 also implies corresponding limit distribution results for the number

of tree nodes and for the total number of nodes of galled networks with n leaves. It would be interesting
to study stochastic properties of the height of galled networks and other shape parameters, where the
height is defined as the number of edges on each of the longest paths from the root to a leaf (see the
conclusion of [12] where this parameter was called the depths).

Second, another question is to investigate further properties of the limit distribution Y from Theo-
rem 2 since the expression given there (which is obtained by summing over j) is not particularly easy
to handle. (However, as seen in Section 6, at least the computation of moments is feasible from this
expression.)

Finally, the most immediate question raised by our study is how about other “large” classes of
phylogenetic networks? Can they be (asymptotically) enumerated as well? Also, how to study the
limit behavior of shape parameters for them? One natural class to consider next would be the class
of reticulation-visible networks. In [11], the authors asked for (exact) enumeration results. We now
broaden this question and ask for an asymptotic study similar to the one we carried out in this paper.
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