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LERAY NUMBERS OF COMPLEXES OF GRAPHS WITH BOUNDED MATCHING NUMBER

ANDREAS F. HOLMSEN AND SEUNGHUN LEE

ABSTRACT. Given a graph G on the vertex set V , the non-matching complex of G, denoted by NMk(G), is the

family of subgraphs G′ ⊂ G whose matching number ν(G′) is strictly less than k. As an attempt to extend the result

by Linusson, Shareshian and Welker on the homotopy types of NMk(Kn) and NMk(Kr,s) to arbitrary graphs G,

we show that (i) NMk(G) is (3k−3)-Leray, and (ii) if G is bipartite, then NMk(G) is (2k−2)-Leray. This result is

obtained by analyzing the homology of the links of non-empty faces of the complex NMk(G), which vanishes in all

dimensions d ≥ 3k− 4, and all dimensions d ≥ 2k− 3 when G is bipartite. As a corollary, we have the following

rainbow matching theorem which generalizes a result by Aharoni, Berger, Chudnovsky, Howard and Seymour: Let

E1, . . . , E3k−2 be non-empty edge subsets of a graph and suppose that ν(Ei ∪ Ej) ≥ k for every i 6= j. Then

E =
⋃

Ei has a rainbow matching of size k. Furthermore, the number of edge sets Ei can be reduced to 2k − 1
when E is the edge set of a bipartite graph.

1. INTRODUCTION

1.1. Background. A simplicial complex K on the ground set E is a family of subsets of E, which satisfies the

hereditary property: if σ ⊆ τ and τ ∈ K, then σ ∈ K. In the particular case when K is a simplical complex

which consists of graphs on a fixed vertex set, we call K a graph complex. In the case of graph complexes, we

consider a fixed vertex set, and we identify a graph G in the graph complexK with its edge set E(G) ⊆
(

V (G)
2

)

.

All graphs considered in this paper are finite, simple, and undirected. It is also assumed that the empty graph ∅,

that is, the graph with no edges, belongs to the graph complex.

There are many graph complexes, whose topological properties – homology, homotopy types, connected-

ness, Cohen-Macaulayness, and Euler characteristic – have been extensively studied. Such examples include

the complex of matchings, forests, bipartite graphs, non-Hamiltonian graphs, not k-connected graphs, and t-
colorable graphs. Interested readers may find a detailed survey on the topic in the monograph by Jonsson

[Jon08] (in particular, Chapter 7).

In this paper we focus on the complex of graphs which do not have matchings of size k. Here is a precise

definition. Let G be a graph. The matching number ν(G) is the size of a maximum matching in G, that is,

the maximum number of pairwise disjoint edges in G. Given a graph G on the vertex set V we define the

non-matching complex of G, NMk(G), as the family of subgraphs G′ of G whose matching number ν(G′) is

strictly less than k. That is,

NMk(G) = {G′ ⊆ G : ν(G′) < k}.

When G is a complete graph or a complete bipartite graph, the exact homotopy type of the non-matching

complex is known. Linusson, Shareshian and Welker [LSW08] showed that NMk(Kn) and NMk(Kr,s) are

homotopy equivalent to wedges of spheres of dimension 3k− 4 and 2k− 3, respectively, giving exact formulas

for the number of spheres in the wedges. Here, Kn is the complete graph on n vertices, and Kr,s is the complete

bipartite graph with bipartition V1 ∪ V2 where |V1| = r and |V2| = s. Note that it is assumed that n ≥ 2k and

r, s ≥ k, or else both complexes are just a simplex. One of our goals here is to extend their results to arbitrary

graphs.

Both authors were partially supported by the National Research Foundation of Korea (NRF) grants funded by the Ministry of Education

(NRF-2016R1D1A1B03930998) and the Ministry of Science and ICT (No. 2020R1F1A1A0104849011).

1

http://arxiv.org/abs/2003.11270v2


2 ANDREAS F. HOLMSEN AND SEUNGHUN LEE

FIGURE 1. The complete graph on six vertices with one edge subdivided. The graph complex

NM3(G) has non-vanishing homology in dimensions four and five.

1.2. Main results. One of the consequences of the results of Linusson et al. is that for G = Kn or G = Kr,s,

the non-vanishing reduced homology of NMk(G) is concentrated in a single dimension. This is not the case

in general though. For example, the non-matching complex NM3(G) of the graph depicted in Figure 1 has

non-vanishing homology in dimensions four and five. (We invite the reader to come up with their own proof of

this fact.)

Our first result shows that for any graph G, the dimension in which NMk(G) has non-trivial homology is

never greater than that of NMk(Kn).

Theorem 1.1. Let k ≥ 2 be an integer and G a graph. The complex NMk(G) has vanishing homology in all

dimensions d ≥ 3k − 3. Moreover, if G is bipartite, then NMk(G) has vanishing homology in all dimensions

d ≥ 2k − 2.

For a simplicial complex K let H̃i(K) denote the reduced homology of K with coefficients in a fixed field F.

The complex K is d-Leray (over F) if H̃i(L) = 0 for all i ≥ d and for every induced subcomplex L ⊆ K. There

is significant interest in the combinatorial properties of Leray complexes, especially in connection with Helly-

type theorems [Kal84a, Kal84b, KM05, KM08, CdVGG14]. The Leray property also comes up in commutative

algebra where it corresponds to the Castelnuovo–Mumford regularity of a square-free monomial ideal [KM06].

By observing that the induced subcomplexes of NMk(Kn) are precisely the complexes NMk(G) where

G ⊆ Kn, Theorem 1.1 can be restated as: NMk(Kn) is (3k − 3)-Leray.

The link of σ ∈ K is the complex lkK(σ) = {τ ⊆ E : τ ∩ σ = ∅, τ ∪ σ ∈ K}. A well-known equivalence

states that K is d-Leray if and only if H̃i(lkK(σ)) = 0 for every i ≥ d and σ ∈ K [KM06, Proposition 3.1].

(Note that K = lkK(∅).) Our second results shows that the bound in Theorem 1.1 can be slightly reduced when

the empty face is excluded.

Theorem 1.2. Let k ≥ 2 be an integer and G a graph. The link of any non-empty face of the complex NMk(G)
has vanishing homology in all dimensions d ≥ 3k−4. Moreover, if G is bipartite, then the link of any non-empty

face of the complex NMk(G) has vanishing homology in all dimensions d ≥ 2k − 3.

In fact, Theorem 1.1 can be deduced from Theorem 1.2 by a simple application of the Mayer–Vietoris

sequence. This reduction is independent of graph complexes and is given in Section 4.3. Therefore the majority

of this paper is devoted to the proof of Theorem 1.2. Our proof modifies and extends the methods by Linusson

et al. [LSW08] which are based on discrete Morse theory and the Gallai–Edmonds decomposition theorem.

1.3. Applications. Although topological results on graph complexes are of significant interest in their own

right, and sometimes require nontrivial graph-theoretical results, it is natural to wonder about the reverse direc-

tion. As Jonsson points out:

“Alas, we know very little about the existence of results in the other direction, i.e., proofs of

nontrivial graph-theoretical theorems based on topological properties of certain graph com-

plexes.” [Jon08, page 13]

Indeed, Theorem 1.2 was motivated by such an application.

Given a collection of edge sets E1, . . . , Em of some underlying graph, a rainbow matching with respect to

the collection is a matching in E =
⋃

Ei, where each edge of the matching is chosen from distinct Ei. (Note
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that the Ei do not need to be disjoint.) Assuming ν(Ei) ≥ k for all i, one may ask: How many edge sets are

needed to guarantee the existence of a rainbow matching of size k?

A theorem by Drisko [Dri98] states that if the edge sets Ei are chosen from Kk,n with k ≤ n, then 2k − 1
edge sets suffice. This result was generalized in [AB09], where it was shown that the same conclusion holds

when the edge sets Ei are chosen from Kn,n. Moreover, simple examples show that the number 2k− 1 is tight.

The result was further generalized to the setting of fractional matchings on r-uniform hypergraphs in [AHJ19].

Our first application of Theorem 1.2 is the following generalization of Drisko’s theorem.

Theorem 1.3. Let E1, . . . , E2k−1 be non-empty edge subsets of a bipartite graph and suppose ν(Ei∪Ej) ≥ k
for every i 6= j. Then E =

⋃

Ei has a rainbow matching of size k.

When the edge sets are not confined to a bipartite graph, Aharoni, Berger, Chudnovsky, Howard and Sey-

mour [ABC+19] showed that 3k−2 edges sets suffice. Our second application of Theorem 1.2 is the following

generalization of the result from [ABC+19].

Theorem 1.4. Let E1, . . . , E3k−2 be non-empty edge subsets of a graph and suppose ν(Ei ∪ Ej) ≥ k for

every i 6= j. Then E =
⋃

Ei has a rainbow matching of size k.

Remark 1.5. While this manuscript was in preparation we learned that Theorems 1.3 and 1.4 have also been

obtained in [ABKK21, ABCK20]. However, their proof methods are combinatorial and differ from ours.

1.4. Outline of paper. In section 2 we review several tools needed for the proof of Theorem 1.2. This involves

discrete Morse theory and the Gallai–Edmonds decomposition theorem.

In section 3 we define three special families of graphs and state key results concerning acyclic matchings on

these families with bounds on the sizes of the critical sets. The proofs of these results are given in sections 5, 6

and 7.

The proof of Theorem 1.2 and the deduction of Theorem 1.1 is given in section 4. The proofs of Theorems

1.3 and 1.4 will be given in section 8, and we conclude with some remarks in section 9.

1.5. Notation. Let V and W be disjoint sets of vertices. We denote the complete graph on V by KV , and the

complete bipartite graph with vertex classes V and W by KV,W . For a given graph G on a vertex set containing

V ∪ W , let G[V ] be the induced subgraph of G on V , and let G[V,W ] be the induced bipartite subgraph on

vertex classes V and W , that is,

G[V,W ] = {e ∈ G : e ∈ KV,W}.

When V is empty, we set KV and G[V ] to be the empty graph ∅. Also, when V or W is empty, we set KV,W

and G[V,W ] to be ∅.

For a vertex v of G, we use the standard notation degG(v) and NG(v) to denote the degree of v in G and

the neighborhood of v in G, respectively. If V is a subset of the vertex set of G, we let NG(V ) denote the set

of vertices not in V which have at least one neighbor in V . For an edge e, G + e and G − e denote the graph

obtained by adding or deleting e from G, respectively. Note that if e ∈ G, then G + e = G, and similarly, if

e /∈ G, then G − e = G. If V0 is the vertex set of G and W ⊂ V0, then G −W denotes the induced subgraph

G[V0 \W ].

2. PRELIMINARIES

Here we give a brief outline of the main tools needed throughout the paper. We mainly follow the exposition

and terminology from Jonsson’s book [Jon08].

2.1. Discrete Morse theory. Let F be a family of subsets of a finite ground set E. An element matching on

F is a family M of ordered pairs (σ, τ) with σ, τ ∈ F such that σ ( τ , |τ \ σ| = 1, and any member of F is

contained in at most one pair of M. The sets in F that do not appear in any member of M are called critical sets

(with respect to M). If there are no critical sets, then M is called a complete matching. Whenever we speak
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of a matching on a family F we will always mean an element matching. (This should not be confused with a

matching in a graph G which means a set of pairwise disjoint edges.)

Given an element matching M on F, let D = D(F,M) denote the directed graph with vertex set F and

directed edge from σ to τ if and only if one of the following is satisfied:

(1) (σ, τ) ∈ M
(2) τ ( σ, |σ \ τ | = 1, and (τ, σ) /∈ M.

In other words, the edges of D go between pairs of sets in F that differ by a single element of the ground set.

Pairs that appear in M are directed from smaller to larger, while pairs that do not appear in M are directed from

larger to smaller. An element matching M is an acyclic matching if the directed graph D is acyclic. Obviously,

the empty matching is an acyclic matching.

The relevant result for us is the ‘weak Morse inequalites’ in the context of discrete Morse theory developed

by Forman [For98]. The following statement is taken from [For07] (see Theorem 13 there), where it is stated

in terms of discrete gradient vector fields which is a geometric name for acyclic matchings.

Theorem 2.1. Let E be a finite set and K ⊆ 2E be a simplicial complex. And let Hi(K) be the homology of

K with coefficients in a fixed field F. Suppose that there is an acyclic matching M on K \ {∅}. Then for every

i ≥ 0, dimHi(K) is at most the number of critical sets with respect to M of dimension i.

Suppose there is an acyclic matching M on a simplicial complex K, and let M′ be the induced element

matching on K \ {∅}. Clearly, M′ is also acyclic since D(K \ {∅},M′) is a directed subgraph of D(K,M).

Therefore, we can apply Theorem 2.1. Especially we will be interested in the case when i ≥ 1, where H̃i(K) =
Hi(K), and the number of critical sets with respect to M of dimension i is same as the number of critical sets

with respect to M′ of dimension i.

In order to apply Theorem 2.1, we need an efficient way to show that a given element matching is acyclic.

The following simple lemma gives such a criterion (See [Jon08, section 4.2]).

Lemma 2.2 (Cycle lemma). Consider a family F ⊆ 2E with an element matching M. Then every directed

cycle in D(F,M) is of the form

(σ0, τ0, σ1, τ1, . . . , σt−1, τt−1)

where t ≥ 3, σi, σi+1 ( τi, |σi|+ 1 = |τj |, and (σi, τi) ∈ M. (Indices are taken modulo t.)

Here is a simple tool for producing an acyclic matching. (See [Jon08, Lemma 4.1].)

Lemma 2.3. Consider a family F ⊆ 2E and an element e0 ∈ E. Define

F0 = {σ : σ − e0, σ + e0 ∈ F},
F1 = F \ F0.

There is a complete acyclic matching M0 on F0, and for any acyclic matching M1 on F1 the union M =
M0 ∪ M1 is an acyclic matching on F. Consequently, the critical sets with respect to M are precisely the

critical sets with respect to M1.

By ordering the members of F ⊆ 2E by inclusion we may view it as a poset. The following is another useful

tool for finding an acyclic matching. (See [Jon08, Lemma 4.2].)

Lemma 2.4 (Cluster lemma). Let F ⊆ 2E and let ϕ : F → Q be a monotone poset map where Q is an arbitrary

poset. For q ∈ Q, let Mq be an acyclic matching on ϕ−1(q). Then M =
⋃

q∈Q Mq is an acyclic matching on

F.

Here we give two more tools for constructing acyclic matchings. The first one we call the join construction.

Suppose we have a partition of the ground set E = E1 ∪ · · · ∪ Em. Given a family Fi ⊆ 2Ei for every i, the

join F1 ∗ · · · ∗ Fm is the subfamily of 2E defined as

F1 ∗ · · · ∗ Fm = {σ1 ∪ · · · ∪ σm : σi ∈ Fi}.
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It is important to note that the family 2E by definition contains 2|E| distinct subsets, one of which is the empty

set ∅, and that the family {∅} ⊆ 2E should be distinguished from the empty family 2E\2E . Suppose F1, . . . ,Fm

are subfamilies as above. If one of the Fi is the empty family, then we define the F1 ∗ · · · ∗ Fm to be the empty

family.

The following lemma is well-known, but for completeness we include a proof.

Lemma 2.5 (Join Lemma). Let E be a finite set with partition E = E1∪· · ·∪Em and for every i, let Fi ⊆ 2Ei

be a non-empty subfamily. Suppose Mi is an acyclic matching on Fi with collection of critical sets Ui ⊆ Fi.

Then there exists an acyclic matching on the join F1 ∗ · · · ∗ Fm with collection of critical sets U1 ∗ · · · ∗Um. In

particular, if one of the Mi is complete, then F has a complete acyclic matching.

Proof. After relabeling the parts of the partition, if necessary, we may assume |U1| ≤ · · · ≤ |Uk|. For each

i ∈ [m] define an element matching

Ni = {(α ∪ σ ∪ β, α ∪ τ ∪ β)},

where α ∈ U1 ∗ · · · ∗ Ui−1, (σ, τ) ∈ Mi, and β ∈ Fi+1 ∗ · · · ∗ Fm. In other words, a member of the

element matching Ni arises from a matching in the ith component, joined with critical sets from the first i− 1
components and arbitrary sets from components i+ 1, . . . ,m. If we set M =

⋃m
i=1 Ni, then it is clear that M

is an element matching on F = F1 ∗ · · · ∗ Fm where U1 ∗ · · · ∗ Um is the collection of critical sets. Note that if

M1 is a complete matching, then U1 is the empty family and therefore M is a complete matching. It remains

to show that M is acyclic.

For contradiction, suppose there is a directed cycle

(σ0, τ0, . . . , σt−1, τt−1)

satisfying Lemma 2.2. The directed edge (σ0, τ0) belongs to some Ni, and therefore σ0 and τ0 are critical in

the first i − 1 components. The set σ1 is a subset of τ0 and is obtained by removing a single element x from

τ0. The element x cannot be removed from a set in the first i − 1 components of τ0, since then there would

be no way to return to σ0 via a matching among the first i − 1 components. Thus σ1 is also critical in the first

i − 1 components, and so are the other σj for the same reason. And for the same reason again, none of the

σj (with j ≥ 1) can be critical in its first i or more components, since it would not be possible to return to

σ0. It follows that all the matchings (σj , τj) belong to Ni, but this would imply that we only add and remove

elements in Ei while we traverse the directed cycle. Therefore, we have a directed cycle in D(Fi,Mi) which

is a contradiction. Thus M is an acyclic matching. �

The final tool we call the projection construction. Suppose we are given a partition of the ground set E =
⋃

i∈I Ei. (In other words, the parts of the partition are indexed by the elements of I). We define a map

π : 2E → 2I

σ 7→ {i ∈ I : σ ∩ Ei 6= ∅},

which we call the projection map corresponding to the partition E =
⋃

i∈I Ei.

Lemma 2.6 (Projection Lemma). Let E be a finite set with partition E =
⋃

i∈I Ei and let π : 2E → 2I be

the corresponding projection map. Given a set τ ⊆ E and a family Q ⊆ 2I , define the family F = {σ ⊆ E :
π(σ) ∈ Q, τ ⊆ σ}. Then the following are true:

(1) π(F) = {σ ∈ Q : π(τ) ⊆ σ}.

(2) Suppose π(F) has an acyclic matching Mπ(F) with collection of critical sets Uπ(F). Then there exists

an acyclic matching on F with collection of critical sets UF , such that the restriction π : UF → Uπ(F )

is an injection where |σ| = |π(σ)| − |π(τ)| + |τ | for every σ ∈ UF .

Proof. For part (1), it follows from the definition that π(F) ⊆ {σ ∈ Q : π(τ) ⊆ σ}. For the reverse inclusion

consider a set σ ∈ Q such that π(τ) ⊆ σ. If we set σ =
⋃

i∈σ Ei, then π(σ) = σ and τ ⊆ σ. Hence, σ ∈ π(F).
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We now prove part (2). For a pair (γ1, γ2) ∈ Mπ(F), where (γ2 \ γ1) = {i} for some i ∈ I , define the

family

X(γ1,γ2) = {α ∈ F : π(α) = γ1} ∗ 2
Ei.

Similarly, for a critical set γ ∈ Uπ(F) where γ = {i1, . . . , i|γ|} ⊆ I define the family

Xγ = {α ∈ F : π(α) = γ} = P(Ei1 , τ) ∗ · · · ∗ P(Ei|γ|
, τ) ∗ {τ}

where

P(Ei, τ) =











2Ei \ {∅} when (Ei ∩ τ) = ∅,

2(Ei\τ) when (Ei ∩ τ) 6= ∅ 6= (Ei \ τ),

{∅} when Ei ⊆ τ.

Note that this gives us a partition of F into

F = (
⋃

X(γ1,γ2)) ∪ (
⋃

Xγ),

where (γ1, γ2) ranges over all pairs in Mπ(F) and γ ranges over all critical sets in Uπ(F).

By Lemma 2.3 we see that P(Ei, τ) has an acyclic matching with a single critical set of size one when

(Ei ∩ τ) = ∅. If (Ei ∩ τ) 6= ∅, then P(Ei, τ) has a complete acyclic matching when (Ei \ τ) 6= ∅, and an

acyclic matching with a single critical set of size zero when Ei ⊆ τ .

By Lemma 2.5 it follows that each of the families X(γ1,γ2) has a complete acyclic matching M(γ1,γ2). By

the observations above, Lemma 2.5 implies that there is an acyclic matching Mγ on the family Xγ which is

either complete, or has a single critical set whose size equals |τ | plus the number of terms in the join for which

Eij ∩ τ = ∅. That is, there is a single critical set of size |γ| − |π(τ)| + |τ |.
We set M = (

⋃

M(γ1,γ2)) ∪ (
⋃

Mγ), where (γ1, γ2) ranges over all pairs in Mπ(F) and γ ranges over

all critical sets in Uπ(F). Clearly, M is an element matching on F with family of critical sets UF such that the

restriction π : UF → Uπ(F) is an injection where |γ| = |π(γ)| − |π(τ)| + |τ | for every γ ∈ UF. It remains to

show that M is acyclic.

For contradiction, suppose there is a directed cycle satisfying Lemma 2.2. We traverse this cycle, keeping

track of which part in our partition of F we are currently in, and record every directed edge (τi, σi+1) which goes

between distinct parts. It is easily seen that this results in a non-empty (circular) subsequence (σ1, τ1, . . . , σt, τt)
together with a (circular) sequence of families (X1, . . . , Xt) where

Xi = X(γ1,γ2) or Xγ , for some pair (γ1, γ2) ∈ Mπ(F ) or some γ ∈ Uπ(F ),

σi, τi ∈ Xi for every i ∈ [t],
τi ) σi+1 and Xi 6= Xi+1 (indices are taken modulo t), and

s = |τi| = |σj |+ 1 for all i, j ∈ [t].

Note that π(τi) 6= π(σi+1) or else we would have Xi = Xi+1. It follows that |π(τi)| = |π(σi+1)| + 1 for all

i ∈ [t], which implies s′ = |π(τi)| = |π(σj)| + 1 for all i, j ∈ [t], since the sequence is circular. Note that if

σi, τi ∈ Xγ , then π(σi) = π(τi). Therefore it must be the case that every Xi is of the type X(γ1,γ2). But this

means that we can find a subsequence of (π(σ1), π(τ1), . . . , π(σr), π(τr)) which induces a directed cycle in

D(π(F),Mπ(F)), which contradicts the assumption that Mπ(F) is an acyclic matching on π(F). �

2.2. The Gallai–Edmonds decomposition. Let G be a graph on the vertex set V . There is a canonical partition

of the vertex set

V = D ∪ A ∪ C,

which is useful for describing the structure of all maximum matchings in G. The parts, D, A, and C, are defined

as

D = D(G) = {v ∈ V : ν(G− v) = ν(G)},

A = A(G) = NG(D),

C = C(G) = V \ (D ∪ A).
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We further partition D into subparts D = D1 ∪ · · · ∪ Dr such that the each induced subgraph G[Di] is a

connected component of G[D]. Each Di is called a component of D.

This canonical partition of the vertex set of G is called the Gallai–Edmonds decomposition of G, and is

denoted as (D1, . . . , Dr;A;C).

Remark 2.7. The Gallai-Edmonds decomposition of G is often expressed only as (D;A;C). For our purpose

it will be important to take the components of D into account, and by our notation we have D =
⋃

Di.

Let V be a vertex set. We say that a graph M on V is a matching on V if degM (v) ≤ 1 for every v ∈ V ,

and that a vertex v is covered by M if degM (v) = 1. For a subset W ⊆ V , we say that W is covered by M if

w is covered by M for every w ∈ W . (Note that when W is empty, the empty graph ∅ is vacuously a matching

covering W ). Furthermore, we say that M is a perfect matching on V if V is covered by M .

A graph G on the vertex set V is called factor critical on V if for every vertex v ∈ V , the graph G − v has

a perfect matching on V \ {v}. It is easily seen that if G is factor critical on V , then G is connected and |V |
must be odd. (Note that if |V | = 1, then the empty graph ∅ is factor critical on V .)

With these notions in place, the Gallai–Edmonds decomposition of a graph has the following properties. For

a more detailed discussion, see [LP86].

Theorem 2.8 (Gallai–Edmonds Decomposition Theorem). Let G be a graph on the vertex set V with Gallai–

Edmonds decomposition (D1, . . . , Dr;A;C). Let D =
⋃

Di. Then the following hold.

(1) For each Di, G[Di] is factor critical on Di.

(2) G[C] has a perfect matching on C.

(3) For every i ∈ [r], there is a matching Mi in G[D \Di, A] covering A such that |NMi
(A) ∩ Dj| ≤ 1 for

every j ∈ [r].
(4) G[D] has exaclty |A|+ |V | − 2ν(G) connected components, that is,

r = |A|+ |V | − 2ν(G).

Remark 2.9. Note that by (3) of Theorem 2.8, the number of components of D is strictly greater than |A(G)|
whenever A(G) is non-empty. Also the equation in (4) of Theorem 2.8 can be rewritten as

∑r
i=1(|Di| − 1) + 2|A|+ |C| = 2ν(G).

Remark 2.10. One consequence of Theorem 2.8 is the following description of the maximum matchings in

the graph G: Each maximum matching of G consists of

a perfect matching on G[C],
an edge ada for each a ∈ A, where da ∈ D and where da and db are in distinct component of D for

distinct vertices a, b ∈ A, and

a matching of size (|Di| − 1)/2 on each component Di of D.

It is useful to know how the Gallai–Edmonds decomposition of a graph is affected by adding or deleting a

single edge. One such criterion is given by the following.

Lemma 2.11. Let G be a graph with Gallai–Edmonds decomposition (D1, . . . , Dr;A;C). If e ∈ KA∪KA,C ,

then G+ e and G− e have the same Gallai–Edmonds decomposition as G.

Proof. We first prove that G + e has the same Gallai–Edmonds decomposition when e /∈ G. Note that a

maximum matching in G+ e does not use the edge e, because any matching containing the edge e would cover

less vertices of D than the maximum matchings in G. Therefore G and G + e have exactly the same sets of

maximum matchings. Since the part D of the Gallai–Edmonds decomposition is completely determined by the

collection of maximum matchings in G, it follows that D(G+e) = D(G). Since e is not incident to any vertex

in D, it follows that A(G + e) = A(G) and C(G + e) = C(G). Finally, adding the edge e to G does not

change the connected components of D(G), and therefore the Gallai-Edmonds decompositions are the same.

The proof for G− e when e ∈ G is similar and we leave it to the reader. �
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Prescribed Gallai–Edmonds decompositions. Suppose we are given a family F of graphs on a vertex set V ,

and we want to find an acyclic matching on F. The main technique, introduced in [LSW08], is to partition F

according to their Gallai–Edmonds decompositions and then find acyclic matchings for each individial part.

For the family F, let F(D1,...,Dr ;A;C) ⊆ F denote the subfamily of graphs with Gallai–Edmonds decompo-

sition (D1, . . . , Dr;A;C). Note that for certain partitions of V the subfamily F(D1,...,Dr;A;C) could be empty,

but the collection of all the non-empty subfamilies gives us a partition of F. In the specific case when all the

graphs in F have the same matching number, we have the following.

Lemma 2.12. Let F be a family of graphs on the vertex set V , where all members of F have the same matching

number. Suppose for each non-empty subfamily F(D1,...,Dr;A;C) ⊆ F we have an acyclic matching. Then, the

union of these acyclic matchings is an acyclic matching on F.

Proof. Let M denote the union of the acyclic matchings. If M is not acyclic, then by Lemma 2.2 there exists

a directed cycle

(σ0, τ0, σ1, τ1, . . . , σt−1, τt−1)

where σi and τi have the same Gallai–Edmonds decompositions, and σi+1 ( τi, for every i (indices are taken

modulo t). We are going to show that the assumption on the matching number of the graphs in F implies that

τi and σi+1 also have the same Gallai–Edmonds decomposition. Therefore such a directed cycle would belong

to a single subfamily F(D1,...,Dr ;A;C), contradicting the assumption that each of these matchings were acyclic.

Consider graphs G1 ⊆ G2 on the same vertex set with ν(G1) = ν(G2). Observe that any maximum

matching in G1 is also a maximum matching in G2, which implies that

D(G1) ⊆ D(G2).

Furthermore, for any vertex v ∈ D(G1) we have NG1(v) ⊆ NG2(v) which implies that

D(G1) ∪ A(G1) ⊆ D(G2) ∪ A(G2).

Returning to the directed cycle (σ0, τ0, σ1, τ1, . . . , σt−1, τt−1), the observation above implies that

D(σ0) = D(τ0) ⊇ D(σ1) = D(τ1) ⊇ · · · ⊇ D(σt−1) = D(τt−1) ⊇ D(σ0),

and therefore D = D(σi) = D(τj) for all i and j. This in turn implies, by the same argument, that A =
A(σi) = A(τj) and C = C(σi) = C(τj) for all i and j.

It remains to show that the components of D(τi) and D(σi+1) are the same. By Lemma 2.2, σi+1 is obtained

from τi by removing a single edge. It follows that the only change that could occur when we pass from τi to

σi+1 is that we increase the number of components of D. But since the number of components is uniquely

determined by |A|, |V |, and the matching number, it follows that D(τi) and D(σi+1) have the same number

of components, and so the components must remain the same. This shows that all the elements of the directed

cycle have the same Gallai–Edmonds decomposition. �

3. THREE SPECIAL FAMILIES OF GRAPHS

The basic strategy of the proof of Theorem 1.2 is to decompose our family of graphs into a join, where each

term of the join is built up from one of three special families of graphs. The purpose of this section is to define

these families. They are essentially motivated by the parts appearing in the Gallai–Edmonds decomposition

theorem (Theorem 2.8) and the properties described in Remark 2.10. We also give key results concerning

acyclic matchings of each of these families together with bounds on the sizes of the critical sets. The proofs of

these results will be given in sections 5, 6 and 7.
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3.1. Perfect matchings. Recall that a graph G on the vertex set V has a perfect matching if there is a matching

that covers V . Note that if G has a perfect matching on V , then |V | must be even.

For a fixed graph H ⊆ KV , define the family

PMH = {G ⊆ KV : G has a perfect matching on V,H ⊆ G}.

Note that the family PMH is non-empty if and only if |V | is even. When V is empty, we set PMH = {∅} by

convention. In section 5 we prove the following.

Proposition 3.1. Given a graph H ⊆ KV where |V | is even. There exists an acyclic matching on PMH such

that any critical set σ satisfies

|σ| ≤ 3
2 |V |+ |H |.

Moreover, the inequality is strict whenever V is non-empty.

3.2. Factor critical graphs. Recall that a graph G is factor critical on the vertex set V if for every v ∈ V the

induced subgraph G− v has a perfect matching. Note that if G is factor critical on V , then |V | must be odd.

For a fixed graph H ⊆ KV , define the family

FCH = {G ⊆ KV : G is factor critical on V,H ⊆ G}.

Note that when |V | = 1, then FCH = {∅}. In section 6 we prove the following

Proposition 3.2. Given a graph H ⊆ KV where |V | is odd. There exists an acyclic matching on FCH such

that any critical set σ satisfies

|σ| ≤ 3
2 (|V | − 1) + |H |.

Moreover, the inequality is strict whenever H contains at least one edge.

3.3. The bipartite case. It is easy to see that a bipartite graph can not be factor critical, so instead we deal

with some variations of this notion. Let G be a bipartite graph with vertex classes X and Y . We say that G is

Y -factor critical if for every vertex x ∈ X , the graph G− x has a matching which covers Y . Note that if G is

Y -factor critical, then we must have |X | > |Y |. (If Y = ∅, then by convention we say that the empty graph is

Y -factor critical)

Remark 3.3. By Hall’s marriage theorem it is easily seen that G is Y -factor critical if and only if |NG(Y
′)| >

|Y ′| for every non-empty subset Y ′ ⊆ Y .

Now we give an extension of the notion of Y -factor critical graphs. As before let G be a bipartite graph with

vertex classes X and Y . Fix a subset Z ⊂ X . We say that the bipartite graph G is (Y, Z)-factor critical if G is

Y -factor critical and the induced subgraph G[Z, Y ] is Z-factor critical. Note that if G is Y -factor critical, then

we must have |X | > |Y | when |Y | > 0, and |Y | > |Z| when |Z| > 0.

When Z is empty, then G is (Y, Z)-factor critical if and only if G is Y -factor critical. Moreover, when Y
is empty, Z should also be empty to satisfy the inequality condition, so by convention the empty graph ∅ is

(∅, ∅)-factor critical. Note that if Y and Z are both non-empty, and G is (Y, Z)-factor critical, then we must

have |Z| < |Y | < |X |.
For a fixed bipartite graph H ⊆ KX,Y and a subset Z ⊆ X , define the family

BFC(X,Y,Z;H) = {G ⊆ KX,Y : G is (Y, Z)-factor critical, H ⊆ G}.

Note that as long as we have |X | > |Y | when |Y | > 0, and |Y | > |Z| when |Z| > 0, then the family

BFC(X,Y,Z;H) is non-empty. When X or Y is empty, we set BFC(X,Y,Z;H) = {∅} by convention. In section 7

we prove the following.

Proposition 3.4. Given a bipartite graph H ⊆ KX,Y and a subset Z ⊆ X . There exists an acyclic matching

on BFC(X,Y,Z;H) such that any critical set σ satisfies

|σ| ≤ 2|Y |+ |Z|+ |H |.

Moreover, the inequality is strict whenever H contains at least one edge.
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3.4. Structure of the proofs. The families of graphs and the bounds given in Propositions 3.1, 3.2, and 3.4

are the most important technical tools needed for the proof of Theorems 1.1 and 1.2. The proofs of these

propositions and their roles in the proof of Theorems 1.1 and 1.2 is quite involved. In the next section we prove

Theorems 1.1 and 1.2 (modulo Propositions 3.1, 3.2, and 3.4).

At this point we warn the reader that the order in which we prove the three propositions is in a sense the

“reverse” of the logical order. More specifically, the proof of Proposition 3.1 for the family PMH is given in

section 5 and assumes the validity of Propositions 3.2 and 3.4. The proof of Proposition 3.2 for the family FCH

is given in section 6 and assumes the validity of Proposition 3.4. Finally, the proof of Proposition 3.4 for the

family BFC(X,Y,Z;H) is given in section 7.

The reason for “reversing” the logical order is that the family PMH is conceptually the simplest one and the

methods for decomposing this family into parts are easier to explain. These methods and ideas will be refined

and used again for the other families as well. At the other end, the family BFC(X,Y,Z;H), which everything

depends on, is the most technical one and requires the deepest analysis. We therefore postpone this one to the

end.

The whole structure of the proof is given in Figure 2.

4. PROOF OF THEOREM 1.1 AND 1.2

In this section we temporarily assume validity of Propositions 3.1, 3.2 and 3.4 for families of graphs PMH ,

FCH and BFC(X,Y,Z;H) introduced in Section 3. (These will be proved in subsequent sections.) We use these

propositions and two technical lemmas of discrete Morse theory - the join lemma 2.5 and the projection lemma

2.6 to obtain Theorem 1.2. We first prove Theorem 1.2 for the case whenG is the complete graphKV in Section

4.1. This proof contains all the main ideas and in Section 4.2 we show how the arguments can be modified to

deal with the case when G is a complete bipartite graph KX,Y . Finally we deduce the theorem for arbitrary

graphs G by a general argument based on simplicial homology which is given in Section 4.3.

4.1. Complete graphs. Fix a graph H ⊆ KV with 1 ≤ ν(H) < k and define the family

FH = {G ⊆ KV : ν(G) < k,H ⊆ G}.

Proposition 4.1. There is an acyclic matching on FH such that any critical set σ satisfies

|σ| ≤ 3k − 4 + |H |.

Let us denote the link of H in NMk(KV ) by LH . Note that the face poset of LH is isomorphic to FH (where

the members of FH are ordered by inclusion). In fact, we have FH = LH ∗ {H}, that is, every member of

FH can be obtained by adding H to a member of LH , and every member of the link LH can be obtained by

removing H from a member of FH . Therefore the acyclic matching in Proposition 4.1 can be transformed into

an acyclic mathcing on LH where any critical set σ satisfies |σ| ≤ 3k − 4, and by Theorem 2.1 it follows that

LH has vanishing homology in all dimensions d ≥ 3k − 4.

We now start our proof of Proposition 4.1. The strategy is to decompose the family FH into simpler parts

which can be expressed as joins of the families defined in section 3. Propositions 3.1, 3.2, 3.4 together with

Lemma 2.5 allow us to obtain an acyclic matching on FH with the desired bound on the size of the critical sets.

First reduction. We start by observing that when |V | < 2k, then the condition ν(G) < k is satisfied for any

G ⊆ KV . This means that FH = {G ⊆ KV : H ⊆ G}, and we can find either a complete acyclic matching, or

an acyclic matching with a single critical set of size |H | (by Lemma 2.3). In either case we are done, so from

here on we assume that |V | ≥ 2k. This also implies that H is a proper subgraph of KV .

Without loss of generality, let v be the vertex of minimum degree in H , that is,

degH(v) = min{degH(w) : w ∈ V }.

Note that the degree of v in H could equal zero. Let V ′ = V \ {v}. If we set W = (V ′ \ NH(v)), then the

following properties are satisfied:
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Proposition 3.4 for BFC(X,Y,Z;H)

(Proof in section 7)

Join and Projection

Join

Join and
Projection Join

Proposition 3.2 for FCH

(Proof in section 6)

Proposition 3.1 for PMH

(Proof in section 5)

Join

Join

Proposition 4.1
(Proof in section 4.1)

Proposition 4.6
(Proof in section 4.2)

weak Morse inequality

(Theorem 2.1)

Theorem 1.2 for KV Theorem 1.2 for KX,Y

Proposition 4.7

Theorem 1.2
(Proof in section 4)

Corollary 4.8

Theorem 1.1

FIGURE 2. Outline of the proof of Theorem 1.1. Here, Join and Projection refer to the Join

lemma 2.5 and the Projection lemma 2.6.

(i) W 6= ∅, and

(ii) H has an edge not incident with v.

Let S denote the set of edges in KV which are incident to v but do not belong to H , that is, S = KW,{v}. For

every G ∈ FH define SG ⊆ S as

SG = {e ∈ S : G+ e ∈ FH}.

Now define subfamilies
F0 = {G ∈ FH : SG 6= ∅},
F1 = {G ∈ FH : SG = ∅}.

Thus we have a partition FH = F0 ∪ F1.
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Claim 4.2. There is a complete acyclic matching M0 on F0. Furthermore, if M1 is any acyclic matching on

F1, then M = M0 ∪M1 is an acyclic matching on FH .

Proof. We first prove the existence of a complete acyclic matching on F0. Let Q = {(G \S) : G ∈ F0}, which

is clearly a subfamily of F0. Consider the map ϕ : F0 → Q defined as ϕ(G) = (G\S). Note that f is monotone

with respect to inclusion. For every G ∈ Q we have ϕ−1(G) = {G ∪ S′ : S′ ⊆ SG}; If not, there would exists

a subset S′ ⊆ SG such that ν(G ∪ S′) = k. Then, a maximum matching of size k in G∪ S′ should use exactly

one edge e in S′, which implies that ν(G + e) = k. This contradicts the assumption that e ∈ SG. Hence, for

any edge e0 ∈ SG, we have

ϕ−1(G) = {σ : σ + e0, σ − e0 ∈ ϕ−1(G)},

and by Lemma 2.3 we can find a complete acyclic matching on ϕ−1(G) for every G ∈ Q. By this and Lemma

2.4, there is a complete acyclic matching M0 on F0.

Now consider an (arbitrary) acyclic matching M1 on F1. Set M = M0∪M1, and for contradiction assume

there is a directed cycle

(σ1, τ1, . . . , σt, τt),

which satisfies the conditions of Lemma 2.2. Consider the case that (σi, τi) ∈ M0 for some i. This means that

τi \ σi = {ei} ⊆ S, and therefore ei ∈ σi+1 which implies that (σi+1, τi+1) ∈ M0. Repeating this argument

shows that (σj , τj) ∈ M0 for every j, which is impossible since M0 is an acyclic matching. Therefore, it must

be the case that (σj , τj) ∈ M1 for every j, contradicting the assumption that M1 is an acyclic matching. �

Second reduction. By Claim 4.2 our problem has been reduced to finding an acyclic matching on the family

F1. Note that for any G ∈ F1, the neighborhood NG(v) = V ′ \W = NH(v). Therefore every graph G ∈ F1

is uniquely determined by its induced subgraph G[V ′]. Consequently, we can further reduce our problem to

finding an acyclic matching on the family

F = {G[V ′] : G ∈ F1},

since this will uniquely determine an acyclic matching on F1.

The family F has a relatively simple characterization given in the claim below. Note that every graph G ∈ F

contains the subgraph H ′ = H [V ′] (which contains at least one edge by property (ii) above). Also, recall that

D(G) = D1 ∪ · · · ∪Dr where (D1, . . . , Dr;A;C) is the Gallai–Edmonds decomposition of G.

Claim 4.3. The family F consists of all graphs G on the vertex set V ′ where H ′ ⊆ G, ν(G) = k − 1, and

D(G) = W .

Proof. We already noted that H ′ ⊆ G for every G ∈ F. To prove the rest of the claim, first recall that S =

KW,{v} and let Ŝ = K(V ′\W ),{v}.

Consider a graph G ∈ F and let Ĝ = G∪ Ŝ. Note that Ĝ ∈ F1 by definition. Hence, ν(G) ≤ ν(Ĝ) ≤ k− 1,

and for every e ∈ S, ν(Ĝ + e) ≥ k. This implies that ν(Ĝ + e) = k since adding a single edge increases the

matching number by at most one. In particular, any maximum matching Me of Ĝ + e must contain the edge

e which is incident to v, and therefore Me \ {e} ⊆ G. So we can conclude that ν(G) = k − 1. Moreover, if

e = uv for some u ∈ W , then the maximum matching Me \ {e} in G misses the vertex u. This implies that

W ⊆ D(G). Now we show that D(G) ⊆ W . If not, there is some u ∈ D(G) ∩ (V ′ \ W ) and a maximum

matching Mu in G of size k−1 which does not cover the vertex u. But this would mean Mu+uv is a matching

in Ĝ of size k, which is a contradiction. Thus we have shown that every graph G ∈ F satisfies the conditions of

the claim.

For the other direction, suppose G is a graph satisfying the conditions of the claim. We will show that

Ĝ = G ∪ Ŝ ∈ F1. If ν(Ĝ) ≥ k, then there is a maximum matching in Ĝ which uses an edge from Ŝ. Deleting

this edge we find a maximum matching in G which misses vertex u ∈ (V ′ \ W ). This is impossible by the

condition D(G) = W . So we have ν(Ĝ) < k.
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FCH[D1] FCH[D2] FCH[D3] FCH[Dr]

. . .

. . .

D :

A :

C :

ProjH′[D,A]

⊆ H′

PMH′[C]

π
. . .

. . .
BFC([r],A,∅;π(H′[D,A]))

FIGURE 3. The join structure in Claim 4.4.

For any edge e = uv ∈ S, let Mj be a maximum matching which misses vertex u ∈ W = D(G). Then,

Mj + e is a matching of size k in Ĝ+ e. This shows that S
Ĝ
= ∅, and so by definition we have Ĝ ∈ F1. �

The join structure. Since all graphs in F have the same matching number, we can use Lemma 2.12 to further

reduce our problem to finding an acyclic matching on each non-empty subfamily F(D1,...,Dr;A;C) ⊆ F. We fix

such a subfamily and let D = D1 ∪ · · · ∪Dr. The next step is to give a join structure on F(D1,...,Dr;A;C).

We define a projection map from the complete bipartite graph KD,A. Define an index set

I = K[r],A = {(t, a) : t ∈ [r], a ∈ A}

and partition the edges of KD,A as

KD,A =
⋃

i∈IEi,

where E(t,a) = KDt,{a}. Let π : 2KD,A → 2K[r],A be the corresponding projection map, and define the family

ProjH′[D,A] = {G ⊆ KD,A : π(G) is A-factor critical, H ′[D,A] ⊆ G}.

Claim 4.4. If H ′[A] = KA and H ′[A,C] = KA,C , then

F(D1,...,Dr ;A;C) = FCH′[D1] ∗ · · · ∗ FCH′[Dr ] ∗ ProjH′ [D,A] ∗ PMH′[C] ∗ {KA} ∗ {KA,C}.

Proof. (See Figure 3 for an illustration.) We first show that F(D1,...,Dr ;A;C) is included in the join. In other

words, our goal is to show that any graph G ∈ F(D1,...,Dr;A;C) is the union of

a factor critical graph on each Di which contains H ′[Di],
a graph on C with a perfect matching which contains H ′[C],
a bipartite graph in ProjH′ [D,A] connecting vertices in D to vertices in A,

a complete graph on A, and

a complete bipartite graph connecting vertices in A to vertices in C.

By definition, G has Gallai–Edmonds decomposition (D1, . . . , Dr;A;C) and satisfies the properties stated in

Claim 4.3. In particular, G contains H ′, and so by the assumptions that H ′[A] and H ′[A,C] are complete,

the last two properties above are automatically satisfied. The first three properties are simple consequences of

the Gallai–Edmonds decompostion (Theorem 2.8). Namely, G[Di] is factor critical for every i ∈ [r], G[C]
has a perfect matching, and for every i ∈ [r] there is a matching Mi in G[D \ Di, A] covering A such that

|NMi
(A)∩Dj | ≤ 1 for every j ∈ [r]. The last conclusion is what guarantees that G[D,A] ∈ ProjH′[D,A]. This

shows that F(D1,...,Dr;A;C) is contained in the join.

It remains to show the opposite inclusion. For a graph G in the join, we need to show that G satisfies

the properties of Claim 4.3 and that G has Gallai–Edmonds decomposition (D1, . . . , Dr;A;C). Since the

decomposition is chosen so that F(D1,...,Dr;A;C) is non-empty, it follows trivially that H ′ is contained in G.

Moreover, by Theorem 2.8, we have W = D(G) = D1 ∪ · · · ∪Dr and 2ν(G) = |A|+ |V ′| − r = 2(k − 1).
So it suffices to show that G has Gallai–Edmonds decomposition (D1, . . . , Dr;A;C).
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We first claim there is a matching in G− v of size

k − 1 = 1
2 (
∑r

j=1(|Dj | − 1) + 2|A|+ |C|).

for any vertex v ∈ D. (This equality comes from Theorem 2.8.) Let Di denote the component of D which

contains the vertex v. Since G[D,A] ∈ ProjH′ [D,A], we can find a matching MD,A in G[(D \ Di), A] which

covers A such that all the edges go to distinct components of D. Next, we can extend the matching MD,A

further to obtain a matching which covers an additional
∑r

j=1(|Dj | − 1)+ |C| vertices in D∪C. This follows

from the assumptions that G[Dj ] ∈ FCH′[Dj ] for each j ∈ [r] and G[C] ∈ PMH′[C].

Now we show that ν(G) = k − 1, and that any matching of size k − 1 covers every vertex in A ∪ C. This

will imply that G ∈ F(D1,...,Dr;A;C). Consider an arbitrary matching M in G and let D′ ⊆ D, A′ ⊆ A, and

C′ ⊆ C be the sets of the vertices covered by M . Since each |Dj | is odd and NG(Dj) ⊆ A we must have

|D′| ≤ |D| − (r − |A|). Together with the trivial bounds |A′| ≤ |A| and |C′| ≤ |C| we get

2|M | = |D′|+ |A′|+ |C′| ≤ |D| − (r − |A|) + |A|+ |C| = 2(k − 1).

Therefore, we have ν(G) = k− 1. Also when |M | = k − 1, we have A′ = A and C′ = C. This completes the

proof. �

The endgame. With the join structure of Claim 4.4 we are left with finding an acyclic matching for each term

of the join (Lemma 2.5). The FC terms and the PM term can be handled by Propositions 3.1 and 3.2. It remains

to deal with the term ProjH′[D,A].

Claim 4.5. There is an acyclic matching on ProjH′[D,A] such that any critical set σ satisfies

|σ| ≤ 2|A|+ |H ′[D,A]|.

Proof. We apply Lemma 2.6 with τ = H ′[D,A] and Q = BFC([r],A,∅;∅). Note that Q is the family con-

sisiting of all A-factor critical subgraphs of K[r],A. By part (1) of Lemma 2.6 we have π(ProjH′[D,A]) =

BFC([r],A,∅;π(H′[D,A])). By Proposition 3.4 there is an acyclic matching on π(ProjH′[D,A]) where any critical

set σ has size at most 2|A| + |π(H ′[D,A])|. Applying part (2) of Lemma 2.6 there is an acyclic matching on

ProjH′[D,A] where any critical set σ has size at most |σ| ≤ 2|A|+ |H ′[D,A]|. �

We are ready to finish the proof of Proposition 4.1. Let P = F(D1,...,Dr ;A;C) be a non-empty subfamily of F.

First we deal with the case when H ′[A] 6= KA or H ′[A,C] 6= KA,C . In this case fix an edge e ∈ KA ∪KA,C

which is not an edge of H . By Lemma 2.11, we have G − e,G + e ∈ P for every graph G ∈ P. This implies

that P has a complete acyclic matching (Lemma 2.3).

We may therefore assume that H ′[A] = KA and H ′[A,C] = KA,C , and Proposition 4.4 applies. By the

Lemma 2.5 it suffices to find an acyclic matching for each factor of the join, and sum up the sizes of critical

sets in each factor.

By Propositions 2.5 and 3.2, the join FCH′ [D1] ∗ · · · ∗ FCH′[Dr ] has an acyclic matching MFC where any

critical set σ satisfies

|σ| ≤
∑r

i=1

(

3
2 (|Di| − 1) + |H ′[Di]|

)

= 3
2 (2(k − 1)− 2|A| − |C|)) + |H ′[D]|

= 3k − 3− 3|A| − 3
2 |C|+ |H ′[D]|,

with strict inequality whenever H ′[D] contains at least one edge.

By Claim 4.5, the ProjH′[D,A] term has an acyclic matching MProj where any critical set σ satisfies

|σ| ≤ 2|A|+ |H ′[D,A]|.

For the term PMH′[C] we use Proposition 3.1 to find an acyclic matching MPM where any critical set σ
satisfies

|σ| ≤ 3
2 |C|+ |H ′[C]|,
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with strict inequality whenever C is non-empty.

Finally, the terms {KA} and {KA,C} both have empty acyclic matchings with single critical sets of size

|KA| = |H ′[A]| and |KA,C | = |H ′[A,C]|, respectively.

We now combine all these matchings using the Lemma 2.5. Noting that

|H ′| = |H ′[D]|+ |H ′[D,A]|+ |H ′[A]|+ |H ′[A,C]|+ |H ′[C]|,

we find that P has an acyclic matching M = MFC ∪MProj ∪ MPM where any critical set σ satisfies |σ| ≤
3k− 3− |A|+ |H ′| with strict inequality whenever C is non-empty. Therefore, when A∪C is non-empty, we

have |σ| ≤ 3k − 4 + |H ′|.
So, suppose A ∪ C is empty. By assumption H ′ contains at least one edge (this was condition (ii) when we

chose the vertex v). This implies that H ′[D] must contain at least one edge, in which case we must have strict

inequality. Consequently, we have |σ| ≤ 3k − 4 + |H ′|.
The bound on |σ| holds for any non-empty family P = F(D1,...,Dr;A;C). By Lemma 2.12 we have an acyclic

matching on F where the same bound holds. Since F1 = F ∗ {KNH(v),{v}} (recall that NG(v) = NH(v) for

any G ∈ F1) we get an acyclic matching on F1 where any critical set σ satisifies |σ| ≤ 3k − 4 + |H |. �

4.2. Complete bipartite graphs. Fix a bipartite graph H ⊆ KX,Y with 1 ≤ ν(H) < k and define the family

BH = {G ⊆ KX,Y : ν(G) < k,H ⊆ G}.

Proposition 4.6. There is an acyclic matching on BH such that any critical set σ satisfies

|σ| ≤ 2k − 3 + |H |.

This result implies Theorem 1.2 for the case when G is a complete bipartite graph (by the same argument

using Theorem 2.1, as we did for complete graphs in Section 4.1).

Proof of Proposition 4.6. We follow the same strategy as in the proof of Proposition 4.1. It may be assumed

that X and Y are both non-empty and that H 6= KX,Y .

This first part is identical to the previous proof. Start by choosing a vertex v0 ∈ X ∪ Y of minimal degree

in H . Note that degH(v0) could equal zero and that H contains at least one edge not incident to v0.

Without loss of generality we assume that v0 ∈ Y , and we set W = X \NH(v0) and S = KW,{v0}. Note

that our assumption H 6= KX,Y implies W 6= ∅. For a graph G ∈ BH define the subset SG ⊆ S as

SG = {e ∈ S : G+ e ∈ BH}.

Now define the subfamilies

B0 = {G ∈ BH : SG 6= ∅},

B1 = {G ∈ BH : SG = ∅}.

Thus we get a partition

BH = B0 ∪ B1.

It turns out that the conclusion of Claim 4.2 holds in this situation as well. That is, B0 has a complete acyclic

matching and for any acyclic matching on B1, their union is an acyclic matching on BH . The proof we gave

earlier also works here, and is therefore omitted. (The key property needed is that the edges in S are all incident

to a common vertex.)

Note that NG(v0) = X \W = NH(v0) for every graph G ∈ B1. Therefore, if we define the family

B = {G− {v0} : G ∈ B1},

then B1 = B∗{K(X\W ),{v0}} and by Proposition 2.5 our problem is reduced to finding an acyclic matching on

B. Set Y ′ = Y \ {v0} and H ′ = H [X,Y ′], and observe that B is the family of all bipartite graphs G ⊆ GX,Y ′

which satisfy:

H ′ ⊆ G,

ν(G) = ν(G ∪K(X\W ),{v0}) = k − 1, and
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K(AX∪CX ),(AY ∪CY ∪{v0}) ⊆ H

BFC(DY ,AX ,∅;H′[DY ,AX ])

BFC(DX ,AY ,∅;H′[DX ,AY ])

DX AX CX

DY AY CY v0

FIGURE 4. The join structure in the proof of Proposition 4.6 when NH(v0) 6= ∅ and

K(AX∪CX),(AY ∪CY ) ⊆ H ′.

ν(G+ e) = k for every e ∈ S = KW,{v0}.

By Lemma 2.12 our problem is reduced to finding an acyclic matching on each non-empty subfamilyB(D;A;C) ⊆
B. Note that we use a simpler notation (D;A;C), because the components of D in the Gallai–Edmonds de-

composition of a bipartite graph consists of singletons and are therefore uniquely determined by the set D. This

follows from that a bipartite graph with at least two vertices cannot be factor critical.

Let us fix a non-empty subfamily B(D;A;C) and introduce the notation

DX = D ∩X , DY = D ∩ Y ′

AX = A ∩X , AY = A ∩ Y ′

CX = C ∩X , CY = C ∩ Y ′.

It follows from the defining properties of B that DX = W . Note also that |CX | = |CY |, NH(v0) = AX ∪CX ,

and 1
2 |C|+ |A| = k − 1. Moreover, for any G ∈ B(D;A;C) we have NG(DX) = AY and NG(DY ) = AX .

First consider the case NH(v0) = ∅. In this case DX = X , A = AY , C = ∅, and DY is just a set of isolated

vertices. It follows that

B(D;A;C) = BFC(X,A,∅;H′).

Since H ′ is non-empty and |A| = k− 1, it follows from Proposition 3.4 that B(D;A;C) has an acyclic matching

where any critical set σ satisifies |σ| ≤ 2(k − 1)− 1 + |H ′|. This gives us the desired bound.

Now suppose NH(v0) 6= ∅. Since NH(v0) = AX ∪ CX , the minimality assumption on degH(v0) therefore

implies that AX ∪ CX = NH(u) for every vertex u ∈ CY . In particular, K(AX∪CX),CY
⊆ H ′. Next, if there

exists an edge e ∈ K(AX∪CX),AY
which is not an edge in H ′, then G − e,G + e ∈ B(D;A;C) for every graph

G ∈ B(D;A;C) by Lemma 2.11. In this case, B(D;A;C) has a complete acyclic matching by Lemma 2.3.

We may therefore assume that K(AX∪CX),(AY ∪CY ) ⊆ H ′. This gives us the join structure

B(D;A;C) = BFC(DX ,AY ,∅;H′[DX ,AY ]) ∗ BFC(DY ,AX ,∅;H′[DY ,AX ]) ∗ {K(AX∪CX),(AY ∪CY )}.

(See Figure 4.) Applying Proposition 3.4 to each of the BFC terms, we find an acyclic matching on B(D;A:C)

where any critical set σ satisifies

|σ| ≤ 2|AX |+ 2|AY |+ |H ′| = 2|A|+ |H ′|.

Moreover this inequlity is strict whenever H ′[DX , AY ] or H ′[DY , AY ] contains at least one edge. By assump-

tion, DX 6= ∅, and since NH(v0) 6= ∅ and DX ∩NH(v0) = ∅ we must have degH′ (u) > 0 for every u ∈ DX .

Consequently we have strict inequality above, and since |A| ≤ k− 1 we have an acyclic matching on B(D;A;C)

where any critical set σ satisfies |σ| ≤ 2k − 3 + |H ′|. �
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4.3. General case. Here we deduce the general case of Theorem 1.2 from the special cases shown in the

previous subsections. The arguments here deal with general simplicial complexes (so in particular they hold for

graph complexes). Theorem 1.1 will also be proved here.

Recall from subsection 1.2 that a simplicial complex K is d-Leray if H̃i(L) = 0 for all i ≥ d and for

every induced subcomplex L ⊆ K. An immediate consequence of this definition is that the d-Leray property

is hereditary, meaning that any induced subcomplex of a d-Leray complex is also d-Leray. This fact is less

obvious if we consdider the equivalent definition of the d-Leray property which states that K is d-Leray if

H̃i(lkK(σ)) = 0 for every i ≥ d and every σ ∈ K.

Here we are concerned with a property that is slightly weaker than the d-Leray property. Let K be a simplicial

complex with the property:

(∗) For every non-empty face σ ∈ K , the link lkK(σ) has vanishing homology in all dimensions d ≥ d0.

The following proposition tells us that property (∗) is hereditary.

Proposition 4.7. Let K be a simplicial complex on the vertex set V which satisfies property (∗). Then, for any

non-empty subset S ⊆ V , the induced subcomplex K[S] also satisfies property (∗).

Proof. It is enough to show that K− v also satisfies (∗) for an arbitrary vertex v ∈ V . That is, we show that for

every non-empty face σ ∈ K− v, we have H̃d(lkK−v(σ)) = 0 for all d ≥ d0. Since lkK−v(σ) = lkK(σ)− v, we

consider reduced homology groups of lkK(σ)−v. Note that we only need to consider the case when v ∈ lkK(σ),
since lkK(σ) − v = lkK(σ) otherwise.

Let X = lkK(σ), and define the star of v in X as

stX(v) = {τ ∈ X : τ ∪ {v} ∈ X}.

Applying the Mayer–Vietoris sequence to the pair X − v, stX(v) and using the fact that stX(v) is contractible,

implies exactness of the sequence

· · · → H̃d(lkX(v)) → H̃d(X− v) → H̃d(X) → · · · .

Since K satisfies (∗), the last term H̃d(X) = H̃d(lkK(σ)) vanishes for all d ≥ d0. Using (∗) again, the identity

lkX(v) = lklkK(σ)(v) = lkK(σ ∪ {v})

implies that the first term also vanishes for all d ≥ d0. Therefore H̃d(X− v) also vanishes. �

Corollary 4.8. Let K be a simplicial complex on the vertex set V which satisfies property (∗). Then K has

vanishing homology in all dimension d ≥ d0 + 1.

Proof. For contradiction, suppose that K does not satisfy the conclusion. Let W ⊆ V be an inclusion minimal

subset such that the induced subcomplex L = K[W ] satisfies:

There is a d ≥ d0 + 1 such that H̃d(L) 6= 0.

We have H̃d(M) = 0 for every proper induced subcomplex M ⊆ L and d ≥ d0 + 1.

By Proposition 4.7, L satisfies property (∗). Note that |W | ≥ 2, otherwise H̃k(L) = 0 for every integer k.

Fix a vertex v of L and apply the Mayer–Vietoris sequence to the pair L− v, stL(v). This implies exactness

of the sequence

· · · → H̃d(lkL(v)) → H̃d(L− v) → H̃d(L) → H̃d−1(lkL(v)) → · · ·

For all d ≥ d0 + 1, property (∗) implies that the first and last terms are zero which implies that the two middle

terms are isomorphic. The second term is zero by the minimality assumption, and so H̃d(L) = 0. �

Now we can prove Theorem 1.2 in full generality. Consider an arbitrary graph G ⊆ KV . The non-matching

complex NMk(G) is an induced subcomplex of NMk(KV ), and in Section 4.1 we showed that NMk(KV )
satisfies property (∗) with d0 = 3k − 4. By Proposition 4.7 it follows that NMk(G) also satisfies (∗). If G is

bipartite, then NMk(G) is an induced subcomplex of NMk(KX,Y ), and therefore satisfies (∗) with d0 = 2k−3.

This proves Theorem 1.2, and Theorem 1.1 now follows from Corollary 4.8. �
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5. PROOF OF PROPOSITION 3.1

Fix a graph H on the vertex set V . Our goal is to find an acyclic matching M on PMH such that any critical

set σ satisfies

|σ| ≤ 3
2 |V | − 2 + max{|H | − 1, 0},

whenever |V | is an even positive integer. With the obvious inequality for the case when |V | = 0, we have the

desired inequality in Proposition 3.1. We assume that H 6= KV , otherwise it is obvious.

First reduction. Fix an edge e0 = vw ∈ KV \H with the additional condition that degH(w) > 0 if |H | > 0.

This is possible since H 6= KV . Define the subfamily F0 ⊆ PMH as

F0 = {G ⊆ KV : G− e0, G+ e0 ∈ PMH},

and set F1 = PMH \ F0. Note that for any graph G ∈ PMH , G+ e0 has a perfect matching, that is, G+ e0 ∈
PMH . Note also that F1 consists of those graphs in PMH for which every perfect matching contains the edge

e0. By Lemma 2.3 our problem is reduced to finding a suitable acyclic matching on F1. Define the family

F = {G− e0 : G ∈ F1},

and note that F1 = F ∗ {e0}. This reduces our problem to finding an acyclic matching on F (by Lemma 2.5).

Since ν(G) = |V |
2 − 1 for every G ∈ F, the problem is further reduced to finding an acyclic matching for

each non-empty subfamily F(D1,...,Dr ;A;C) ⊆ F (by Lemma 2.12). Note also that by Theorem 2.8 we have

|A| = r − 2.

Join structure. Our next step is to give a join structure on the family F(D1,...,Dr ;A;C). We first observe that

the vertices v and w belong to distinct components of D (recall e0 = vw). To see this, consider any graph

G ∈ F(D1,...,Dr ;A;C). A perfect matching M in G + e0 must contain the edge e0. Therefore M \ {e0} is

a maximum matching in G that avoids vertices v and w, which must lie in distinct components of D (by

Theorem 2.8).

Relabel the components of D (if necessary) such that v ∈ Dr−1 and w ∈ Dr. Note also that if |H | > 0,

then the assumption degH(w) > 0 implies that H [Dr] or H [D,A] is non-empty.

Consider the complete bipartite graph KD,A. Define the index set

I = {(t, a) : 1 ≤ t ≤ r − 1, a ∈ A}

and partition the edges of KD,A as

KD,A =
⋃

(t,a)∈IE(t,a),

where E(t,a) =

{

KDt,{a} when t < r − 1,

K(Dr−1∪Dr),{a} when t = r − 1.

Let π : 2KD,A → 2K[r−1],A be the corresponding projection map, and define the family

ProjH[D,A] = {G ⊆ KD,A : π(G) is A-factor critical, H [D,A] ⊆ G}.

Claim 5.1. If H [A] = KA and H [A,C] = KA,C , then

F(D1,...,Dr;A;C) = FCH[D1] ∗ · · · ∗ FCH[Dr ] ∗ ProjH[D,A] ∗ PMH[C] ∗ {KA} ∗ {KA,C}

Proof. (See Figure 5 for an illustration.) Consider a graph G ∈ F(D1,...,Dr;A;C). To show that G belongs to the

join it suffices to show that G′ = G[D,A] ∈ ProjH[D,A] (the other terms are obvious). Clearly H [D,A] ⊆ G′,

so we need to show that π(G′) is A-factor critical. We prove this by showing that |Nπ(G′)(A
′)| > |A′| for each

non-empty subset A′ ⊆ A. Set Z = [r − 2], and note that our previous discussion which showed that there is

a maximum matching in G which avoids the vertices v and w implies that π(G′)[Z,A] has a perfect matching.

In particular |Nπ(G′)(A
′) ∩ Z| ≥ |A′| for every subset A′ ⊆ A. When the inequality is strict, we are done. So

suppose that |Nπ(G′)(A
′) ∩ Z| = |A′|.
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FCH[D1] FCH[D2] FCH[D3]
FCH[Dr−1] FCH[Dr]

. . .

. . .

D :

A :

C :

ProjH[D,A]

⊆ H

PMH[C]

π
. . .

. . .
BFC([r−1],A,∅;π([D,A]))

FIGURE 5. The join structure in Claim 5.1. Here, all vertices in Dr−1 ∪Dr are identified as

a single vertex at the projection.

Define an auxiliary projection map π′ : 2KD,A → 2K[r],A corresponding to the partition

KD,A =
⋃

KDs,{a}, where s ∈ [r] and a ∈ A.

Note that (Nπ(G′)(A
′)∩Z) = (Nπ′(G′)(A

′)∩Z). It follows from Theorem 2.8 that π′(G′) is A-factor critical,

which by Hall’s marriage theorem implies that |Nπ′(G′)(A
′)| > |A′|. With |Nπ(G′)(A

′) ∩ Z| = |A′|, this

implies that (Nπ′(G′)(A
′) ∩ {r, r − 1}) is non-empty. This again implies that r − 1 ∈ Nπ(G′)(A

′). Therefore

G′ is in ProjH[D,A].

Now we show the opposite inclusion. Let G be a graph in the join. It is obvious that H ⊆ G, and so our

goal is to show that G has Gallai–Edmonds decomposition (D1, . . . , Dr;A;C) and that G + e0 has a perfect

matching.

Consider a matching M in G and let D′ ⊆ D, A′ ⊆ A, and C′ ⊆ C denote the vertices covered by M .

Since |Di| is odd and NG(Di) ⊆ A for all i, we have |D′| ≤ |D| − (r − |A|) = |D| − 2. Therefore

|M | = 1
2 (|D

′|+ |A′|+ |C′|) ≤ 1
2 (|D| − 2 + |A|+ |C|) = 1

2 (|V | − 2),

and it is easily seen that ν(G) = 1
2 (|V | − 2). Moreover, since any maximum matching in G covers all but two

vertices, these uncovered vertices must belong to distinct Di. The defining conditions of ProjH[D,A] imply that

for any vertex v ∈ D1 ∪ · · · ∪Dr there is a maximum matching which does not cover v. Therefore G has the

desired Gallai–Edmonds decomposition. Finally, the fact that G + e0 has a perfect matching follows from the

condition that π(G[D,A])[Z,A] has a perfect matching. �

The endgame. In order to apply Lemma 2.5 we need to find suitable acyclic matchings for each of the term of

the join in Claim 5.1. The acyclic matchings on the factors FCH[Di ] are given by Proposition 3.2, and for the

factor PMH[C] we can apply induction on |C|. It remains to deal with the term ProjH[D,A].

Claim 5.2. There is an acyclic matching on ProjH[D,A] such that any critical set σ satisfies

|σ| ≤ 2|A|+max{|H [D,A]| − 1, 0}.

Proof. We apply Lemma 2.6 with τ = H [D,A] and Q = BFC([c−1],A,∅;∅). Note that Q consists of all A-factor

critical subgraphs ofK[c−1],A. By part (1) of Lemma 2.6 it follows that π(ProjH[D,A]) = BFC([c−1],A,∅;π(H[D,A])).

Thereforeπ(ProjH[D,A]) has an acyclic matching where any critical set has size at most 2|A|+max{|π(H [D,A])|−
1, 0} (by Proposition 3.4). Applying part (2) of Lemma 2.6 there is an acyclic matching on ProjH[D,A] where

any critical set σ has size at most 2|A|+max{|H [D,A]| − 1, 0}. �

We are ready to finish the proof of Proposition 3.1. We will apply induction on |V |. It is easy to check that

the bound holds when |V | = 2, so we assume |V | ≥ 4 is even and that the bound holds for vertex sets of even

size strictly less than |V |.
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Let P = F(D1,...,Dr;A;C) be a non-empty subfamily of F. First consider the case when there exists an edge

e ∈ KA ∪KA,C which is not an edge in H . For any graph G ∈ P it follows from Lemma 2.11 that G− e and

G + e both contain H and have the same Gallai–Edmonds decompostion (D1, . . . , Dr;A;C). Moreover, any

perfect matching in G + e0 does not contain the edge e, and therefore G− e,G+ e ∈ P. It follows that P has

a complete acyclic matching (Lemma 2.3).

We may therefore assume that H [A] = KA and H [A,C] = KA,C , and so Claim 5.1 can be applied. By

Lemma 2.5 it suffices to find an acyclic matching for each term of the join and sum up the sizes of the critical

sets of each term.

By Lemma 2.5 and Proposition 3.2, the join FCH[D1]∗· · ·∗FCH[Dr] has an acyclic matching where any critical

set σ satisfies

|σ| ≤
∑r

i=1

(

3
2 (|Di| − 1) + |H [Di]|

)

= 3
2 (|D| − |A| − 2) + |H [D]|.

Here we used that r = |A|+ 2 in the last equality.

By Claim 5.2 the term ProjH[D,A] has an acyclic matching where any critical set σ satisfies

|σ| ≤ 2|A|+ |H [D,A]|.

For the term PMH[C] we can apply induction since |C| < |V |. Therefore this term has an acyclic matching

where any critical set σ satisfies

|σ| ≤ 3
2 |C|+ |H [C]|.

Finally, the terms {KA} and {KA,C} both have empty acyclic matchings with single critical sets of size

|KA| = |H [A]| and |KA,C | = |H [A,C]|, respectively.

We now sum up these bounds and apply Lemma 2.5. Thus we find an acyclic matching on P where any

critical set σ satisfies |σ| ≤ 3
2 |V | − 3 + |H |. Moreover, if H is non-empty, then our choice of e0 = vw implies

that H [D] or H [D,A] is also non-empty. Therefore the above inequality is strict whenever H is non-empty.

This bound holds for any non-empty family P = F(D1,...,Dr ;A;C) ⊆ F, so by Lemma 2.12 there is an acyclic

matching on F where every critical set satisfy the same bound. Finally, since F1 = F ∗ {e0} we get an acyclic

matching in F1 where any critical set σ satisfies |σ| ≤ 3
2 |V | − 2 + |H | with strict inequality whenever H is

non-empty. �

6. PROOF OF PROPOSITION 3.2

Fix a graph H on the vertex set V . Our goal is to find an acyclic matching M on FCH such that any critical

set σ satisfies

|σ| ≤ 3
2 (|V | − 1) + max{|H | − 1, 0}.

We may assume that |V | is odd and H 6= KV .

Reduction step. The first part of the proof is similar to the proof of Proposition 3.1. Fix an edge e0 = vw ∈
KV \H with the additional condition that degH(w) > 0 if |H | > 0.

Define the subfamily F0 ⊆ FCH as

F0 = {G ⊆ KV : G− e0, G+ e0 ∈ FCH},

and set F1 = FC \ F0. Note that F1 consists of the graphs G ∈ FCH such that e0 ∈ G and G− e0 is not factor

critical. Just as in the proof of Proposition 3.1, by applying Lemma 2.3, our problem is reduced to finding a

suitable acyclic matching on F1. Define the family

F = {G− e0 : G ∈ F1},

and note that F1 = F ∗ {e0}.
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FCH[D1] FCH[D2] FCH[D3] FCH[Dr]

. . .

. . .

D :

A :

C :

ProjH[D,A]

KA ⊆ H

ProjH[A,C]∪H[C]

π

. . .

. . .
BFC([r],A,∅;π(H[D,A]))

π′

FCπ′(H[A,C]∪H[C])

α

FIGURE 6. The join structure in Claim 6.1. Here, all vertices in A are identified as the vertex

α in the projection.

Since G+ e0 is factor critical for any G ∈ F it follows that ν(G) = |V |−1
2 (both graphs (G+ e0)−{v} and

(G+e0)−{w} have perfect matchings). Therefore Lemma 2.11 implies that we can further reduce the problem

to finding an acyclic matching on each non-empty subfamily F(D1,...,Dr ;A;C) ⊆ F. Note that by Theorem 2.8

we have |A| = r − 1.

Join structure. Our next goal is to give a join structure on the family F(D1,...,Dr ;A;C). We first show that v and

w belong to distinct components of D. To see why, consider any G ∈ F(D1,...,Dr ;A;C). The assumption that

G + e0 is factor critical implies that v and w both belong to D. Since G is not factor critical, we have A ∪ C
is non-empty. For any a ∈ A ∪ C, (G + e0) − {a} has a perfect matching M on V \ {a}. This is impossible

when v and w are in the same components of D, since each of r = |A| + 1 components of D should have at

least one vertex to be matched via M with a vertex in A \ {a}. Thus r > 1 and A is non-empty.

We set A = {a1, . . . , ar−1} and after relabeling the components of D (if necessary) we may assume that

v ∈ Dr−1 and w ∈ Dr. Note that if |H | > 0, then the assumption degH(w) > 0 implies that H [Dr] or

H [D,A] is non-empty.

Now we define a projection map from the complete bipartite graph KD,A. Define the index set I = {(j, a) :
j ∈ [r], a ∈ A} and set E(j,a) = KDj ,{a}. This gives us a partition,

KD,A =
⋃

e∈K[r],A
Ee,

with a corresponding projection map π : 2KD,A → 2K[r],A . Set Z = [r − 2] and define the family

ProjH[D,A] = {G ⊆ KD,A : π(G) is (A,Z)-factor critical, H [D,A] ⊆ G}.

Next we define a projection map from KA,C ∪KC . For an edge e ∈ K({α}∪C) define

Ee =

{

KA,{v} for e = αv ∈ K{α},C

{e} for e ∈ KC .

This gives us a partition,KA,C∪KC =
⋃

e∈K({α}∪C)
Ee, with a corresponding projection map π′ : 2KA,C∪KC →

2K({α}∪C) . Define the family

ProjH[A,C]∪H[C] = {G ⊆ KA,C ∪KC : π′(G) is factor critical, H [A,C] ∪H [C] ⊆ G}.

Claim 6.1. If H [A] = KA, then

F(D1,...,Dr;A;C) = FCH[D1 ] ∗ · · · ∗ FCH[Dr ] ∗ ProjH[D,A] ∗ ProjH[A,C]∪H[C] ∗ {KA}.



22 ANDREAS F. HOLMSEN AND SEUNGHUN LEE

Proof. (See Figure 6 for an illustration.) First consider a graph G ∈ F(D1,...,Dr;A;C). We start by showing that

π(G[D,A])[Z,A] is Z-factor critical. Fix an arbitrary vertex a ∈ A. Note that (G+e0)−{a} contains a perfect

matching M , and each component Di for i ∈ [r − 2] should have a unique vertex to be matched with a vertex

in A \ {a} via M . So we obtain a matching covering Z in π(G[D,A])[Z,A \ {a}] for any a ∈ A.

It remains to show that GA,C = π′(G[A,C] ∪ G[C]) is factor critical. (The other terms of the join are

obvious.) Let u be a vertex in C. By assumption the graph (G + e0) − {u} has a perfect matching using the

edge e0. In this perfect matching, exactly r− 2 vertices of A are matched to vertices in D, while the remaining

vertex of A together with C \ {u} admits a perfect matching. This shows that there is a perfect matching in

GA,C − {u}, and therefore GA,C is factor critical.

Now we show the opposite inclusion. Let G be a graph in the join. It is obvious that H ⊆ G. We first show

that G has Gallai–Edmonds decomposition (D1, . . . , Dr;A;C). Consider a matching M in G and let D′ ⊆ D,

A′ ⊆ A, and C′ ⊆ C denote the vertices covered by M . Since |Di| is odd and NG(Di) ⊆ A for all i, we have

|D′| ≤ |D| − (c− |A|) = |D| − 1. Therefore

|M | ≤ 1
2 (|D

′|+ |A′|+ |C′|) ≤ 1
2 (|D| − 1 + |A|+ |C|) = 1

2 (|V | − 1),

and it is easily seen that ν(G) = 1
2 (|V | − 1). Moreover, equality is attained only when A′ = A and C′ = C.

From this it follows easily that G has desired Gallai–Edmonds decomposition. We can also conclude that G is

not factor critical; for any vertex a ∈ A the graph G − {a} has no perfect matching. It remains to show that

G+ e0 is factor critical, and for this it is sufficient to show that (G+ e0)− {u} has a perfect matching for any

vertex u ∈ A ∪ C.

If u ∈ A, then G[D1∪· · ·∪Dr−2∪(A\{u})] has a perfect matching by the condition that π(G[D,A])[Z,A]
is Z-factor critical. Together with perfect matchings on G[C] and G[Dr−1 ∪ Dr] + e0, this gives a perfect

matching in (G+ e0)− {u}.

If u ∈ C, then the condition on ProjH[A,C]∪H[C] implies that there is a vertex u′ ∈ A such that G[{u′} ∪
(C \{u})] has a perfect matching. By the same argument above it follows that G[D1∪· · ·∪Dr−2∪ (A\{u′})]
has a perfect matching. Together with perfect matching on G[Dr−1 ∪Dr] + e0, we get a perfect matching in

(G+ e0)− {u}. �

The endgame. In order to apply Lemma 2.5 we need to find suitable acyclic matchings for each of the terms

of the join in Claim 6.1. The acyclic matchings on the factors FCH[Di ] can be dealt with by induction on |Di|.

Claim 6.2. There is an acyclic matching on ProjH[D,A] such that any critical set σ satisfies

|σ| ≤ 3|A| − 1 + |H [D,A]|.

Moreover the inequality is strict whenever H [D,A] contains at least one edge.

Proof. We apply Lemma 2.6 with τ = H [D,A] and Q = BFC([r],A,Z;∅). By part (1) of Lemma 2.6 we

have π(ProjH[D,A]) = BFC([r],A,Z;π(H[D,A])). Proposition 3.4 implies that there is an acyclic matching on

π(ProjH[D,A]) where any critical set σ satisfies

|σ| ≤ 2|A|+ |Z|+ |π(H [D,A])|
= 3|A| − 1 + |π(H [D,A])|.

Here we used that |Z| = |A| − 1. Also, it follows from Proposition 3.4 that the inequality is strict whenever

π(H [D,A]) contains at least one edge. By part (2) of Lemma 2.6 we get an acyclic matching on ProjH[D,A]

where any critical set σ satisfies |σ| ≤ 3|A| − 1+ |H [D,A]|. Moreover, if H [D,A] contains at least one edge,

then so does π(H [D,A]) which implies strict inequality. �

Claim 6.3. There is an acyclic matching on ProjH[A,C]∪H[C] where any critical set σ satisfies

|σ| ≤ 3
2 |C|+ |H [A,C]|+ |H [C]|.
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Proof. We apply Lemma 2.6 with τ = H [A,C] ∪H [C] and

Q = {G ⊆ K({α}∪C) : G is factor critical}.

By part (1) of Lemma 2.6 we have π′(ProjH[A,C]∪H[C]) = FCπ′(τ). Since |C|+1 < |V | we can apply induction

and find an acyclic matching on π′(ProjH[A,C]∪H[C]) where any critical set σ satisfies |σ| ≤ 3
2 |C| + |π′(τ)|.

By part (2) of Lemma 2.6 there is an acyclic matching on ProjH[A,C]∪H[C] where any critical set σ satisfies

|σ| ≤ 3
2 |C|+ |H [A,C]|+ |H [C]|. �

We are now ready to finish the proof of Proposition 3.2. Let P = F(D1,...,Dr ;A;C) be a non-empty subfamily

of F. Suppose there is an edge e ∈ KA which is not an edge in H . For any graph G ∈ P, Lemma 2.11 implies

that G − e and G + e have Gallai–Edmonds decomposition (D1, . . . , Dr;A;C). Deleting any vertex from A
shows that neither G− e nor G+ e are factor critical. For any vertex u the graph (G+ e0)−{u} has a perfect

matching which does not use any edge in KA. This shows that G − e,G + e ∈ P, and implies that P has a

complete acyclic matching (Lemma 2.3).

We may therefore assume that H [A] = KA, and so Claim 6.1 applies. Since |A| > 0 we have |D| < |V |, so

by induction there is an acyclic matching on FH[D1 ] ∗ · · · ∗ FH[Dr ] where any critical set σ satisfies

|σ| ≤
∑r

i=1

(

3
2 (|Di| − 1) + |H [Di]|

)

= 3
2 (|D| − |A| − 1) + |H [D]|.

Here we used |A| = r − 1. Also, we may assume that the inequality is strict whenever H [D] contains at least

one edge.

Finally, the term {KA} has an empty acyclic matching with a single critical set of size |KA| = |H [A]|.
Summing up these bounds together with the bounds from Claims 6.2 and 6.3, we find that there is an acylic

matching on P where any critical set σ satisfies

|σ| ≤ 3
2 (|D| − |A| − 1) + 3|A| − 1 + 3

2 |C|+ |H |

= 3
2 (|V | − 1)− 1 + |H |.

Moreover, if H is non-empty, then our choice of e0 = vw implies that H [D] or H [D,A] is also non-empty.

Therefore the above inequality is strict whenever H is non-empty.

As in the previous proofs, it follows from Lemma 2.12 that the union of the acyclic matchings on every

non-empty family F(D1,...,Dr ;A;C) gives an acyclic matching on F with the same bounds on the critical sets.

Using the fact that F1 = F ∗ {e0} finishes the proof. �

7. PROOF OF PROPOSITION 3.4

Let H be a fixed bipartite graph on the vertex classes X and Y . Our goal is to find an acyclic mathcing M
on BFC(X,Y,Z;H) such that any critical set σ satisfies

(1) |σ| ≤ 2|Y |+ |Z|+max{|H | − 1, 0}.

When X or Y is empty, then by our convention, we have BFC(X,Y,Z;H) = {∅}. In this case the ineqaulity

obviously hold. So we only focus on the case when X and Y are both non-empty, which implies that |X | >
|Y | > |Z|. The proof goes by induction on |X ∪Y |. It is easy to check that the bound holds when |X ∪Y | ≤ 3.

As in the proofs of Propositions 3.1 and 3.2, we are going to reduce the problem of finding the acyclic

matching M by decomposing our family into simpler parts for which we can find suitable acyclic matchings.

These will then be combined to form M.
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A special case. We first deal with the special case when H [(X \ Z), Y ] = K(X\Z),Y . In this case we claim

that BFC(X,Y,Z;H) has the join structure

BFC(X,Y,Z;H) = BFC(Y,Z,∅;H[Z,Y ]) ∗ {K(X\Z),Y }.

The inclusion ⊆ is trivial since G[Z, Y ] is Z-factor critical for any G ∈ BFC(X,Y,Z;H). For the opposite

inclusion, let G be a graph in the join. By assumption, Z can be perfectly matched with a subset Z ′ ⊆ Y , and

(Y \ Z ′) can be perfectly matched to a subset Z ′′ ⊆ X \ Z . Moreover, X \ (Z ∪ Z ′′) is non-empty and any

vertex in x ∈ X \ (Z ∪Z ′′) is neighbor to every vertex in Y . It follows that G is Y -factor critical, which proves

the equality.

By induction, there is an acyclic matching M′ on BFC(Y,Z,∅;H[Z,Y ]) such that any critical set σ satisfies

|σ| ≤ 2|Z|+max{|H [Z, Y ]| − 1, 0},

and the term {K(X\Z),Y } has an empty acyclic matching with a single critical set. Since |Z| < |Y | and

|H | = |H [Z, Y ]|+ |H [(X \ Z), Y ]|, the bound in (1) holds by Lemma 2.5, and finishes the special case when

H [(X \ Z), Y ] = K(X\Z),Y .

The general case. We assume from now on that H [(X \ Z), Y ] 6= K(X\Z),Y , and we fix an edge e0 = vw
where v ∈ Y , w ∈ (X \ Z), and e0 /∈ H . If possible, we choose e0 such that NH(v) 6= ∅. Note that if this is

not possible, then for any vertex y ∈ Y either degH(y) = 0 or (X \ Z) ⊆ NH(y).
Once the edge e0 is fixed, define the subfamily F0 ⊆ BFC(X,Y,Z;H) as

F0 = {G : G− e0, G+ e0 ∈ BFC(X,Y,Z;H)}.

This reduces our problem to finding an acyclic matching on F1 = BFC(X,Y,Z;H) \ F0 (by Lemma 2.3). Now

define the family F = {G− e0 : G ∈ F1}. In other words, F is the family of graphs G ⊆ KX,Y which satisfy

the conditions:

H ⊆ G and e0 /∈ G,

G is not Y -factor critical,

G+ e0 is Y -factor critical, and

G[Z, Y ] is Z-factor critical.

Since F1 = F ∗ {e0}, our problem is now further reduced to finding an acyclic matching on F (by Lemma 2.5).

Recall from Section 4.2 that the components of D in the Gallai–Edmonds decomposition of a bipartite graph

consists of singletons. As we did in Section 4.2, throughout this section we simply denote the Gallai–Edmonds

decomposition of G ∈ F as (D;A;C).

Claim 7.1. For G ∈ F with Gallai–Edmonds decomposition (D;A;C), the following hold:

(1) w ∈ D ⊆ X ,

(2) A ⊆ Y , and

(3) v ∈ (C ∩ Y ), in particular C 6= ∅.

Moreover, if H 6= ∅, then H [(C ∩X), {v}] 6= ∅ or H [D,A] 6= ∅.

Proof. First we observe that ν(G) = |Y | for every G ∈ F. This is because G + e0 is Y -factor critical, which

implies that (G + e0) − {w} has a matching which covers Y (and so does every maximum matching in G).

This implies that w ∈ D ⊆ X and A ⊆ Y . And for x ∈ C ∩X , (G + e0) − {x} has a matching M covering

Y , and M should use an edge between D and C ∩ Y which must be e0. Hence, v ∈ (C ∩ Y ).
Now suppose H 6= ∅. Every vertex of X belongs to either D or C, and since v ∈ (C ∩ Y ) it follows that

NH(v) ⊆ (C ∩ X). Therefore H [(C ∩ X), {v}] 6= ∅ provided that NH(v) 6= ∅. On the other hand, suppose

NH(v) = ∅ for every possible choice of v. (Recall our choice of v when we fixed the edge e0 = vw.) If

H 6= ∅, then there is some vertex y ∈ Y such that degH(y) > 0 which implies that (X \ Z) ⊆ NH(y). Since

w ∈ (X \ Z) ∩D, we must have y ∈ A and therefore H [D,A] 6= ∅. �
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FIGURE 7. The join structure in Claim 7.2.

Since all graphs in F have the same matching number we can apply Lemma 2.12, thereby further reducing

our problem to finding an acyclic matching on each non-empty subfamily F(D;A;C) ⊆ F.

Now we fix a non-empty subfamily F(D;A;C). Our goal is to decompose this family in order to further reduce

our problem. We write

C = CX ∪ CY and Z = ZC ∪ ZD

where CX = (C ∩X), CY = (C ∩ Y ), ZC = (Z ∩C), and ZD = (Z ∩D).
Define FY C to be the family of bipartite graphs G ⊆ KCX ,Y which satisfy the conditions:

H [CX , Y ] ⊆ G,

G[C] has a perfect matching,

G[ZC , Y ] is ZC -factor critical, and

G[CX , (CY \ {v})] is (CY \ {v})-factor critical.

Claim 7.2. For every non-empty F(D;A;C) ⊆ F we have

F(D;A;C) = BFC(D,A,ZD;H[D,A]) ∗ FY C .

Proof. (See Figure 7 for an illustration.) We first show thatG ∈ F(D;A;C) is contained in the join. It is a straight-

forward consequence of Theorem 2.8 that G[D,A] ∈ BFC(D,A,ZD;H[D,A]), so it remains to show G[CX , Y ] ∈
FY C . The first three conditions follow from the defining properties of F. To see that G[CX , (CY \ {v})] is

(CY \ {v})-factor critical, note that (G + e0)− {x} has a matching which covers CY , for any x ∈ CX . Such

a matching must include the edge e0, while the remaining edges form a perfect matching between (CX \ {x})
and (CY \ {v}).

Now consider a graph G in the join. Clearly H ⊆ G and e0 /∈ G. Note that G has Gallai–Edmonds

decomposition (D;A;C) since G[D,A] is A-factor critical and there are no edges between D and C. This

also implies that G is not Y -factor critical, but with the condition that G[CX , (CY \ {v})] is (CY \ {v})-factor

critical we get that G + e0 is Y -factor critical. Finally, we show that G[Z, Y ] is Z-factor critical. By Hall’s

theorem this is equivalent to showing that |NG(Z
′)| > |Z ′| for every Z ′ ⊆ Z . For Z ′ ⊆ ZC this is true since

G[ZC , Y ] is ZC-factor critical. If (Z ′ ∩ ZD) 6= ∅, then

|NG(Z
′)| ≥ |NG[C](Z

′ ∩ ZC) ∪NG[D,A](Z
′ ∩ ZD)| > |Z ′ ∩ ZC |+ |Z ′ ∩ ZD| = |Z ′|,

since G[C] has a perfect matching and G[ZD, A] is ZD-factor critical. �

The problem of finding an acyclic matching on F(D;A;C) can now be reduced further by Lemma 2.5. The

term BFC(D,A,ZD ;H[D,A]) can be dealt with by induction, and so now we focus on finding an acyclic matching

for the family FY C .
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FIGURE 8. The join structure in Claim 7.3 when H [Q,A] = KQ,A.

We now make a further reduction. For disjoint subsets S, T ⊆ ZC (which may be empty) we say that

G ∈ FY C is of Type (S, T ) if

NG(v) ∩ ZC = S and NG(A ∪ {v}) ∩ ZC = (S ∪ T ),

and partition the graphs in FY C according to their Type. Suppose we have an acyclic matching on each part of

this partition. We claim that their union is an acyclic matching on FY C . For contradiction, assume there is a

directed cycle

(σ0, τ0, σ1, τ1, · · · , σt−1, τt−1)

where σi, σi+1 ⊆ τi (according to Lemma 2.2). This would imply that

(Nσi
(v) ∩ ZC) = (Nτi(v) ∩ ZC) ⊇ (Nσi+1(v) ∩ ZC),

for all i (indices are taken modulo t). This shows that (Nσi
(v) ∩ ZC) = (Nτj (v) ∩ ZC) and (by the same

reasoning) (Nσi
(A ∪ {v})∩ZC) = (Nτj (A∪ {v})∩ZC) for all i and j, and consequently every graph in the

directed cycle have the same Type. We have therefore reduced the problem to finding an acyclic matching on

each non-empty family

F
(S,T )
Y C = {G ∈ FY C : G is of Type (S, T )}.

Now consider a fixed non-empty subfamily F
(S,T )
Y C . We write

CX = Q ∪ S ∪ T ∪R

where R = ZC \ (S ∪ T ) and Q = (CX \ ZC). Note that this is not necessarily a partition of CX since some

of the terms could be empty.

Define families

Pv = {G ⊆ KCX,{v} : (NG(v) ∩ ZC) = S,NG(v) 6= ∅, H [CX , {v}] ⊆ G},

PQ = {G ⊆ KQ,A : H [Q,A] ⊆ G},

and

PA = {G ⊆ KZC ,A : T ⊆ NG(A) ⊆ (S ∪ T ), H [ZC , A] ⊆ G},

with the additional condition that NG(A) 6= ∅ if Q = ∅.

Claim 7.3. For any non-empty F
(S,T )
Y C ⊆ FY C we have

F
(S,T )
Y C = Pv ∗ PA ∗ PQ ∗ BFC(CX ,CY \{v},R;H[CX ,CY \{v}]).
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Proof. (See Figure 8 for an illustration.) Consider a graph G ∈ F
(S,T )
Y C . Clearly we have G[Q,A] ∈ PQ.

And it follows from the definition of F
(S,T )
Y C that G[CX , {v}] ∈ Pv and G[ZC , A] ∈ PA. We claim that

G′ = G[CX , (CY \ {v})] is (CY \ {v}, R)-factor critical. The fact that G′ is (CY \ {v})-factor critical

follows from the defining conditions of FY C . The fact that G′[R,CY \ {v}] is R-factor critical follows from

the condition that G[ZC , Y ] is ZC-factor critical and the definition of R. Therefore G is contained in the join.

Now consider a graphG in the join. It is obvious that H [CX , Y ] ⊆ G. TheBFC-term implies thatG[CX , (CY \
{v})] is (CY \ {v})-critical, and from the assumption NG(v) 6= ∅ it follows that G[C] has a perfect matching.

We now show that G[ZC , Y ] is ZC -factor critical. By Hall’s marriage theorem this is equivalent to showing that

|NG(Z
′)| > |Z ′| for everyZ ′ ⊆ ZC . If Z ′ = CX , then we must have Q = ∅. In this case we have the additional

condition NG(A) 6= ∅. Therefore Z ′ has a neighbor in A, and since G[C] has a perfect matching it follows that

|NG(Z
′)| > |Z ′|. Now suppose Z ′ 6= CX . If Z ′ ⊆ R, then we are done by the condition on the BFC-term,

so we are left with the case when Z ′ contains at least one vertex from (S ∪ T ). Since G[CX , (CY \ {v})] is

(CY \ {v})-factor critical there is a matching in G[CX , (CY \ {v})] which covers Z ′. Moreover, every vertex

in (S∪T ) has at least one neighbor in A∪{v}, and therefore |NG(Z
′)| > |Z ′|. We have shown that G ∈ FY C ,

and it follows from the definition of Pv and PA that G is of Type (S, T ). �

We can handle the BFC-term in the join in Claim 7.3 by induction. The term PQ has a complete acyclic

matching when H [Q,A] 6= KQ,A, and an empty matching with a single critical set H [Q,A] otherwise (by

Lemma 2.3). So it remains to find acyclic matchings for the terms Pv and PA.

Claim 7.4. There is an acyclic matching on Pv ∗ PA such that any critical set σ satisfies

|σ| ≤ |S|+ |T |+max{|H [CX , {v}]| − 1, 0}+ |H [ZC , A]|+ 1.

Proof. We start with the term Pv. Set H ′ = H [CX , {v}] and N ′ = NH′(v). We can write

Pv = {K(N ′∪S),{v}} ∗ P
′

where P′ = {G : G ⊆ K(Q\N ′),{v} and G 6= ∅ if (N ′ ∪ S) = ∅}.

We now use Lemma 2.3 to find an acyclic matching on P′. First consider the case (N ′∪S) 6= ∅. If (Q\N ′) 6=
∅, then P′ has a complete acyclic matching, and otherwise P′ = {∅} and there is an acyclic matching on P′

with a single critical set of size 0. In the case (N ′ ∪ S) = ∅, we have Pv = {G : ∅ 6= G ⊆ KQ,{v}} where

Q 6= ∅. In this case Pv has an acyclic matching with a single critical set of size 1. Using Lemma 2.5 we see

that Pv has an acyclic matching where any critical set σ satisfies

|σ| ≤

{

|N ′ ∪ S| when (N ′ ∪ S) 6= ∅,

1 when (N ′ ∪ S) = ∅.

In either case, any critical set σ will satisfy

|σ| ≤ |S|+max{|H [CX , {v}]| − 1, 0}+ 1.

Now we consider the term PA, and set H ′′ = H [ZC , A] and N ′′ = NH′′ (A). First consider the case when

A = ∅, which implies that PA = {∅}. Here there is an empty acyclic matching with a single critical set of

size 0. By Lemma 2.5 and the acyclic matching for Pv found above, we have an acyclic matching on Pv ∗ PA

satisfying the desired bound. So we may suppose A 6= ∅.

If there is an edge e ∈ K(N ′′∪S),A with e 6∈ H ′′, then we have a complete acyclic matching {(G−e,G+e) :
G ∈ PA}, or an acyclic matching {(G− e,G+ e) : G ∈ PA \ {{e}}} with a single critical set {e} on PA. In

the former case, we have a complete acyclic matching on Pv ∗ PA (by Lemma 2.5). And the latter case occurs

exactly when Q = ∅, N ′′ = ∅ and T = ∅. Note that if Q = ∅, then S 6= ∅ by assumption that NG(v) is

non-empty for G ∈ Pv, and N ′ ⊆ S. Therefore by Lemma 2.5, we can find an acyclic matching on Pv ∗ PA

where any critical set σ satisfies

|σ| ≤ |S|+ 1.
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So we may assume H ′′ = K(N ′′∪S),A = KN ′′,A. We can write

PA = {KN ′′,A} ∗ P
′′

where P′′ = {G : G ⊆ K(T\N ′′),A, NG(A) = (T \N ′′)}.

We now use Lemma 2.6 to find an acyclic matching on P′′. If (T \N ′′) = ∅, then P′′ = {∅} and we have an

empty acyclic matching with a single critical set of size 0. Now suppose (T \N ′′) = {v1, . . . , vm} 6= ∅ and set

Ei = {e ∈ K(T\N ′′),A : e incident to vi}.

This gives us a partition of K(T\N ′′),A and a projection map π : K(T\N ′′),A → K(T\N ′′),{ā}. Applying Lemma

2.6 with τ = ∅ and F̄ = {K(T\N ′′),{ā}}, we find that P′′ has an acyclic mathcing with a single critical set of

size |T \N ′′|. By Lemma 2.5 we have an acyclic matching on PA where any critical set σ satisfies

|σ| ≤ |KN ′′,A|+ |T \N ′′| ≤ |H [ZC , A]|+ |T |.

Together with the bound from the acyclic matching on Pv found above, we get the desired bound by Lemma

2.5. �

Using the join structure in Lemma 7.3, there is an an acyclic matching on F
(S,T )
Y C where any critical set σ

satisfies

|σ| ≤ |S|+ |T |+ 1 + |H [ZC , A]|+max{|H [CX , {v}]| − 1, 0} (Claim 7.4)

+|H [Q,A]| (Lemma 2.3)

+2|CY \ {v}|+ |R|+max{|H [CX , (CY \ {v})]| − 1, 0} (induction)

≤ 2|CY |+ |ZC | − 1 + |H [CX , A]|+max{|H [CX , CY ]| − 1, 0}.

As we observed earlier, the union of all acyclic matchings on the non-empty subfamilies F
(S,T )
Y C ⊆ FY C gives

us an acyclic matching on FY C with the same bound as above.

Using join structure in Claim 7.2 and the induction hypothesis, there is an acyclic matching on F(D;A;C)

where any critical set σ satisfies

|σ| ≤ 2|CY |+ |ZC | − 1 + |H [CX , A]|+max{|H [CX , CY ]| − 1, 0}

+2|A|+ |ZD|+max{|H [D,A]| − 1, 0} (induction)

≤ 2|Y |+ |Z| − 1 + |H [CX , A]|

+max{|H [CX , CY ]| − 1, 0}+max{|H [D,A]| − 1, 0}

≤ 2|Y |+ |Z| − 1 + max{|H | − 1, 0} (Claim 7.1)

Taking the union of all acyclic matchings on the non-empty subfamilies F(D;A;C) ⊆ F gives an acyclic matching

in F with the same bound as above. Finally, since F1 = F ∗ {e0} we get the desired bound by Lemma 2.5. �

8. APPLICATION TO RAINBOW MATCHING PROBLEMS

In this section, we prove Theorems 1.3 and 1.4. A simplicial complex K is called near-d-Leray (over the

field F) if the reduced homology H̃i(lkK(σ)) over F vanishes for every non-empty face σ ∈ K and i ≥ d. With

this terminology, Theorem 1.2 can be restated that for every k ≥ 2,

NMk(G) is near-(3k − 4)-Leray for an arbitary graph G, and

NMk(G) is near-(2k − 3)-Leray for a bipartite graph G.
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The near-d-Leray property has the following consequence. Here, a matroid on V is a non-void simplicial

complex M which satisfies the augmentation property, that is, if σ, τ ∈ M and |σ| < |τ |, then there exists

v ∈ τ \ σ such that σ ∪ {v} ∈ M. We only consider loopless matroids, that is, {v} ∈ M for every v ∈ V . The

rank function ρ of M assigns to every subset W ⊆ V the number ρ(W ) = max{|σ| : σ ∈ M, σ ⊆ U}.

Theorem 8.1 ([Hol16]). Let K be simplicial complex on V which is near-d-Leray over the rational field, and

let M be a matroid on V with the rank function ρ such that ρ(V ) ≥ d+2. If M is a subcomplex of K, then there

exists a face σ ∈ K such that ρ(V \ σ) ≤ d.

Proof of Theorems 1.3 and 1.4. The proof of both theorems use the same application of Theorem 8.1 with

different values of d. So for Theorem 1.3 let d = 2k − 3, and for Theorem 1.4 let d = 3k − 4. Suppose we are

given d + 2 non-empty edge sets E1, . . . , Ed+2 and set E =
⋃

i Ei. In the case of Theorem 1.3 we have the

additional assumption that E is the edge set of a bipartite graph.

Let Ẽi be the set of labelled edges of Ei, that is Ẽi = {(e, i) : e ∈ Ei}, and let Ẽ =
⋃

i Ẽi. Define the

simplicial complex

K = {σ ⊆ Ẽ : ν(π(σ)) < k},

where π : 2Ẽ → 2E is the function defined by π(σ) = {e : (e, i) ∈ σ}.

By Theorem 1.2, it follows that NMk(E) is near-d-Leray over the rational field. We now show that K is

also near-d-Leray. That is, given a non-empty face σ ∈ K, we show that X = lkK(σ) has vanishing reduced

homology from the dimension d and above. Let us simply denote π−1({e}) for e ∈ E by τe. If there is e ∈ E

such that ∅ 6= σ ∩ τe ( τe, then X = 2τe\σ ∗X[Ẽ \ (τe ∪σ)]. Using a complete matching on 2τe\σ , we can find

a complete matching on X by using Lemma 2.5, so by Theorem 2.1 it follows that X has vanishing homology

in all dimensions.

Hence, we assume that for all e ∈ E we have that either σ ∩ τe = τe or σ ∩ τe = ∅. In this case, one can see

that X is homotopy equivalent to π(X) = lkNMk(E)(π(σ)), for example by finding a collapsing sequence from

X to a copy of π(X) inside X. (The argument is very similar to [AHJ19, Proposition 2.1].) Since H̃i(π(X)) = 0

for every i ≥ d, we have that H̃i(X) = 0 for every i ≥ d.

Now, let M be the partition matroid on the partition Ẽ1 ∪ · · · ∪ Ẽd+2. That is, let M be the matroid on Ẽ
defined by

M = {Ẽ′ ⊆ Ẽ : |Ẽ′ ∩ (Ei × {i})| ≤ 1 for every i ∈ [d+ 2]}.

Note that for the rank function ρ of M, ρ(Ẽ′) is the number of sets Ẽi which Ẽ′ intersects. Therefore ρ(Ẽ) =
d+ 2 > d.

Suppose that E1 ∪ · · ·Ed+2 does not contain any rainbow matchings of size k. Then, M is a subcomplex of

K. Thus we see that K and M satisfy the conditions in Theorem 8.1. It follows that there is a face σ ∈ K, and

two distinct sets Ẽi and Ẽj such that Ẽi ∪ Ẽj ⊆ σ. This implies that

ν(Ei ∪ Ej) = ν(π(Ẽi ∪ Ẽj)) ≤ ν(π(σ)) < k,

which contradicts the assumption. �

Let us also remark that the proof method above allows us to generalize Theorems 1.3 and 1.4 to arbitrary

matroids. (We leave the proof to the reader.)

Corollary 8.2. Let M be a matroid on the edge set E with rank function ρ and suppose ρ(E) ≥ 3k − 2. If

ν(F ) ≥ k for every flat F ⊂ E of rank 2, then there is a matching of size k which is independent in M. The

same conclusion holds for a bipartite edge set E under a weaker assumption that ρ(E) ≥ 2k − 1.

9. FINAL REMARKS

One of the main open problems that remains is to determine the minimum number of matchings of size

k needed to guarantee the existence of a rainbow matching. As remarked in the introduction some further
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progress was made recently in [ABKK21] and [ABCK20]. However, since the Leray numbers of the non-

matching complex can not be reduced in general, we expect that topological methods will not be useful in

making further progress on this problem.

Another intriguing question was raised in the paper by Linusson et al. [LSW08]. They asked whether the

non-matching complexNMk(G) is homotopy equivalent to a wedge of spheres in the case whenG is a complete

multipartite graph. Using the methods developed in this paper we can prove a special case: whenG is a complete

multipartite graph on at least three vertex classes and where one of the vertex classes consists of a single vertex,

then NMk(G) is homotopy equivalent to a wedge of spheres of dimension 3k − 4. We expect that with further

development of our tools, the problem can be fully settled.
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