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1 Introduction

We study the following (multi-armed bandit) sequential choice problemEl There
are finitely many arms (or actions), each yielding a random payoff. Probability
distributions have a common mean but differ otherwise and may not be known to
the decision-maker (DM). At each stage ¢ = 1,2, ...,n, DM chooses one arm, know-
ing the realized outcomes from previous choices. Ex ante she chooses a strategy
to maximize expected utility, where the utility index is a function of the (suitably
weighted) average payoff. Because we are interested in varying horizons, it is con-
venient to define a strategy for an infinite horizon, and then to use its truncation
for any given finite horizon. Refer to a strategy as asymptotically optimal if the
expected utility it implies in the limit as horizon n — oo is at least as large as
that implied by any other strategy. We study large-horizon approximations to the
value (indirect utility) of the bandit problem and corresponding asymptotically
optimal strategies.

A second novelty in our model is the assumption that DM is loss averse (global
risk aversion is a limiting special case). Loss aversion was introduced via cu-
mulative prospect theory by Tversky and Kahneman (1992), and has since been
well-established empirically and widely applied in economics and finance (see for
example, Kahneman and Tversky 2000, Kobberling and Wakker 2005, Barberis
2013, and the references therein). Its essential elements are (i) a reference point;
(ii) utility depends only on gains and losses relative to that reference point rather
than on the total payoff (or total wealth); (iii) risk aversion (concavity) for gains
and risk loving (convexity) for losses; and (iv) greater sensitivity to losses than
to gains. Our interest in this paper is the effect of loss aversion in the sequential
context defined by a bandit problem. To our knowledge, this is the first study of
loss aversion in bandit problems

We have two related reasons for studying asymptotics. First, it promotes

LOverviews and textbook treatments of the bandit model can be found in Berry and Fristadt
(1985) and Slivkins (2019), for example. The first application to economics is Rothschild (1974).
See Bergemann and Valimaki (2008) for references to a range of other economic applications.

2Xu and Zhou (2013) and Ebert and Strack (2015) study optimal stopping problems assuming
prospect theory. Their focus is on the probability-weighting aspect of prospect theory and loss
aversion plays no role in their analyses. Two studies of loss aversion in a sequential context are
Easley and Yang (2015) and Shi et al (2015). The former uses numerical analysis to study the
wealth and price effects of loss aversion in the equilibrium of a dynamic heterogeneous-agent
economy. The latter models dynamic portfolio choice with loss aversion, where the reference
point varies endogenously in response to prior wealth outcomes. In both cases, analysis is largely
numerical and there is little overlap with the bandit literature in general, and with our model, in
particular. Guasoni et al (2020) study shortfall aversion, which shares the spirit of loss aversion
but which is more directly relevant to preference over deterministic consumption streams rather
than over lotteries.



tractability and the derivation of analytical results. Though the literature on ban-
dit problems is enormous, theoretical analysis of Bayesian models is, to the best of
our knowledge, restricted to the special case of risk neutrality (see section for
elaboration and a qualification)!y Besides its obvious limitations, risk neutrality
also imposes the invariance of risk attitude as some outcomes are realized, and this
invariance is key to well-known sequential properties of optimal strategies derived
in the literaturel] In contrast, endogenously varying risk attitude is inherent in
loss aversion. Moreover, in our setting where means are known and common to all
arms, risk neutrality would trivialize the problem.

Our second reason for studying asymptotics is that tractability is plausibly
a concern not only for the modeler but also for the decision-maker within the
model. We view her as struggling to comprehend an extremely complicated finite-
horizon optimization problem, and adopting instead the simplifying assumption
of an infinite horizon. She does so with the recognition that an asymptotically
optimal strategy is approximately optimal if her horizon is sufficiently long.

Here is an informal outline of some of our analytical results, which obtain as
stated in the infinite-horizon limit and approximately for sufficiently large finite
horizons.

1. Maximum ex ante expected utility depends on the distributions describing
each arm only through their variances. Moreover, it depends only on the
largest and smallest variance. Consequently, at each history, arms with in-
termediate conditional variances can be ignored.

2. Depending on the reference point, it is possible to achieve a level of ex ante
expected utility that is equal to, or strictly greater than, the level when the
payoff to each arm is riskless. In that sense, risk may be desirable in the
sequential context, even though ”comparable” risks would be rejected in a
one-shot choice setting.

3. Suppose that the distributions describing every arm are known. Then, in
spite of the absence of learning, an asymptotically optimal strategy switches
indefinitely between two fixed extreme arms (those with the smallest and
largest variances) as the decision-maker moves between cumulative gains and
cumulative losses. Given two arms that exhibit the two extreme variances,
all other arms are redundant.

3Two studies of bandit problems that explicitly address risk are Sani, Lazaric and Munos
(2013) and Huo and Fu (2017). They assume regret minimization rather than expected utility
maximization, and focus on computational algorithms rather than on qualitative theoretical
results.

4For example, in an infinite-horizon setting where means can differ, and with one unknown
arm and one arm whose distribution is known, then once the known arm is chosen it will continue

to be chosen therafter (Rothschild 1974, pp. 190-191).



4. Suppose there are two arms and that the pair of variances is known, but
there is prior uncertainty about which arm has which variance. Then it is
asymptotically optimal to choose myopically at each stage, that is, as though
there are no subsequent choices to be made.

5. None of the above results rely on assumptions about the nature of risk aver-
sion in the domain of gains or about the nature of risk loving in the domain
of losses. They depend only on preference over "mixed” lotteries.

Finally, we turn to the proofs of these and other results about bandits and
loss aversion. It is not surprising that asymptotic results may be approached
via limit theorems. However, classic limit results do not apply, and the key to
our proofs is a new central limit theorem (CLT). The martingale version of the
central limit theorem considers a sequence (X;) of random variables having zero
conditional mean and constant conditional variance 2, and shows that (under
suitable additional conditions) the distribution of X , X;/\/n converges to the
normal N (0,0?%) as n — oo. (The classic result for identically and independently
distributed random variables is an immediate special case). This paper establishes
a CLT under the relaxed assumption on variance according to which conditional
variances can vary in a largely unstructured history-dependent way subject only to
the restriction that they lie in a fixed interval [o% 52|, in which case limits take a
novel and tractable form. This CLT is the main technical contribution of the paper.
One well-known motivation for generalizing from a single probability distribution
(hence single variance) to a set of probability distributions (hence set of variances)
is robustness to model uncertainty or ambiguity. However, model uncertainty
plays no role in our bandit problem - DM is a Bayesian agent, perfectly confident
in her understanding of the environment - thus highlighting the usefulness of sets
of measures even for Bayesian models.

We proceed as follows. The bandit model and the results outlined above are
described in detail in the next section. Proofs for these results must await the CLT
which is presented next in section Proofs of the CLT and related results are
presented in Appendix [A]l and proofs for the bandit application are in Appendix
Bl

2 Multi-Armed Bandits

2.1 Beliefs, utility and optimization

Let A be a finite set of arms (or actions). The outcome of any action lies in the
finite set 2 C R. Thus outcome sequences lie in @ = [13°Q;, where 2; = Q for
each i. The timing is as follows: At each i > 1, the history w1V = (wy, ...,w;i_1)
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is known, (w® = @), an action a; € A is chosen, and then the resulting outcome
w; is realized. Define X; (w) = w;, the outcome at stage i.

Let G;_1 be the o-algebra representing information at stage i, (Go = {Q2, @}),
and let G = 0(U°G;) be the corresponding o-algebra on 2.

The outcome resulting from any action is uncertain and the choice of a con-
tingent plan, or strategy, is determined by expected utility maximization. The
remaining primitives of the model - strategies, beliefs and the vNM utility index -
are described next.

2.1.1 Strategies and beliefs

The contingent choice of action at stage i depends on (conditional) beliefs about
the next outcome, which generally depend on the arm being considered and also
on what is learned from previous choices and their outcomes. Importantly, the
inference to be drawn from the history w1 of outcomes depends on which arms
produced them. Thus, the choice of action at stage i is expressed as

a; = s;(aY W), (2.1)

where a"Y = (ay,...,a;_1) denotes the history of past actions (a° = @). Refer
to s; : AT x H;;lle — A as the strategy at stage i, and denote the set of all
such s; by S;. The infinite sequence s = (s;)] is called simply a strategy. The
corresponding set of strategies is S

Turn to beliefs. For the reasons noted above, beliefs about the next outcome
depend on both the action being considered, hence on the strategy for the current
stage, and on the history of past actions. Thus we model these beliefs for stage ¢
by the conditional probability measure

P = Po (] af),wl D) € A (). (2.2)

The set of 1-step-ahead conditionals {F;"},., | . is a primitive that represents
beliefs (which may be taken to be subjective or objective).

Given a (fixed) strategy s = (sq, ..., S;, ...), we can combine the primitive condi-
tionals into a measure P*® on I17°€2;. To describe why and how, suppose that DM
is considering the strategy s. Then she knows that the action history a1V at any
future stage i is uniquely determined by the corresponding outcome history w1,
and by the given stage strategies s1, ..., s;_1, via repeated iteration of the relation

aj =s; (VD wUD) j=1,2,.,i-1. (2.3)

5For any given n, s € S induces the contingent plan (s:)7, which is adequate if one is interested
only in the n-horizon case. Because we will be interested in varying horizons, it is convenient to
define a strategy to apply to all finite horizons.



Consequently, DM faces uncertainty only about future outcomes and she seeks a
probability measure over all outcome sequences that is consistent with the primi-
tive 1-step-ahead conditionals {Pf"}i>L R As noted, the action history appear-
ing in (2.2)) can be substituted out and the conditioning information becomes a
function of w1 alone. Therefore, the 1-step-ahead conditionals can be pasted to-
gether in the usual fashion: By the Ionescu-Tulcea extension theorem, one obtains
a (unique) measure P?

P* e A(II0;, G). (2.4)

Moreover, its 1-step-ahead conditional P} (- | G;) € A (£2;) “agrees” with the prim-
itive conditional P in the sense that

P G) (W) =P (- a0l (2.5)

where ('~ is obtained from (Z.3). B
We assume that each P? has full support on 2. We assume also that mean
outcomes are common to all arms (hence also strategies) and fixed:

Eps [X;|Gi-1]=m =0 foralli>1andall s €S, (2.6)

where setting m = 0 is without loss of generality. Finally, the extreme (largest
and smallest) variances across all arms are assumed constant:

esssup Eps [X?|G,_1] =0 and ess ing Eps [X}|Gio1] = c® foralli > 1, (2.7)
seS s€

for some 72 > g% > 0.

Apart from these conditions, the history-dependence of any primitive condi-
tional P is unrestricted, and consequently so is the implied model of learning.
For example, the model does not rule out that past outcomes of arm a may in-
form beliefs about future outcomes of arm a’ # a. Independence across arms, or
other hypotheses about the nature of learning, can be accommodated by suitably
specializing beliefs, but are not assumed in the general model. (Sections and
describe two such specializations.)

For readers who find the strategy-dependence of probability measures unortho-
dox we add that it is readily understood in the following terms. Consider a generic
static choice problem of the form sup,. 4 E,, [u (X®)], where X* is the random vari-
able outcome associated with action a and g is a prior over the underlying state
space 0 Then each X induces a probability distribution, denoted p*, over
(2, and the preceding optimization problem can be written as sup,e 4 Epa [u (X)],

6Here ) is an abstract state space, not necessarily related to the product state space used in
the bandit model. Similarly, for A and for X below.



where X (w) = w. Thus the choice between actions, modeled as the choice be-
tween random variables, can be expressed alternatively as the choice between
action-dependent probability distributions over outcomes (that is, lotteries). The
analogue of this reformulation for our sequential choice context leads to strategy-
dependent probability measures

2.1.2  Utility

We assume that, at each stage i, outcomes for each action are evaluated according
to whether they produce gains or losses relative to a reference point, which we
take to be their common mean (taken to be zero for convenience). Then X; gives
the gain/loss at stage i. Since gains/losses are incurred at each stage, they must
be aggregated. We posit that, for any horizon length n, utility depends on their
V/n-weighted average. Consequently, given the strategy s, the implied stream of
gains/losses has expected utility given by

Un () = Eps [io (S1X3/v/m)] (2.8)

where ¢ is the vINM utility index, which will be described shortly.

The /n-weighted averaging calls for some discussion. Consider a setting (such
as a casino, where trials correspond to playing one or another slot machine or
gambling device) where the time between trials is so small as to preclude discount-
ing, and where the monetary payoffs at different trials are perfect substitutes. We
are not aware of any axiomatic (or empirical) guidance for how a decision-maker
does or should aggregate or average money streams in this context given that ar-
bitrarily large horizons are relevant. The unweighted arithmetic average might be
slightly simpler to contemplate and calculate, but significantly, it also reflects a
specific and possibly inappropriate weighting to finite sets of trials. Indeed, as is
familiar from discussions of the classic law of large numbers (LLN) and CLT, one
might argue that scaling by % implies "too little” weight for finite sets of trials,
particularly when considering volatility. That will be argued also in our setting
(Remark [2.3)) and is our practical modelers’ rationale for preferring (2.8]).

Remark 2.1. To be perfectly clear, the utility functions U, rank strategies for
any giwen horizon n. They do not rank horizons. That is, statements such as
Un (s) > U, (') are meaningful, but statements such as U, (s) > Uy (s) are not
and do not play a role below.

"The use of action-dependent probabilities (or moral hazard) has been recognized in the
decision theory literature (Dreze 1987, Kelsey and Milne 1999, and Karni 2011, for example).
These papers are concerned primarily with axiomatic foundations, extending those for subjective
expected utility, while our motivation in studying the bandit problem is more applied. We differ
also in our focus on sequential choice.



The utility index ¢ appearing in (2.8]) is defined by

1(217 - C) T >c
olz) = { —(g_lwl (—=0(x —c)) z<c (2.9)

where we assume:
Assumption-Utility: § = g/5 < 1, ¢1(0) =0, ¢; € C} (R,), and ¢, is (strictly)
increasing and (strictly) concave for z > ¢
Then, ¢ is increasing globally, concave for z > ¢ (corresponding to gains) and
convex for x < ¢ (corresponding to losses), implying risk aversion for gains and
risk seeking for losses. In addition,

r>y>0 = (c+y,%;c—y,%)>—(c+x,%;c—x,%), (2.10)
indicating greater sensitivity to the increased loss (—z < —y) than to the increased
gain (x > y). In differential form, it states that

O (c—x)>¢ (c+x), foralz>0. (2.11)

We take these to be the defining properties of (strict) loss aversion, following
Wakker and Tversky (1993, p. 164), for example. An implication is that —p (¢ — x)
p(c+z), for all z > 0, that is, the lottery (c+ x, %; c—x
to receiving 0 for sure.

The following example will be useful in the sequel (see (221])) because of its
tractability.

,%) is strictly inferior

Example 1 (Exponential). Let ¢ () =1 —exp (—z), so that

1 —exp(—(x —¢)) r>c
wlr) = { 0~ exp(f(z —¢c))—1) z<c

where ¢ € R and 0 =0 /5.

(2.12)

Because of its origins in prospect theory, loss aversion is often viewed as tied to
probability weighting or distortion, (which is absent in our expected utility model),
and also to a kink in the utility index at the reference point (which is also absent
here because ¢ defined above is continuously differentiable everywhere). However,
neither is necessary mathematically or conceptually for the above behavioral prop-
erties that define loss aversion [l Accordingly, consistent with common practice, we

8C2 (R4) is the set of functions on the non-negative real line with continuous and bounded
third order derivatives.

9Kobberling and Wakker (2005) argue explicitly for a conceptual separation between loss
aversion and probability weighting. They write (p. 124): “We have introduced utility, prob-
ability weighting and loss aversion as logically independent factors of risk attitude ... their
(in)dependence empirically is more intricate.”



exclude probability distortions, hence Allais-type behavior, in order to isolate the
effects of loss aversion on sequential decision-making. As for a kink, it has limited
empirical content; for example, a finite set of pairwise rankings of lotteries, as is
common in experimental investigations of loss aversion, cannot refute differentia-
bility. Moreover, the theoretical connection of a kink to loss aversion is very much
dependent on the choice of functional form. For example, suppose that, instead of
(29), one posits that

w1 (z—c) x>c
= 2.1

# () { A1 (—(x—¢)) z<c (2.13)
where A > 1. Then (2I0) is satisfied if and only if A > 1, which renders ¢
nondifferentiable at ¢. Thus a kink is necessary for loss aversion given (ZI3]), but
not given (2.9)).

We add some interpretation of the functional form (29)). Take ¢ = 0 for
simplicity. Then, as observed above, loss aversion implies

(:c, %; -, %) < 0.

How might one measure the degree of loss aversion expressed thereby? One possi-
bility is to use the reduction in the loss needed to imply indifference, but then the
new lottery would have nonzero mean which would obfuscate the determination
of "greater sensitivity to losses”. Similarly if one were to increase the odds of a
gain with prizes unchanged. Thus we adjust both so as to keep the zero mean.
Specifically, we look for A > 1 such that

(x, \p; —=Az,p) ~ 0 forall z >0 and 0 < p < 1. (2.14)

(For probabilities to sum to 1, one needs p (14 \) = 1, but that can be safely
ignored for present purposes given expected utility theory.) The above condition
states that when both the odds of a gain and the size of the loss are increased
by the factor A, then (the zero mean condition is satisfied and) indifference with
0 is restored. In contrast, when A = 1, then the strictly inferior % / % lottery is
obtained. This suggests using A — 1 to measure loss aversion. Such a measure
is well-defined for our model, using (2.9, since ([ZI4) is satisfied (uniquely) with
A =071 Thus 6! — 1 gives a measure of loss aversion that is behavioral (defined
by the preference condition (2.14])), and global (the same A works for all  and p as
indicated) Alternatively, in our model (ax, p; —x, ap) ~ 0 is satisfied (uniquely)

10Ty fact, existence of \ satisfying ([ZI4) is equivalent to our specification with A = =1, More
generally, one might weaken ([2.14]) by allowing A to depend on = and/or p. From that perspective,
our model yields a constant measure of loss aversion, perhaps suggesting a partial analogue to
CARA utility functions.



by a = 6 < 1, suggesting 1 — 0 as a measure of loss aversion. In either case, the
parameter  admits a simple behavioral interpretation.

The results below, and the CLT underlying them, are limited to the case 6 =
/. However, they are robust to the specification of ¢, which is unrestricted
except for nonparametric monotonicity and concavity assumptions and technical
(smoothness and boundedness) conditions. In particular, what follows makes no
assumption about the nature of risk aversion in the domain of gains or alternatively,
or about the nature of risk loving in the domain of losses. The only relevant
restriction, imposed by (29) and expected utility theory, is on preference over
“mixed” lotteries.

2.1.3 Optimization
The preceding leads finally to the optimization problem (for each n)

V, = sslelg Eps [(p (E?XZ/\/E)] ) (2.15)

(Recall that X; (w) = w; gives the outcome at stage i.)

The finite horizon problem is not tractable (for us). For reasons of tractability,
Bayesian models in the literature typically take ¢ to be linear. In that case,
given the fixed finite horizon n, the Ln factor is irrelevant and the objective is
to maximize the expected value of the sum »7X,;. If outcomes are monetary
prizes that are perfect substitutes, which is the way we think of our model, then a
linear ¢ implies risk neutrality as remarked in the introduction. An alternative is
that outcomes are measured in utils, as in the common expected-additive-utility
model of preference over risky consumption streams. Then the underlying prizes
(consumption levels, for example) at different stages are not perfect substitutes,
and also the ranking of the risky consumption at stage i is independent of the
risks involved at other stages (implying indifference to correlation in consumption
risks). In applications where these features are appropriate, indifference to risk in
consumption (or other underlying prizes) is not implied by a linear ¢. However,
for the settings we have in mind, tractability comes at the cost of assuming risk
neutrality.

Consider briefly a common approach to solving bandit problems analytically
which is to establish the optimality of index-based strategies, most commonly using
the Gittins index (Gittins and Jones 1974). When arms can be valued separately,
then at each stage and history an index summarizes each arm and comparison of
these indices determines which arm to pull. This approach does not work in our
model because arms cannot be delinked for at least two reasons: (i) outcomes from
one arm may be informative about the distribution describing other arms because
of common unknown parameters (see section 2.2.3]); (ii) because of loss aversion
risk attitude depends on the sign of the sum of past payoffs from all arms.

10



Our approach to analysing (2I5) for the loss averse utility index (2.9) is to
study large-horizon approximations to the value (indirect utility) of the bandit
problem and corresponding approximately optimal strategies. More precisely, de-
fine, conditional on showing below that the following limit exists,

V = lim V,. (2.16)
n—oo
Below we derive results for V', which therefore imply approximate results for V,
when n is sufficiently large. Secondly, say that the strategy s* is asymptotically
optimal if
lim U, (s*) = lim Vj; (2.17)

n—o0 n—oo

or, equivalently, if, for every ¢ > 0, there exists n* such that

| Up (s*) =V, |< e if n>n"
Thus asymptotic optimality of s* is a more concise way to say that ”s* is approx-
imately optimal for problems with sufficiently long horizon.”

2.2 Results

In all our results for the bandits model, the assumptions specified above are
adopted: conditional beliefs satisfy full support, (2.0) and (27), and the util-
ity index ¢ is given by (Z9) and satisfies Assumption-Utility. Though the latter
requires o > o, all the results that follow are trivially valid, by the classic mar-
tingale CLT, also when @ = ¢. Then all arms have a common variance and are
equivalent in the large horizon limit, making the (asymptotic) choice between arms
trivial. It simplifies discussions below to exclude that case.

2.2.1 Value

Our first result concerns the limiting value V. We emphasize the surprising (to
us) degree to which this result is robust to specifications of ¢; and the primitives
{F"}is1 ses,» and therefore also to assumptions about the nature of learning .

Theorem 2.2. (i) Let V,, be the value of the n-horizon problem (213). Then
lim,_,. V,, exists. Moreover,

V= lim V, = / o)) dy, (2.18)

n—aoo 00

1 An implication is that, for any s, lim, o U, (8) < limy, s Uy, (s*). This follows from (ZI7)
and Uy, (s) <V, for all n.

11



where q is the pdf in (B1l)-(B.3), which, for ¢ =0 yields the simple form

7 (y:2) [;%} y >0
q(y) = (2.19)

q" (y;9) [g%} y<0

Here q*(y;0) = —— exp (—(y/0)?/2) is the pdf for N (0, 0?).

2mo

(i) Let primitive beliefs be modified to {]3;; , another set satisfying our

}’iZL 3, €S;
assumptions, including counterparts of (Z.8) and (27), and where the latter is
satisfied by the identical variance extremes o® and c>. ThenV =V

(iii) The limiting value V' satisfies

= ¢0) =0
V=< > ¢0) ¢>0 (2.20)
< ¢(0) ¢<0

(i) not only proves that the large-horizon limit V' is well-defined, but also gives
an explicit description of V. Moreover, for some functions ¢ the integral in (2.I8])
can be expressed in closed form yielding a closed form expression for V' for each c.
For example, if ¢ is taken to be the exponential example ([2I2)), then, using the

density in (B.)-(B.2),

v (I)(—é) —(I)(E)Jre% <620(I>(—Q+§) —eP(—ag — é)) c<0
g O(—2) —0(3) + T (6_%‘P(—g+ 2) - €T d(—0 — g))] c>0,
(2.21)

where @ is the standard normal cdf.

The density ¢ in (2.I9) yields a zero mean and variance equal to ¢@, the
geometric average of the two extreme variances. Incorporation of the low (high)
variance normal density for positive (negative) arguments reflects risk aversion and
loving on the two subdomains respectively. Evidently, ¢ reduces to the normal
density if ¢ = 7, for example, there is a single arm. Then (ZI])) is an immediate
implication of the classic CLT. In the same way, (i) follows directly from the new
CLT in section B3 Moreover, (i) is the main content of the theorem - the other
parts follow immediately from it. (ii) follows by inspection of the density and (iii)
follows from a simple calculation (see details in Appendix [B).

Part (ii) supports our hypothesis that the long-horizon heuristic reduces the
cognitive burden of the decision-maker. She need only know the variances of
arms, and even then, only for arms that have extreme Variances Here is some

12The identity of the extreme arms can vary with history. Therefore, there may not exist two
arms that are adequate for the entire horizon.
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rough intuition: Let the horizon be n and consider the choice of arm at the last
stage given past realizations z; of X;, i < n. It can be thought of as maximizing
Eps [gp (((E’f’lxi + Xn)/\/ﬁ)] by choice of s, (P? is the 1-step-ahead conditional
in ([Z3)). The incremental payoff X,,/+/n is small if n is large. Thus a second-order
Taylor series expansion in X, can be used to approximate the objective function,
implying that the latter can be approximated (for each s) by a linear function of
both the mean (equal to zero by (Z8])) and the (conditional) variance. Finally,
maximization of a linear function of variance is necessarily achieved at an arm
associated with either ¢ or .

To interpret (iii), consider first the case ¢ = 0. Thus, for large n, maximum
expected utility is approximately equal to that achievable when the payoff to each
action is riskless, hence identically equal to the common mean, implying zero
gains and losses for sure. In other words, risk is a matter of indifference in the
limit. The freedom to switch between arms in response to experience is critical.
If one arm must be chosen ex ante for all trials, then maximum expected utility
is negative, hence less than ¢(0) = 0. (The classic CLT applies to each arm
separately and, by loss aversion, ¢ (—x) < —¢ (x) for all z > 0; hence ¢ (-) has
negative expected value under the normal N (0, 02) for any positive variance.) For
further perspective, consider the following lottery: Toss a fair coin. If Heads,
then receive a positive prize according to N (0, c?) conditioned on R, and if Tails
receive a negative prize according to N (0,52) conditioned on R_. This lottery has
negative expected utility using ¢. It is less attractive because the ability to choose
actions sequentially affords some influence over positive versus negative outcomes,
while in the lottery that influence belongs to nature alone.

Finally, (iii) implies that, in the limit n — oo, a decision-maker with a posi-
tive reference point (¢ > 0) strictly prefers the risky sequential choice problem to
receiving zero gain/loss for sure. The intuition is that zero for sure is a certain
loss relative to a positive reference point, which makes it unattractive. A positive
reference point ¢ also reduces the limit value V| because it reduces all gains and

increases all losses (¢ () <_‘ for all z), but to a lesser degree because of the flexi-
bility afforded by switching actions. Similarly, a negative reference point implies
the preference for the certain zero outcome. In this sense, a higher benchmark or
aspiration level leads to more participation in risky endeavors.

Remark 2.3. Suppose that DM uses the unweighted arithmetic average and max-
imizes Eps [ (37X;)/n)]. Then a LLN would replace the CLT underlying (2.18)
and would yield, by the LLN in Peng (2019, Theorem 2.4.1),

lim V, = ¢ (0) = 0. (2.22)
n—o0

To reflect, consider the special case where there is independence across trials of
a single arm and across arms. Then by the classic LLN, the expected utility of
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playing any a € A at every stage and history converges to 0 as n — oo. Conse-
quently, for large n, DM s approximately indifferent between repeated plays of a
and repeated plays of any other a', because their means are identical. The impli-
cation of (2.22) is that all such single-arm strategies are asymptotically optimal,
from which we conclude that, (in our setting, where only variances differ), the
LLN cannot serve as the basis for usefully approximating optimal strategies for
finite horizon problems. Furthermore, under the LLN, (2.22) is valid not only for
the loss averse functions ¢ that we assume throughout, but also for all (suitably
bounded and continuous) ¢ satisfying ¢ (0) = 0. In contrast, in our model using
the \/n-weighted average, such asymptotic risk neutrality is satisfied only in the
knife-edge case ¢ = 0, and risk is even strictly desirable for ¢ > 0.

2.2.2 Strategies and the absence of learning

We describe an asymptotically optimal strategy for the special case where there
is no learning. The latter corresponds to the following restriction on the primitive
conditionals {P'},., , cs: Foralli>1,s; €S and histories (al™,wl=V),

Pisi ( ‘ a(z‘fl)’w(ifl)) _ plsl if s, (a(ifl)’w(ifl)) = §1. (2.23)

Recall that at stage 1, history is null. Thus s; is simply an action and P;* gives
(unconditional or) prior beliefs about the outcome of action s;. Thus (Z23)) stip-
ulates that for each given action (s; above), subsequent beliefs about the next
outcome of that action do not change with history (where history includes past
outcomes associated with any, possibly different, action). An implication is that
for each fixed arm a, the joint probability distribution over outcomes given re-
peated choice of a is i.i.d. However, for other strategies s, the induced measure
P? (recall (2.4])) need not be a product measure. (For example, if w; and w] are
distinct outcomes, and if s specifies different actions at the histories (a;,w;) and
(a1, w]), then the two conditional probability distributions for stage 2 outcomes
generally differ. This reflects a difference in the choice of action at stage 2 rather
than updating or learning.)
Define
o2 = Epa [(X7], ifsg=a€ A

Then

0 = maxo, and ¢ = minog,.
acA acA

For simplicity, we focus first on ¢ = 0 and then indicate at the end of this
subsection how to accommodate ¢ # 0.
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Theorem 2.4. Let ¢ = 0. Define strateqy s* by s; =a and, forn > 1,

_Jaif SXG <0
Sp = { a Zf Z?flei >0 (224)
where oz =7 and 0, =c. Then: (i) s* is asymptotically optimal.

(ii) For every N > 0,

P (M {21X; <0)) < <1 and

g+a

P (M {EX; > 0}) <

< 1.

+a

(#ii) The high variance action is chosen less frequently in the limit. In fact,

lim —P (082 — 5)

I o = o) < 1. (2.25)

SHIS

(i) identifies an asymptotically optimal s*, while (ii) states that s* exhibits
switching between actions indefinitely with positive probability according to the
measure P*  induced by s*. The latter fact indicates a difference between our
model with loss aversion and many bandit models. Commonly in the bandit liter-
ature, learning (or exploration) provides the reason for switching, and eventually it
is decided that one arm is superior and experimentation ceases. Here, in contrast,
switching is optimal even in the absence of learning and (with positive probability)
persists indefinitely. This is because loss aversion implies that the identity of the
more attractive action or arm depends on whether one is in a region of cumulative
gains (X7X; > 0) or cumulative losses (X7X; < O) Finally, (iii) gives explicitly
the limiting relative frequencies induced by s*.

We have emphasized the robustness of our results to the specification of beliefs.
An implication such robustness is given by comparing the present no-learning
model with a more general model where learning is admitted. Take beliefs to
be objective and consider DM being offered the choice between two regimes, and
suppose she chooses the one with the higher limiting value. One regime corresponds
to the conditional probability laws assumed to satisfy the assumptions in section
2.1 This regime accommodates many different correlation patterns across trials.
The other regime also satisfies (Z23). Suppose further that the initial probability
laws {P;"}s,c4 are common to the two regimes. Then these two specifications
imply the same variance bounds @ and ¢. Therefore, by Theorem 2.2, they imply

13 A global risk averter would choose the low variance action @ at every stage.
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the same limiting value V. Consequently, the correlation (or lack thereof) between
outcomes in distinct trials of an action is a matter of indifference in the limit

Remark 2.5. [t does not follow that there is an asymptotically optimal strategy
common to both regimes. Theorem [2.7] in the next section describes an optimal
strategy under learning for a special case.

Finally, we describe how the theorem can be extended to accommodate ¢ # 0.
For that purpose, instead of using a single strategy to approximate finite-horizon
problems, consider a sequence s™ = (sI') of strategies, where, for each n, s" € §
is thought of as a strategy used in the n-horizon problem (ZI]). (Accordingly,
components s} with i > n are irrelevant.) The counterpart of (217 is

lim Epo[p (S7X;/vn)] = lim V, =V (2.26)
n—o0 n—oo

Then, arguing as in the proof of Theorem [2.4], one can show that (2.26]) is satisfied
by s", where, for each n > 1 and 1 <1 < n,

§" — a if Eﬁilxj'/\/ﬁSC
C T a if XX/ > e

7

s can be defined arbitrarily if either n =1 or ¢ > n.

2.2.3 A classic two-armed bandit problem revisited

There are two arms, a and b, hence A = {a,b}. Thus the set of possible outcomes
for each arm and stage is 2 = {1, —1, 0}, and outcomes are governed, both ex ante
and for any history, by the following probabilities:

arm a: Pr(1) =Pr(—1) = p,/2

arm b: Pr(1) = Pr(—1) = py/2.

For each arm, outcomes follow a random walk with zero mean and with variance
equal to the appropriate value of p. It is known that

{paapb} = {Bvﬁ}a (227)

where 0 < p < p < 1 are known; equivalently, the set of variances {0?, 5%} is
known, where

14Tn the case of a single arm, the above reduces to the following familiar property of the classic
martingale CLT. Let P € A (TI$°€Q);) satisfy the counterparts of (Z8) and ([Z7). Then they are
also satisfied by @, the i.i.d. product of the marginal P, € A (7). Moreover, P and @ imply
the same limiting probability distribution for X7 X, //n.
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However, there is uncertainty about which of p and p describes arm a and which
describes arm b, that is, there is uncertainty about which arm has the higher
variance. DM has prior beliefs about which arm is which, and forms Bayesian
posteriors as experience accumulates. At each stage, she chooses which arm to pull
taking into account what she has learned about the arms from past experience.

Remark 2.6. Uncertainty about “which arm s which” in a 2-arm setling is a
classic version of the bandit problem (Bradt, Johnson and Karlin 1956; Feldman
1962); indeed, the former refer to it (p. 1060) as “the Two-armed Bandit.” These
and subsequent papers typically assume a finite horizon and mazximization of the
expected value of the sum of payoffs, (in particular, means rather than variances
are the focus).

Our framework accommodates the above learning process. The set of primitive
conditionals { P },,>1 5,es, is defined as follows. DM’s prior beliefs about which
arm is which are completely specified by p1, the probability she assigns initially to
pa = p. Thus, prior probabilities of the outcomes from choosing arm «, o = a, b,
are given by

PP (1) = mp/2+ (1= m)p/2 = P (-1)
Py (1) = (1_/~L1)B/2+M1]_9/2:P1b(_1)7

which can be expressed in terms of our formalism by

Py (w1) = Iy —apn 0} [10p/2 + (1 — 111)p/2]

+ I{s1=a,w=0} [Nl I—p (1 —p)(1— ]_3)}
+ [{slzb,wgéO} |: 1 - ,ul /2 + ,U/lp/2j|
+ Isy—ban—oy [(1 = p1)(L = p) + (1 — D)) -

For later stages, DM updates her prior probability that p, = p to the Bayesian
posterior i, n > 1, defined inductively by

/~Ln+1/<1 - ,unJrl)
on (222 =) 22

= 1 an) = Ty (o] (1= TG tog (2) + Ty o8 (12 ) ).

Then the conditional probability P, for each n > 1 and stage strategy s,, 1is
given by

P (wn\a(”’l), w("*l)) = s, —awn0} [MnB/Q + (1 - Mn)ﬁ/Q]
+ Lioy—awn=0} [pn(1 = p) + (1 = pn)(1 = D)] (2.29)
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+ L, =b w0} [(1 - ,Un)Z_)/Q + Mnﬁ/ﬂ
+ I{s,=bwn=0} [(1 — i) (1 — ]_3) + pn (1 — ]_7)] .

Consider also the probability measure P?, for s € S, constructed as in (2.4])
by pasting the above conditionals. It is completely described by its restriction to
finite dimensional cylinders, and thus view P?® as a measure on II}{;. For any
w™ = (w1, ...,w,), the outcomes of the first n trials, and the given s, define the
induced frequency vector f* (w(")),

£ (@) = (2 (00, i (@) L™, fip @), (230)

where: for a € {a,b}, fi(w™) and fao (w™) give, respectively, the number of
trials of arm « and the number of those that yield the outcome 0. Then the ex
ante probability of the above outcomes are given b

P (1, oswn) = pr | (/25 Fi0 (5/2) 500 (1= p) oo (1= p)fie] - (2.31)
+(1— ) [(ﬁ/Q)f3*f3,0 (Z_)/z)fzf*fzf,o (1 _]—))fé,o (1 _ ]_))fzf,o} '

The two terms on the right correspond to the two possible scenarios, p, =p or D,
weighted by their prior probabilities. Conditional on each scenario the expression
reflects two assumptions: (i) independence between distinct trials, whether con-
ducted with the same arm or with different arms; and (ii) all trials with a given
arm are viewed as similar (or interchangeable) so that the probability of any (fi-
nite) sequence of outcomes for that arm is invariant to any reordering (accordingly,
for each arm, the probability of a set of outcomes depends only on the number
of occurrences of 0 and {1,—1}). This latter assumption of ”symmetry” within
each arm is known as partial exchangeability, a property introduced by de Finetti
(1938), who also showed that it implies conditional independence as in (i), and, in
fact, that it characterizes a representation such as in (M)

The preceding satisfies all the assumptions of our general model and hence
Theorem applies. Moreover, with the added structure assumed herein we can
also address strategies and what is learned asymptotically. Below we assume ¢ = 0.

15The proof is elementary and is omitted.

16The stronger property of exchangeability, which is better known, assumes interchangeability
also across distinct arms and thus views the two arms as being identical, which is excluded in our
case because of (Z27) and p # p. See Link (1980) and Diaconis and Freedman (1982) for more
on partial exchangeability and Kallenberg (2005) for a comprehensive treatment of probabilistic
symmetries.
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Define the strategy s* by sj = a and, for n > 1,

SP'X; <0, pn < 32 OR
STNXG >0, > 3

b if otherwise

According to s*, arm a is used at stage n > 1 if (and only if) there are cumulative
losses and it is more likely that a has higher variance (u, < 1), or there are cu-
mulative gains and it is more likely that a has lower variance (p, > 3). Intuition
argues for this choice of arm at stage n if there are no later trials remaining, but
may seem myopic more generally. Nevertheless, we show that s* is approximately
optimal for large horizons. (For other instances where myopic strategies are op-
timal in bandit problems see, for example, Banks and Sundaram (1992) and the
papers cited in Remark 2.6])

Theorem 2.7. Let ¢ =0 and py € [0,1]. Then s* is asymptotically optimal.

When p; € {0,1}, we are back in the no-learning case of the last section and
Theorem 2.4] applies.

Conclude with observations about the process of posteriors {u,} that confirm
for our setting properties familiar from Bayesian learning theory.

Remark 2.8. Let s € S be any strategy. Then:
(i) Posteriors converge to certainty, that is, for any prior p,

lim p, € {0,1} P°-a.s. (2.32)
n—oo

(ii) Suppose that, unknown to the decision-maker, the truth is that p, =p. Conse-
quently, given any strategy s, outcomes are governed by the probability law Q° &
A (115°9;, G), whose 1-step-ahead conditionals are QF, i > 1, given by

Q=i -y={ L3 F

Then, for every p; > 0,
lim p, =1 Q°%-a.s. (2.33)
n—oo

Think of {u,} as representing subjective beliefs. Then (2:32)) expresses the
decision-maker’s ex ante complete confidence that asymptotically she will know
”which arm is which.” In (ii), @° is the true probability law over outcome sequences
when strategy s is adopted, and hence (2Z33)) is an expression of ”Bayesian consis-
tency”. Both results are valid for any strategy, and thus reflect Bayesian updating
alone and not asymptotic optimality.

1"In fact, convergence to certainty is valid for every P*, s € S.
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3 A Central Limit Theorem

3.1 Preliminaries

The mathematical basis for our analysis of the bandit problem is a central limit
theorem about sets of measures that will be provided here. To smooth the transi-
tion for the reader, we begin with a few remarks about connect the bandit model
to sets of measures.

In section 211l we introduced the primitive set of one-step-ahead conditionals
{Pf"}i>L s;cs,» and then pointed out that, for each s = (s, ..., s;,...), these condi-
tionals can be pasted together to obtain a measure P® € A (I13°€);, G). Now we
collect all these measures and define the set P C A (I1°€;, G) by

P={P°:.scS) (3.1)

Our CLT will be applied to this set. However, in order to better reveal its un-
derlying structure and to facilitate other potential applications, (for example, to
models concerned with robustness to model uncertainty), the CLT will be formu-
lated and proven more generally. In particular, rather than restricting ourselves
to the sets associated with the bandit problem, the CLT will take as a primitive
an abstract set P C A (I1°€);, G) satisfying "rectangularity,” defined in the next
section, which we suggest is key to the CLT, and which we show (Lemma B.2)) is
satisfied by the set defined in (B.1]).

One more observation is helpful for the transition. For the set P defined by
1)), it is immediate that, for each n,

Vo, = sup Eps[p (7 Xi/Vn)] = sup Fo [0 (21 X:/v/n)]. (3.2)

seS

The CLT will involve expressions such as that on the right in (82)). However,
we can think of the supremum over measures as equivalent to optimization over
strategies.

To proceed, adopt the mathematical primitives (I13°€);, {G,,}>2 ) and G, though
with possibly different interpretationsq For each ¢ > 1, X; : 1I{°Q2; — R is G;-
measurable. Another primitive is a set P C A (I1I3°€2;, G), not to be confused with
the set in ([B.I]). The following assumptions are adopted throughout: All measures
in P are equivalent on each G,,,

Eo[Xi|Gi—1) =0 for all @ € P and all i > 1, (3.3)

18Tn fact, we do not need the previous assumptions that €; is identical for all 7 and finite. Here
the ;s are arbitrary.

20



and conditional variances satisfy, for some @ > g > 0,

esssup Eg [X7|Gi_1] =7 and ess inf Eqg [X7|G;1] =o” foralli > 1. (3.4)
QeP QEP

Assume also that (X;) satisfies the Lindeberg condition:

1 n
lim — Zzug Eq [\Xi|2 Iix,>yme) =0, Ve >0. (3.5)
i=1 @€

n—oo N,

When P is a singleton, these conditions reduce to standard assumptions in the
classic martingale CLT.

The following notation is convenient in the sequel: H denotes the set of all
random variables X on (II$°Q;, G) satisfying supgep Eg[|X|] < co. For any X in
H, its (conditional) upper ezpectations are defined by

E[X] = sup Eg[X], E[X]G,] = esssup Eg [X|G,].
QeP QeP

3.2 Rectangularity

The final assumption underlying our CLT is that the set P is "rectangular”, which
means that it is closed with respect to the pasting of alien 1-step-ahead condition-
als. Rectangularity was introduced in Epstein and Schneider (2003) in the context
of recursive utility theory, where an axiomatic analysis demonstrated its role in
modeling dynamic behavior for an ambiguity-averse decision-maker '] When P is
the singleton { P}, rectangularity is trivially implied by Bayesian updating, specifi-
cally by the fact that after decomposing P into its 1-step-ahead conditionals, these
can be pasted together to recover P. More generally, rectangularity requires that
the set P is closed also with respect to pasting together 1-step-ahead conditionals
that are alien, that is, induced by possibly different measures in P. This prop-
erty endows P with a recursive structure that yields a form of the law of iterated
expectations (see below).
For a formal definition, we introduce some additional notation. Write

Wy = (Wns 1) W™ = (wy, ..., wp)
PO,n = {P|gn P e 'P} and

19Tt has been studied and applied also in robust stochastic dynamic optimization (Iyengar,
2005; Shapiro, 2016), in the literature on dynamic risk measures (Riedel, 2004; Cheridito, Delbaen
and Kupper, 2006; Acciaio and Penner, 2011), and in continuous-time modeling in finance (Chen
and Epstein, 2002).
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Gyt = {ACI,Q  TI7Q x A€ G}

A probability kernel from (II7€;, G,) to (I15%, €, Gi)) is a function A : II7Q; x
Gnt1) — [0, 1] satisfying:

Kernel 1: Yw® € I17Q;, A (w(”), ) is a probability measure on (H%"HQ“ Q(n+1)),

Kernel 2: VA € G(,11), A(+, A) is a G,-measurable function on II}€2;.

Any pair (p,, A) consisting of a probability measure p, on (II7€);,G,) and a
probability kernel A as above, induces a unique probability measure P on (I13°€2;, G)
that coincides with p, on G,. It is given by, VA € G,

/ / [A n+1)) A (w(”), dW(n+1)) Pn (dw(")) . (36)

pQ; 1152,

For Q € P, let Q(-|G,), denote its induced (regular) conditional. Then it
defines a probability kernel A by: Vw™ € II7€);,

(W), A) = Q (IQ: x A [ G,) (0™), YA € Gy, (8.7)

A feature of such a kernel is that the single measure () is used to define the
conditional at every w(™. We are interested in kernels for which the measure to
be conditioned can vary Wlth w™. Thus say that the probability kernel \ is a
P-kernel if: Vo™ € T17Q); 3Q € P such that (3.7 is satisfied.

Finally, say that P is rectangular (with respect to the filtration {G,}) if
Vn Vp, € Py, and for every P-kernel A, if P is defined as in (B.6]), then P € P.

The significance of rectangularity is illuminated by the following lemma. (Its
proof can be found in Chen and Epstein (2020).)

Lemma 3.1. P rectangular implies the following (for any 0 < m <n € N ).
(i) Stability by composition: For any Q,R € P, AP € P such that, for any
X eH,

Ep[X|Gm] = EQ|Er[X|Gn]|Gm].

(i) Stability by bifurcation: For any Q,R € P, and any A, € G,, AP € P
such that, for any X € H,

Ep[X|Gn] = 14, EQ[X|Gn] + Lac Er[X|Gy].
(ii) Law of iterated upper expectations: For any X € H,
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(iv) Let {X;} be a sequence in H. Then, for any continuous bounded functions

foh:
E[f(S7'X) +h(S7'X) X2 =E[E[f (577'X,) + 2 (5771 X5) X2(Gn]] -
If the conditional means and variances of X,, satisfy (33) and (), then
E[h(2071X,) X2(G,a] =7 [R(Z71X0)] T — o [R(S771X0)] .
(Superscripts + and — denote the positive and negative parts respectively. )

Part (iii) gives the law of iterated expectations for upper expectations (a similar
condition for lower expectations is implied). (iv) is an extension that is used in the
proofs of our CLTs. Parts (i) and (ii) of the lemma describe direct implications of
P being ”closed with respect to the pasting of alien marginals and conditionals.”

Importantly, the set of measures generated in the bandit model is rectangular.

Lemma 3.2. The set P defined in (31) is rectangular.

Proof: Because of the finiteness of each {2; in the bandit model, it suffices to
consider the following. Let P*, P* and P*" be measures in P. Take n > 1 and
A, € G,, and paste the measures together by constructing the new measure P by,

P(B) = / / I (W™, W) A (W™, dwsny) Py, (dw™), VB € g,
79, 1129, Q;
where, for all (w™, A) € I X Gni),
AMw™, A) = Iy, (w™) P (I x A | G,) + Lag (w™) P (I x A | G,,).

Then P = Pf, where § = (51, ..., Sp, Sn41, Snt2, --.) € S is defined by, for any i > n
and w(ifl) — (w(n)’ “ .. 7wi—1) ,
S5 (w(i_l)) =14, (w(")) st (a’(i—l)’w(i—l)) 4 I he (w(")) 5" (a//(i—l)’w(i—l)) ’

and a; = s (a’(jfl),w(jfl)) , a;./ =5 (a”(j’l),w(jfl)) Jfor1<j<i—1. W

As a concrete example, consider again the special case of the bandit model
with no-learning (section 2.2.2)). In that model, for each arm a, the probability
distribution over outcomes on a single trial is P{, (P{ = P;* where s; = a),
independent of history. Denote by L the set of all such measures over outcomes as a
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varies over all arms. Since any arm can be chosen at any history, the corresponding
set of measures over outcome sequences i

P={PecA(lI{*Q;,G) : P, € L for every i and history} .

(P; is the 1-step-ahead conditional at stage i induced by P.) This set is obviously
rectangular. Note that in spite of £ being common to all trials and histories, trial
outcomes as modeled by P are not necessarily identical. Indeed, any measure in
L can describe the i trial at a specific history in conjunction with any possibly
different measure in £ being the law describing the j* trial at any other history.
As a result, besides the restriction imposed by L, the set P imposes no restric-
tions on the pattern of heterogeneity across trials. In particular, it accommodates
heteroscedasticity that is largely unstructured apart from the restrictions imposed
by the extreme variances ¢ and @. To varying degrees, the same is true for all
rectangular sets associated with our bandit model.

3.3 The theorem

We extend (a version of) the classic martingale CLT to admit a set of variances
while maintaining the assumption of a fixed zero mean. Throughout (B;) denotes
a standard Brownian motion under a probability space (Q2*, F*, P*) and (F;)t>o is
the natural filtration generated by (B;).

In the classic case, the limiting distribution is normal, which is the distribution
of B;. In the more general case, the corresponding (upper) limit is not given by the
normal distribution, but is described instead by the time 1 value of an oscillating
Brownian motion (Keilson and Wellner 1978; Lejay and Pigato 2018), defined as
follows: Given @ > g > 0 and threshold ¢ € R, let (W) denote the unique strong
solution, (which exists by Le Gall (1984)), of the stochastic differential equation
(SDE)

t
Yt:/ o (V) dB,, >0, (3.9)
0

where the diffusion coefficient ¢ is the positive two-valued function, discontinuous
at the threshold c,

U(y) - Ql[c,oo)(y) + EI(—oo,c)(y)a ‘v’y € R. (310)

There is a seeming connection to the bandit model - lower volatility in the region
(c,00) of gains where there is risk aversion, and large volatility in the region
of losses (—o0,c) where there is risk loving In fact, by Keilson and Wellner

20Formally, it follows from ([Z23) and (23).
21Reversing the roles of & and ¢ also defines an oscillating Brownian motion, but one that is
irrelevant here given the assumption of loss aversion.
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(1978, Theorem 1), the time 1 value Wy of the oscillating Brownian motion has
distribution given by the density ¢ referred to in Theorem 22[3i).

Theorem 3.3. Let the sequence (X;) be such that X; € H for each i, and where
(X;) satisfies ([33) and (3F), with conditional upper and lower variances o> >
0% > 0. Assume also the Lindeberg condition [33), that measures in P are equiv-
alent on each G;, and that P is rectangular. Set @ = o/G. For any ¢ € R and

p1 € C} (Ry), with @1 (0) =0, define ¢ by

B o1(x —¢) T >c
Plo) = { —gp1(—0(x —c)) z<c (3:11)

If o{(z) <0 for x >0, then

Jim sup Eg [90 (E\%)] = Ep-[p(W])]. (3.12)

The most important point to make about the theorem is that all its assump-
tions are satisfied by the bandit model with P defined by (B1]). (The Lindeberg
condition (B.5) is satisfied because of the finiteness of €; = 2.) Therefore, using
also the noted density for WY, the CLT implies Theorem [Z2(i). Though the bandit
theorem is stated with reference only to a density and not to oscillating Brownian
motions, we prefer to include the latter here because it is more revealing of what
underlies the limit and, to a degree, how the limit result is proven.

For perspective, if instead of defining ¢ by (8.I1]), we took ¢ to be any (suitably
bounded, smooth and) globally concave function, then the limit in (B12]) would
equal the expected value of ¢ under N (0,0?), as in the classic case with fixed
variance o?. Informally, this result is suggested by taking ¢ — —oo above. (For a
rigorous argument, see Proposition 2.2.15 and Theorem 2.4.4 in Peng (2019).)

Some extensions of the CLT are possible. For example, one can obtain similar
limits with any combination of the modifications # = Z, ¢f(x) > 0 on (0,00),
and/or one considers the limit of the lower expectation infgep Eq [¢ (X7 X;/v/n)].
These extensions do not seem relevant to the bandit problem, but the reader
can find them in our working paper version listed in the bibliography. It is also
possible to derive closed-form limiting results for other integrands (functions ¢), for
example, for some indicator functions (Appendix [A.3]). For many other functions
©, the corresponding expressions for the limit are more complex, less transparent
and arguably intractable, and consequently are excluded.

We conclude with mention of related CLTs in the literature. Chen and Epstein
(2020) establish CLTs assuming, contrary to ([B3)-(B4]), that conditional means
lie in an interval m, ﬁ} while all conditional variances equal a constant 0. In com-
mon with this paper, rectangularity is a key assumption. However, their theorems
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are substantially different, for example, limits have a different form and proofs
are much different. There exist other generalizations of the classic CLT that are
motivated by robustness to ambiguity. In both Marinacci (1999, Theorem 16) and
Epstein, Kaido and Seo (2016), experiments are not ordered and their analyses are
better suited for a cross-sectional, rather than sequential, context. Another dif-
ference is that in both cases, limiting distributions are normal. Peng (2007, 2019)
and Fang et al (2019) assume that experiments are ordered. Comparison with
Theorem 3.2 of the latter is representative. It is more general than our results, for
example, in permitting ambiguity about both mean and variance. For purposes
of comparison, limit attention to the special case of their theorem where there is
ambiguity about variance only. Even then, an important difference, particularly
given the application developed here, is that greater generality comes arguably at
the cost of reduced tractability. In particular, limits are much more complicated
(they involve Peng’s (2007) notion of a ”G-normal” distribution), and a counter-
part of Theorem [3.3]is not apparent from their results 22 Finally, none of the above
papers recognize the potential application to sequential decision problems such as
the bandit problem.

A Appendix: Main Proofs

The notation and assumptions in Theorem are adopted throughout this ap-
pendix. Let (B;) be the standard Brownian motion under a probability space
(Q*, F*, P*), and let (F;)i>0 be the natural filtration generated by (B;)i>o.

A.1 Lemmas

For a small fixed h > 0, and any fixed (¢,z,¢) € [0,1+h] X R x R, (Y"™)sc14n)
denotes the solution of the SDE

(A1)

t,x,c
}/tyy :ZE,

{ dytee = o (YE%)dBs, s€[t,1+h]

where 0(y) =01c,00)(y) + T (—00,0)(y), Yy € R.
By Keilson and Wellner (1978, Theorem 1), (see also Chen and Zili (2015)), the
transition probability density of (Y/"¢)cy14n is given by, for any t < s <14 h

22 Another difference, apart from applicability, is that Peng and coauthors take a nonlinear
expectation operator as the core primitive and adopt the PDE approach, while our primitive
is a set of probability measures. Notably, conditionals are central in our analysis, including in
the notion of rectangularity, but are not easily accommodated in the operator approach. Thus
their key assumption is similar in spirit to rectangularity, but is expressed in terms of nonlinear
expectations and without recourse to conditionals.
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2
z—c __ y—c
(s, y) = 1 1 exp | — <0(x) o ))
Y am(s—t)o(y) 2(s — 1)
r—cC y—c 2
o—0 1 sgn(y — C) ( o(x) + o(y) )
+ = exp | —
ct+a\2n(s—t) oy) 2(s —t)
(A.2)
Given ¢, € C3(R,), p is defined by (BI1). Then
¢ € Cy(R) and ¢"(z +¢) = —2¢"(—2z +¢), Vz < 0.
Define the set of functions {H}icpo145) by
Hy(z) = Ep [ (Y'59)], VzeR (A.3)

Then
Hyn(z) = ¢(x),  Ho(0) = Ep-[p(Y 5] = Ep-[0(Wi )],

The following lemma describes some properties of the functions { Hy }se(0,14)-

Lemma A.1. The functions {H;} defined by (A-3) satisfy:

(1) For anyt € [0,1], H, € C¥(R), and the first and second derivatives of Hy are
bounded uniformly in t € [0, 1].

(2) There exists a constant L such that, for any xi,z2 € R and t € [0, 1],

|H(z1) — H/(x2)| < L|zy — 2]

(3) If ¢"(x) <0 for x > ¢, then

H!(x) <0 forxz>c
H!(x) >0 forz <c.
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(4) Foranyr € [0,14+h —t1],
Hy(z) = Ep- [Hyr (Y5°)], V2 €R.

(5) If ¢"(z) <0 for x> c, then

lim E sup
n—oo 1$ER

Hur (x) = Ho (:::)—E—2 [H”( )r+§ [H%(fc)}_

n on ‘:0'

(6) There exists a constant Cy such that

sup |Hy(z) — ¢(z)| < Cov/a? +72Vh.

zeR

Proof: (1) Given the transition probability density in ([A.2)), we have, for ¢ € [0, 1],

H(x) = / o()d (2 1+ hyy)dy, Vo €R.

—00

For T'= 1+ h, we have

( . o (@—cty)?®  _(—e—y)? .
, /s o W) {e WO ke T | dy w2
Ht(x) = 1 o g _(ﬂc_;c+y)2 _(x_gc—y) .
L ° 2 (T—t) fO §01(§y) |:6 Trre (T_t):| dy e =¢
( (z—c—y)? 2y(z—c)
I S e/ e 20%(T-1) |] — e_UQ(T—t):| d if ¢ Z C
Hgl(ZL‘) _ ar/2n(T—t) fO Spl( ) . ot Y
\ \/Tt foo 290/1, % e 252(T—1) [1 _ eEQ(Tt):| dy if © < ec.

The assertion follows from ¢; € C3(R,) and the definition of ¢ in (BII).
(2) For any z > ¢, H/"(z) =

1 |:2 ”(0) _ (2*6)2 0 ///( ) (IQE y)? (IQEer)? p
e — e 2a°(T-t) -+ / Y <€ 204 (T—t +e 204 (T—t > :| ,
ov/2n(T — 1) ¥1 o ¥1 Y

and, for x < ¢, H/"(z) =

SIS

_(z—c=y)? _ (z=cty)?
y) e 22(T-t) 4 e 20%(T-t) dy| .

s

[—2@”(0)6% +/OO 290”/(
7\/27(T — 1) ! 0 !
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Since p; € CP(R,), there exists a constant L such that

sup |H/"(z)] < L forallte[0,1].
zER,x#c

The assertion follows by the Mean Value Theorem.
(3) It follows from the explicit form of H/(x) given above

(4) Since (Y}*°) is a time-homogeneous Markov process, for any r € [0, 14 h —{]

Ht<x) = Ep- [‘P(Yffhc)] =

= Epe [Ep-[p(YE50) | Fogr]

— Epe[Hip (Y5,

(5) It follows from part (4) that, for any 1 <m <n

m=1 zc .
Apply It6’s formula to Hm <Ym” o ) to derive

m
n

Hu (Y;”T ) —Hu (2) + / e (ym—> . (YM—> 4B,
n n n mo1 P
1 W m=l yec m=1 . .\ 2
L ) ()

Using parts (3) and (4), we have

m=1 rc
Huor (z) = Ep [Hg <Ym" )]:
o2 O m=1, N\t 2 O m=1zc\1~
o+ [ [z (50 a5 [ [t (5]
Thus

n

o (2) — Ha () 2 115 @)] + 2 [ (0)]
sup |[Hm-1 () — Hm (z) — — |Hm (x — |Hm(x
lméﬂg 1 " 2n n on n
<) sup Ep- e /n H" (Y ot )—H'r@(x)’ds]
1 TER e "

u 2 o)L m=1 - c
< sup(a +7) Ep: su YS"”—x’

s L se[met, ]



/mnl (o (Ym))erD <GV T fj{ i

< Z sup — (Ep*

mGR n

where C' is a constant that depends only on ¢,7, L.

(6) Since ¢ € C;(R), Co = [|¢'[| = sup,ez |¢'(2)] < oo, and
sup |Hi(z) — ()| =sup | Ep-[o(Y35°)] — ¢(2))|
zeR zeR

<sup Bp- [|p(Y155°) — ()]

z€eR
1+h
t/z a(y?@@)dE%:
1

1+h ) :
<sup Cy (Ep* {/ (a (Y;“)) ds})
z€R 1
Cb\/g24*62Vﬁ; [ |

<sup CoEp- {

z€R

Lemma A.2. Let {H,}icjo1) be the functions defined in (A.3), and define the
family of functions { Ly, ,,}7_1 by

G 02

L(2) = Ha(2) + — [H (:c)r -2 ) (A4)

o ()] el ()0 o

Proof: It suffices to prove

Then

n—oo
m

Jm ) |E {H'IJ <Z\%X)} — f(m,n)| =0 and (A.6)
N Y

m=1

where

o -8 (S) e (5250 o (%) 5]
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By Lemma [A]l there exists L > 0 such that

H// _ H//
sup sup |H/'(x)| < L, sup sup [ (x) i (y)]

< L.
te[0,1] z€R te[0,1] =,y€R, a2y |$ - y|

By the Taylor expansion of H; € CZ(R), Ve > 0 35 > 0 (§ depends only on L and
€), such that, for any z,y € R and t € [0, 1],

\Hx:c L) Hile) - Hi@)y — S ()

5 < eyl Igy<sy + LIyl Lyy=0-  (A8)

Let 2 = X7 'X;/\/n and y = X,,,/+/n in (A8) to derive

o (3] s

m=1
By the arbitrariness of € and the Lindeberg condition (3.35]), we obtain (A.G]).
By Lemma Bl we have

[ PLED'E Y\ X, Yol X\ X2
f(m,n) =E Hm( 1 )+H'm< i )—+H¢z( i ) m]

L n
<Fet =D E[Xnllix. 2]
m=1

NG vn o) vn N
L [ (SO gy (B X
" vn n Vn 2n

=E |H

23

D AN e

(205) () . |
T (urix,
ol ()]

This implies (A7) and completes the proof. [

A.2 Proof of the CLT (Theorem [3.3))

For h > 0 sufficiently small, let {H,;},c0,145) be the functions defined by (A.3).
First prove

) Y X .
s e[ (52 - - fo i -0
We have

E {Hl (Z\%{)] — Ep- [p (Wiy,)]
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-2 e ()] -2 ()]}
2ol 550 -2l B
Dt T

_ + -
where Ly, () = Ha (2) + 5 [Hm (x)] - [Hg (x)] 1<m<n.
By Lemma [A.2]

X »rtX,
E|Hm (= —E | Lpn | =] =0 asn — cc.
Furthermore, by Lemma [A](5), as n — oo,

- Yol ymolx,
= 358 e () (20|
m=1

< Z sup | Ln(2) — Hm-1 (a:)‘

n

m=1

“— 2R

= st sz ) - ]+ [t | o
By Lemma [ATl(6), lim,, ‘E [gp (Z%')] — Ep« [ (WP)]| <
o [+ (22)] 5 (2]

lim,, o0 ’E |:H1 (23?)] — Ep- [‘P (chJrh)H + ’EP* [‘p (ch+h)j| — Ep[p (ch)H

< sup,ep [Hi (7) — ¢ (2)| + Co/T + a2Vh < 2C50\/3* + a2Vh.

Since h is arbitrary, the proof is complete. |

A.3 A corollary

Indicator functions for one-sided intervals [c, 00) can be suitably approximated
by functions ¢ satisfying the conditions in Theorem B.3] which suggests that the
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limiting result (B.12]) is valid also for such indicators. The following corollary
confirms this, and is of interest also because it is used below in the proof of Theorem
24 See our working paper version (Corollary 3.4) for a more general result that
considers also indicators for intervals of the form (—oo, c].

Corollary A.3. Adopt the assumptions in Theorem[3.3. Then, for any c € R,

hm 0 SUPQep Q (E x> c) =P (W7 >c¢) (A.9)
and * ;TEQ (—%) -
P (Wi >c¢)= 1_52_'__%(1)(;) <0’ (A.10)

where ® is the standard normal cdf.

Proof: For any ¢ € R and & > 0, suppose that fi,g; € C}(R.) satisfy

fl(:p)—l for x > Ze gi(z) =1 forx >¢
(:E)SO for x >0 g/(z) <0 forz >0
f1(0) = 5o 910) = 755

Define f. and g. by

[ filz—c—e) forz>c+e
f€<$>_{ —2fi(-%(x—c—¢))+2 forz<c+e (A-11)
[ g(x—c+e) forx >c—¢
g () = { —Zq (—%(x—c+€))+g forx <c—e (A.12)
It can be checked that
9:(2) 2 i) (z) = fo(z) and
|9=(z) — fo(7)] SI[C (1+2)e,c+(1+2 )]( z), Vr € R,
Consider the solution (Wt”ﬁ)tzo of the SDE
NZ‘ — N$ — N$ >
A7 = (elom (Wi) + 7y (W7) ) dBr. 120 A13)
Wy = .

Then WY and ¢ + ch are described by the same law, and

21X ‘
SupQ<—2c>—P We > ¢
QePp NG (Wi )
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<[E |7 (2] - Epe (g (W)
el (5] -

o (8] e s oo (58] o )

+ |Bpe [fo (W7TF) = f(WD)]| + | Bpe [9: (W) — g (W]
+2[Eps [fe (WY) — g (WT)]|

e ()] 5 07 o ()] -
e [ ) ) e e ) ()
+2|Ep« [fe (WY) — g (WT)]|

o (32 e e

ir—cte _ Yir—
1 - Wl

[ o (2] - e 11 )

|

o ()] e )

C]+2P*<c—<1+g>€§Wf§c+(l+%)€>,
g o

where Cj is a constant that depends on || fI||, ||¢%]|. With Le Gall (1984, Theorem
1.5) and Theorem B3], the upper probability equation in ([A.9) is proven.

The expression ([A.I0) may be derived by integrating the pdf (B.I))-(B.2). W

+ CoEp- [25 + ‘W;H W

B Appendix: Proofs for bandits

B.1 An explicit density

Let W be the t = 1 value of the oscillating Brownian motion defined by (B.9])-
(BI0). Keilson and Wellner (1978, Theorem 1) give the following expression for
its pdf: For ¢ > 0,

(ZF-12c)? (L+229)2
1 T g’ | G-g -0 2
Ve <6 s S ) y=zc
q(y) = (B.1)
(zE-492 (£+2Y)?
1 _ a oc—0 -0 a
N <€ ’ ~ oto ? y<c

and for ¢ < 0,




These expressions are used to derive (Z21]) and to prove Corollary [A.3 and Theo-
rem

B.2 Proof of Theorem

As indicated in the text, (i) follows from Theorem and the above density; and
(ii) follows from (i) by inspection of the above density. It remains to prove (iii).

Take ¢ > 0. The proof for ¢ < 0 is similar. In light of (8:2) and [BI12), it
suffices to compute Ep:[@p(W7)]. Use the pdf of W{ in (B.Il), to deduce that, for
c >0,

[

Erle 70 = [Cawa-odt [ a)|-Zo (~Zo-0)| d

1 1/c
2m O o+o
117 ed (5+2)°
= — - 2 d
27@/% (v) {E+g] e y
0

1 o o[ _wm? _w=m)?
= / e1(y) z [e EE R v } dy
0 g

where m = Z¢. Thus we want to prove that

1 o0 o[ _w+m? _(y=m)? T
/ e1 (y) z [ EE R } dy > —g% (%c) )
0 o

2o a

with equality if and only if ¢ = 0.
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It is evident that Eps [ (W{)] = 0 = ¢ (0) if ¢ = 0. Henceforth, take ¢ > 0
and prove that

o _y=m)? _ ytm)?
/ v1 () {(e 27 —¢ 27 ) /V 27rg] dy < ¢1(m).
0

Denote by f (y) the expression in the square bracket, (thus f(y) > 0 for all

y>0), and let F' = /f (y)dy, 0 < F < 1. Then f/F is a density. If its mean is
0

1, then, by strict concavity of ¢,

/0 o ) £ () dy < Fou (). (B.3)

Next we prove that Flu = m:

Fu= [Ty K“’” - 6_@;@2) /mg] dy
= /_:(z+m) {e%/\/ﬂg} dz — /Oo(z —m) Keé) /\/ﬂg] dz

m

— /m z [e;;/\/%g} dz+m/_: {eé/\/ﬂg} dz+m/: [62;22/\/%4 dz

—m

=0+m[Pr(Z>-m)+Pr(Z>m)] =m,

where probabilities are computed according to N (0, o?).
Finally, Fu=m = F¢1(u) = Fp1(m/F) <, (m), by F <1, p;(0) =0,
and the concavity of p;. Combine with (B.3)) to complete the proof. [

B.3 Proof of Theorem [2.4]

(i) We are given that ¢ = 0. For small enough h > 0, let {H;}sc(0,144 be the
corresponding functions defined by (A.3]).
First prove

lim
n—oo

B [ (Z20) | = B [0 (720)] | =0 (B.4)

We have

B |11 (Z20)| = B [ (72,)



_E, [Hl (Zy;)] — Ho(0)

=3 (B 1 (B2)] - e [ (B2)])

-3 (e [z ()] = e e (B29)])
3 e [t (5 - e s (225}

=: Jin + Jon,

_ + -
whete Ly (w) = Ha(2) + 50 |Ha(2)] = & [HL@)]  1<m<n.

By a similar argument to that in the proof of Lemmal[A.2] (using Lemmal[A.T](3)
and the fact that Ep.[X7|Gm1] = Ism-1y,c0)0° + [ism-1x,50,0°), deduce that

n—00

On the other hand, by Lemma [A](5), (argue as in the proof that |Iy,| — 0 in
Appendix [A2]), we have lim,, o |J2,| = 0. Thus we obtain (B.4).

By the definition of functions {H;} and Lemma [A.Tl(6), and arguing as at the
end of Appendix [A2] the proof of (i) is complete.

(ii) By Corollary [A.3] we have that, for any N > 0,

P (N2 ST X, > 0)) < lim sup P* (0X,/v/n > 0) = —

n—00 ¢c§ 5+g

< 1.

By the corresponding result for the indicator of (—o0, ¢], (see Corollary 3.4 in our
working paper version),

P (e {X1X, < 0}) < lim sup P* (S7X;/v/n < 0) = % <1.
c+o

n—o0 seS

(iii) To derive (2.27), argue first, as in Corollary [A.3] that the indicator for [0, c0)
can be approximated by a function ¢ satisfying conditions of the CLT and the
bandit application. Then it can be shown that (2.24)) is asymptotically optimal also
when the indicator replaces ¢, that is, when DM solves sup,.g P* (X7X;/y/n > d).
Finally, apply the closed-form expression in the noted corollary. |
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B.4 Proof of Theorem 2.7 and Remark 2.8

Theorem [Tt Bayesian updating implies that {u,} is a P*"-martingale adapted
to {G,}. Since {u,} is uniformly bounded, there exists a random variable p such
that

lim p, = p P -as.

n—oo

Step 1: 4 = 0 or 1 P*-a.s., which implies (Z32): Purely for simplicity, we give
the argument when p +p = 1; the proof for the general case will be evident.

We have PS*(Q) = 1, where O = {w e Q| limy, 00 ptn(w) = p(w)}. For any
w € €,

Phin—1(w) Phin—1(w)
or

T D (@) + (= paa (@) Pn1(@) + p(1 = 1 (@)

fn (W)

Thus, without loss of generality, there exists a subsequence {j, } satisfying

o, () = Ph,—1(w)
kn — — ;
prik,—1(w) + (1 — pg,—1(w))
which implies that
pp(w)
p(w) =

Thus p(w) =0 or 1.
Step 2: For n > 1, define

Mn = min{,unu 1- ,un}a Mn = maX{,una 1- ,U/n}
Then, by the dominated convergence theorem,

iy By (M, = Epe [Jim M, | = By fmin{p, 1~ 1)) =0,

n—oo n—oo

For small enough h > 0, let {H,}iejo,144 be the functions defined in (A.3)), and
let {Lyn}?_; be the functions defined in (A.4]). We prove below that

o e (5] o e (B0 0

This is the counterpart for the present setting of the limit result (A3) in the proof
of our CLT (Lemma [A.2)), where instead of the expectation with respect to the
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single measure P*", one has the upper expectation E corresponding to the set of
measures P. The proof of (B.H) roughly parallels the earlier arguments but the

difference between Ep. and E necessitates some adjustments (notably in Step 4).
Define

S 57 X SN X
o = e [ty () e (B () 32

NG NG vno) 2
It suffices for (B.5)) to prove that

n

Z Eps {Hm (E%)] —d(m,n)| = 0 and (B.6)
mil d(m,n) — Ep.- [me (ET\/;XZ')] ‘ — 0. (B.7)

Step 3: Prove (B.Gl). The argument is similar to that for (A.G]).
Step 4: Prove (B.). By [229), for any m > 1, Epe [X,|Gm_1] = 0, and
a2M,, +o*M,, if ¥X; <0
Epe [X3|Gm] = o (B.8)
oM, +3*M,, if 2P'X; >0

Therefore, for C; equal to the uniform bounded of |H, (z)],

3 it~ £ [ (5]

<3 Epe [% s (B2 @ -7 - me)]
m=1

n

+3 e [ [t (55)] @0 o, )

01(52—0'2) -
<\ TN B LM by Step 2).
<—— mz_lp[_m] — 0 (by Step 2)

Remark B.1. Step 4 involves a departure from the arguments of the CLT. In the
latter, we had by assumption ([3-4)) that upper and lower conditional variances were
constant and equal to > and o respectively, while here the relevant conditional
variances are under P*" and are stochastic as shown in (B.8). Also noteworthy

1s that, while all other steps in the argument are valid for all strategies s, Step 4
relies explicitly on s = s*.
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Step 5: Complete the proof. It can be checked that,

Ep. [Hl (E\%{)] — Hy(0)
:mZI{Eps* [HZL (Z\IW/LHX” — Epr [HMT” <ZT\;%X)H
3 (e e (Z2)] e [ (B2}

5 o oo (B8] - s (2]}

By ([B.H), we have lim,, |j1n| = 0. By Lemma IEI(S), (argue as in the proof
that |I5,| — 0 in Appendix [A.2), we have lim,,_, |J2,| = 0. Therefore,

: 2P X _
e (5] i}

By the definition of functions {H;}, with arguments similar to those at the end of
Appendix [A.2] we have

‘EPS* [g@ (23?)} — Ep~ [@(Wf)]

—0 as n— oo. [ |

Remark 2.8} (i) is proven in Step 1 above. It is assumed there that s = s*, but
the identical arguments apply to any s.

Consider (ii). Let v, = u, /(1 — p,,) and apply (Z28) to derive, for any s,
log vy 41 — log

(2™ — Fo(w™)) — (@) — fo(w™))] log (i)
T Lf2o(@™) = fo(w™)] log (ﬂ) |

1-p
Define the sets

N, = {w clim f3(w™) = o0, lim fiw™) < oo} :
n—o0

n—oo
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N, = {w clim f2(w™) < oo, lim f5(w™) = oo} )
n—oo n—00
Nop ={w lim faw®™) = o0, lim f3(w) = oo},
n—00 n—00
s (o)
o BT a,O(w ) .
Ma—{w,};f&om—l‘f—’}’
S w(n)
M, =L w: lim M:l-f) .

Consider w € Ny, N M, N M,: Then logv, 11 —logy =

e (2) - ()

1 —
e (2)ra-mue (1)
= —foH, — f; H.

By the concavity of log, Hy, Hy < 0. Therefore, v, — 0o, equivalently u,, — 1, on
Nap N M, N M,. By the LLN, Q*(Nyp N M, N M) = Q°(N,p). Conclude that

Q° (Nop N{w = p1y = 1}) = Q° (Nauyp) -

Similar equations apply if N,; is replaced by either N, or N,. Finally, since
{Ny, Ny, Nop} is a partition of €, conclude that Q*({w : p, = 1}) = 1.
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