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Abstract

We consider the problem of how to regulate an oligopoly when firms have private

information about their costs. In the environment, consumers make discrete choices

over goods, and minimal structure is placed on the manner in which firms compete.

In the optimal regulatory policy, firms compete on price margins, and based on firms’

prices, the regulator charges them taxes or give them subsidies, and imposes on each

firm a “yardstick” price cap that depends on the posted prices of competing firms.
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1 Introduction

In a seminal paper, Baron and Myerson (1982) derive the optimal regulation of a monopolist

whose costs are unknown to the regulator. In their model, the monopolist faces a commonly

known inverse demand function, and the regulator’s problem is to determine whether the

monopolist is allowed to produce at all, and if so, how the monopolist’s price and transfer

should be determined as functions of the production cost the monopolist reports. Baron

and Myerson show that the optimal regulatory policy characterizes a price schedule for all

monopolist types permitted to operate, where production is permitted only for types for

which consumer surplus under the optimal policy exceeds the fixed cost of production.1

In this paper, we generalize Baron and Myerson (1982) to an oligopoly setting. Firms have

independent, one-dimensional private information about their costs, and consumers choose

one among many differentiated goods to consume. These two changes to the Baron-Myerson

model substantially enriches the regulatory problem. Instead of a one-dimensional demand

quantity as in Baron and Myerson (1982), the relevant allocation is the entire distribution

of matches between consumers and firms. And with multiple firms, the regulator must now

take into account the strategic manner in which firms compete (i.e., the model of market

conduct).

To derive the optimal regulatory policy, we follow the Baron-Myerson approach of search-

ing for an incentive-efficient allocation that maximizes a linear social welfare function of

consumer surplus and firms’ profits. To capture a wide range of manners in which firms com-

pete, we consider all possible indirect mechanisms, each of which consists of arbitrary sets of

strategies firms can adopt and an arbitrary mapping from firms’ strategy profiles to market

outcomes. This expansive treatment accommodates the fact that styles of competition can

differ significantly between markets. We demonstrate that the class of indirect mechanisms

we search over nests competing on price á la Bertrand (1883), competing on quantity á la

Cournot (1838), competing over differentiated goods (Perloff and Salop 1985), and consumer

search (Varian 1980; Narasimhan 1988; Armstrong and Vickers 2019). Looking across this

large class, we prove that every constrained efficient indirect mechanism is equivalent to price

1See Amador and Bagwell (2021) and Guo and Shmaya (2023) for other recent papers related to
Baron and Myerson (1982).
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competition, but with lump-sum transfers and a certain form of price controls—namely, firm-

specific price caps that depend on the prices of competitors (i.e., “yardstick” price caps).2

The intuition behind our main characterization is as follows: Because we presume inde-

pendent private types across firms, we can adopt the Myersonian approach to keep track

of revenues as functions of an allocation of goods to consumers. Doing so implies that the

efficient allocation must allocate goods to consumers who have the highest ex-post virtual

surplus on the intensive margin (i.e., the difference between a consumer’s value for a good

and the virtual marginal cost of the firm supplying the good). At the same time, the efficient

allocation must also select the set of firms that generate the highest ex-ante virtual surplus

on the extensive margin when taking fixed costs into account. Price competition implements

the efficient allocation on the intensive margin. By properly designing lump-sum transfers

between consumers and firms as functions of firms’ prices, one can incentivize firms to post

prices that exactly reflect their virtual marginal cost. With virtual marginal costs (and,

hence, firms’ private types) being reflected in prices, one can then select the most efficient

firms based solely on the information collected from posted prices on the extensive margin.

This selection criterion leads to the yardstick price caps.

The rest of this paper is organized as follows: In Section 2, we introduce the model,

define our indirect mechanisms, and specify the welfare criterion for efficiency. Section 3

states the main result, and Section 4 has the proof. Section 5 provides an example of an

efficient regulatory policy. Section 6 gives extensions of the baseline model: one incorporating

capacity constraints; and the other, consumers’ ex-post individual rationality constraints.

Section 7 concludes. Omitted proofs can be found in the Appendix.

2 Model

2.1 Primitives

A number N ≥ 1 of firms produce N heterogeneous goods. Each firm i has cost function

Ci(q) = θi(q + κi), where q is quantity and κi ≥ 0 is commonly known. Meanwhile, θi ≥ 0

2Wang (2000) also studies the problem of regulating an oligopoly with unknown costs. The focus there
is about quantity regulation, and it assumes homogeneous goods, two firm-cost types, no fixed costs, and a
one-dimensional demand curve.
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represents the firm’s cost efficiency and is private information. A lower θi implies that a

firm is more cost-efficient. We assume that θ = (θi)
N
i=1 ∈ R

N is independent and θi follows a

distribution Gi, which has a support Θi := [θi, θi], with 0 ≤ θi ≤ θi < ∞.

There is a unit mass of consumers. Each consumer has unit demand and heterogeneous

values v ∈ V ⊆ R
N
+ , so that a consumer with value vector v = (v1, . . . , vN) has value vi for

firm i’s good. The consumers’ values are distributed according to a measure F ∈ ∆(V ).

2.2 Indirect Mechanisms

An indirect mechanism M is a tuple M = (Si, ri,µi, ti)
N
i=1 that assigns firms’ strategies to (i)

market entry probabilities, (ii) an allocation of goods to consumers, and (iii) firm revenues;

where, for all i, Si is an arbitrary (measurable) set, ri is a mapping from S :=
∏N

i=1 Si to

[0, 1], ti is a mapping from S to R, and µi is a mapping from V × S to [0, 1], such that
∑N

i=1µi(v|s) ≤ 1 for all (v, s) ∈ V × S.

For any indirect mechanism, Si describes firm i’s available strategies (e.g., chosen price,

chosen quantity, or entry decision). Given any strategy profile s ∈ S =
∏N

i=1 Si, ri(s) ∈ [0, 1]

denotes the probability that firm i enters the market; µi(v|s) ∈ [0, 1] represents the share

of consumers with value v who receives firm i’s good, conditional on firm i being in the

market; and ti(s) is the revenue of firm i. We normalize the firms’ outside options to zero,

and we require that any indirect mechanism must allow an opt-out option s0 ∈ Si such that

ti(s0, s−i) = µi(v|s0, s−i) = ri(s0, s−i) = 0 for all i, for all s−i ∈ S−i, and for all v ∈ V .

Given M, the timing of events is as follows: (1) types {θi}
N
i=1 are drawn independently

from {Gi}
N
i=1, and each firm privately observes its own type; (2) firms simultaneously choose

si from Si; and (3) each firm i receives ex-post payoff

πi(s, θi|M) := ti(s)− ri(s)θi

(
∫

V

µi(v|s)F (dv) + κi

)

.

Notice that M defines a Bayesian game where each firm i has private type θi ∈ Θi, strategy

space Si, and payoff function πi(s, θi|M).
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2.3 Example Indirect Mechanisms

Here we provide three example indirect mechanisms: price competition, quantity competition,

and consumer search. Other examples are in Online Appendix B.1.

Example 1 (Price Competition). The following mechanism describes a price competition

model. Under this mechanism, all N firms operate in the market and compete on the price

margin (i.e., each firm i sets price si ≥ 0). After seeing firms’ prices s = (s1, . . . , sN), a

consumer buys from the firm providing the highest surplus.

Specifically, each firm i has strategy space Si = R+. Under any strategy profile s ∈ S,

firm i’s entry probability is ri(s) = 1 and revenue is ti(s) = si
∫

V
µi(v|s)F (dv), where µi is

given by

µi(v|s) =







1
|M(v,s)|

, if vi − si = maxj{vj − sj} and vi ≥ si

0, otherwise
,

for all i ∈ {1, . . . , N} and for all s ∈ S, with M(v, s) := argmaxi{vi − si}.
3

Example 2 (Quantity Competition). Suppose that F is atomless. Then there exists an

indirect mechanism that describes quantity competition of which the classical Cournot model

(Cournot 1838) is a special case. Under this mechanism, each firm i chooses quantity si ∈

[0, 1] it wishes to sell. Market prices (and, hence, the allocation of goods) are determined

through a system of inverse demand functions {pi}
N
i=1. For any i, µi is defined so that firm

i sells si units at price pi(s) if
∑

j sj ≤ 1, and sells si∑
j sj

units at price 0 if
∑

j sj > 1. This

mechanism is strategically equivalent to a quantity competition game with inverse demand

functions {pi}
N
i=1.

4

Example 3 (Consumer Search and Promotional Sales). Consider the price competition

3Notice that with different specifications of the value distribution F , this mechanism corresponds to various
canonical competition models. In particular, by assuming that v is perfectly correlated (i.e., v1 = . . . , vN = v
with F -probability 1), we have the classical Bertrand competition model (Bertrand 1883), but with private
marginal costs; by assuming that v is independent, we have the model á la Perloff and Salop (1985); by
assuming that N = 2 and that v is perfectly negatively correlated (i.e., v1 + v2 = 1 with F -probability 1),
we have the Hotelling location model (Hotelling 1929).

4See more details in Online Appendix B.1.
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mechanism given by Example 1, except that µi becomes

µi(v|s) =







γi +
(

1−
∑N

j=1 γj

)

1{si∈M(v,s)}
|M(v,s)|

, if vi ≥ si

0, if vi < si
.

This indirect mechanism then describes a model with “captive consumers” and “shoppers,”

where each firm i has γi ∈ [0, 1] share of captive consumers who can only see its price, while

the remaining consumers can visit all firms and see all firms’ prices.5

Discussion. As hinted by the examples above, any Bayesian game that models competition

among K ≤ N firms is included in the class of indirect mechanisms we consider. As such,

our analysis of mechanisms applies to all possible static models of competition with fixed

preferences and technology, regardless of a model’s assumptions about firm conduct, market

power, or price determination. Any dynamic model that can be represented in strategic form

is also eligible, as are markets in which prices are determined via bilateral bargaining.

Of course, not all competitive games among K ≤ N firms have an equilibrium. Further-

more, even if an equilibrium exists, some equilibria might be extremely difficult to charac-

terize. A benefit of our framework is that, as explained below, it bypasses explicit character-

izations of equilibria and only focuses on the outcomes. Across this broad range, our main

interest is to characterize the efficient indirect mechanisms and explore ways to implement

them. To this end, we first formally define our notion of efficiency.

2.4 Defining Efficiency

For any indirect mechanism M = (Si, ri,µi, ti)
N
i=1, and for any Bayes-Nash equilibrium σ =

∏N

i=1 σi of the induced Bayesian game, where σi : Θi → ∆(Si) is firm i’s equilibrium strategy,

let

Πi(θi|M, σ) := Eθ−i

[
∫

S

πi(s, θi|M)σ(ds|θ)

]

5Notice that if v is perfectly correlated so that with F -probability 1, v1 = v2 = · · · = vN , this mechanism
describes the promotional sales model of Armstrong and Vickers (2019), which in turn nests the consumer
search model of Varian (1980) and Narasimhan (1988).
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denote firm i’s interim profit, and let

Σ(M, σ) := Eθ

[

∫

V×S

N
∑

i=1

viµi(v|s)σ(ds|θ)F (dv)−
N
∑

i=1

∫

S

ti(s)σ(ds|θ)

]

.

denote the expected consumer surplus. With this notation, we have the following definition

of Pareto dominance:

Definition 1. An indirect mechanism M and a Bayes-Nash equilibrium σ dominates another

indirect mechanism M′ and Bayes-Nash equilibrium σ′ if

Σ(M, σ) ≥ Σ(M′, σ′)

and

Πi(θi|M, σ) ≥ Πi(θi|M
′, σ′)

for all i and for all θi ∈ Θi, with at least one inequality being strict.

We can then define (constrained) efficiency in the usual sense:

Definition 2. An indirect mechanism M is (constrained) efficient if there exists a Bayes-

Nash equilibrium σ in the Bayesian game induced by M such that no other indirect mecha-

nisms and Bayes-Nash equilibria dominate M and σ.

Just as in Baron and Myerson (1982), consumers are not explicitly included as agents

in an indirect mechanism. Rather, they are implicitly embedded into the allocation rules

µ (just as they are embedded into the market demand in Baron and Myerson 1982). A

consequence of this formulation is that consumers do not have participation constraints.

Thus, there might be indirect mechanisms that leave consumers with negative surplus while

granting firms unbounded revenue via taxation and subsidy. To rule out these trivial cases,

we focus hereafter on mechanisms that leave consumers with non-negative surplus. One way

to incorporate this constraint, just as in Baron and Myerson (1982), is to represent efficiency

with a social planner maximizing a weighted sum of consumer surplus and firm profits, and,

on average, assigning a relatively higher weight to consumers than to firms. We summarize

this observation in the following lemma:
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Lemma 1. An indirect mechanism M is (constrained) efficient with consumers obtaining

non-negative surplus if and only if there exists a collection of nondecreasing, right-continuous

functions {Λi}
N
i=1 on Θi, with 0 ≤ Λi(θi) ≤ Gi(θi) such that for any indirect mechanism M′

and Bayes-Nash equilibrium σ’,

Σ(M, σ) +

N
∑

i=1

∫

Θi

Π(θi|M, σ)Λi(dθi) ≥ Σ(M′, σ′) +

N
∑

i=1

∫

Θi

Π(θi|M
′; σ′)Λi(dθi). (1)

In essence, Lemma 1 uses the familiar method that represents the Pareto frontier with

solutions of a planner’s problem, where the planner maximizes a weighed sum of consumer

surplus and firm profits. The Pareto weights for consumers are normalized to 1, whereas

the weights for firm i are given by {Λi(θi)}θi∈Θi
.6 The restriction Λi(θi) ≤ Gi(θi) ensures

that firms receive lower weights then consumers do. In the special case where N = 1 and

Λi(θi) = (1 − α)Gi(θi), (1) exactly matches the regulator’s objective in Baron and Myerson

(1982). In other words, the restriction that Λi(θ)i ≤ Gi(θi) can be regarded as a multi-firm

and interim analog of the parameterization with α ∈ [0, 1] used in Baron and Myerson (1982).

3 Efficiency of PRYCE CAP Mechanisms

In what follows, we present our main result. As noted in the previous section, our central

interest is in characterizing the efficient mechanisms and exploring practical ways to imple-

ment them. Although there are infinitely many possible mechanisms and some of them can

be extremely complex, we show that the efficient ones are “simple,” in the sense that any

efficient indirect mechanism is equivalent to one that belongs to a natural class. This class of

mechanisms involves price competition with lump-sum transfers and firm-specific price caps

that depend on the chosen prices of competitors. We call these price caps yardstick price

caps, and we refer to this class as PRYCE CAP mechanisms, which we define next.7

Definition 3. M = (Si, ri,µi, ti)
N
i=1 is a price competition mechanism with lump-sum trans-

fers and yardstick price caps (PRYCE CAP) if, for any i,

6This is because the dominance criterion is applied in the interim stage for each realization of types θi.
7In naming the price caps, we use the word “yardstick” in a way similar to Shleifer (1985)’s use of the

word, in that a firm’s regulation depends on characteristics of other firms.
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1. Si = R+.

2. For any s ∈ S, ri(s) = 1{si ≤ p̄i(s−i)}, for some p̄i : S−i → R+ ∪ {∞}.

3. For any v ∈ V , and for any s ∈ S,

µi(v|s) =







1, if vi − si > max{j|rj(s)=1, j 6=i}(vj − sj)
+ and ri(s) = 1

0, if vi − si < max{j|rj(s)=1, j 6=i}(vj − sj)
+ or ri(s) = 0

.

4. For any s ∈ S, ti(s) = si
∫

V
µi(v|s)F (dv)− τi(si), for some τi : Si → R.

Under a PRYCE CAP mechanism, each firm i simultaneously announces a price si ≥ 0.

Given the announced prices s = (s1, . . . , sN), a firm is first selected into the market based on

whether its announced price si is below its price cap p̄i(s−i). The price caps and the rules for

market entry are thus intimately linked. When choosing a price to announce, a firm accounts

for both its own price cap and the effect that its choice will have on the price caps of other

firms. Among the firms that enter the market, consumers then see the announced prices and

decide whether to purchase and which firm to buy from. Finally, each firm is compensated

or taxed via lump-sum transfers from consumers. This transfer amount τi(si) depends only

on a firm’s own price.

Notice that if p̄i(s−i) = ∞ and τi(si) = 0 for all i and for all s, a PRYCE CAP mechanism

reduces to a pure price competition model (see Example 1 above). From this perspective,

PRYCE CAP mechanisms can be regarded as generalizations of pure price competition mod-

els that are commonly assumed, with the differences being lump-sum transfers {τi}
N
i=1 and

yardstick price caps {p̄i}
N
i=1.

With the formal definition of PRYCE CAP mechanisms presented, we now state our main

result.

Theorem 1. Any efficient indirect mechanism is equivalent to a PRYCE CAP mechanism.

The significance of Theorem 1 is that, among infinitely many indirect mechanisms, the

efficient ones are equivalent to a PRYCE CAP mechanism. This means that price competi-

tion, together with interventions solely in the form of lump-sum transfers and price ceilings,

are enough to achieve constrained Pareto efficiency. PRYCE CAP mechanisms emerge as
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efficient out of an expansive set of market environments in which firms and consumers par-

take, with each environment potentially experiencing enormously complicated forms of firm

conduct, barriers to entry, and regulatory policies.

Furthermore, Theorem 1 implies that omniscient knowledge about the market setting is

not required to implement an efficient regulation. More precisely, implementing a PRYCE

CAP mechanism does not require knowledge about each individual consumer’s value vector

v. With proper lump-sum transfers and yardstick price caps, firms would post correct prices

and consumers would sort themselves into the efficient allocation.

The fact that any efficient regulation is equivalent to a PRYCE CAP mechanism sheds

light on which regulatory policies are necessary and which are not. After all, Theorem 1

implies that if firms compete on price, any regulatory policy other than lump-sum transfers

and yardstick price caps is unwarranted for reaching efficiency in an environment like ours.

In other words, lump-sum transfers and price ceilings can be regarded as minimal regulatory

policies, given that firms are able to compete (only) on the price margin.

4 Proof of Theorem 1

This section provides the proof of Theorem 1. First, notice that by the revelation principle

(Myerson 1979), it is without loss to restrict attention to incentive compatible and individu-

ally rational direct mechanisms. A direct mechanism is a mechanism (Si, ri,µi, ti)
N
i=1 where

Si = Θi for all i. For simplicity, we refer to a direct mechanism as a mechanism, and we

denote it by (r,µ, t) hereafter when there is no confusion.

Specifically, a mechanism is incentive compatible if, for all i and for all θi, θ
′
i ∈ Θi,

Eθ−i

[

ti(θi, θ−i)− ri(θi, θ−i)θi

(
∫

V

µi(v|θi, θ−i)F (dv) + κi

)]

≥ Eθ−i

[

ti(θ
′
i, θ−i)− ri(θ

′
i, θ−i)θi

(
∫

V

µi(v|θ
′
i, θ−i)F (dv) + κi

)]

, (IC)

and is individually rational if, for all θi ∈ Θi,

Eθ−i

[

ti(θi, θ−i)− ri(θi, θ−i)θi

(
∫

V

µi(v|θi, θ−i)F (dv) + κi

)]

≥ 0. (IR)
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Under any incentive compatible and individually rational mechanism (r,µ, t), firm i’s

interim expected profit is

Πi(θi|r,µ, t) = Eθ−i

[

ti(θi)− ri(θ)θi

(
∫

V

µi(v|θ)F (dv) + κi

)]

,

while the expected consumer surplus is

Σ(r,µ, t) := Eθ

[

N
∑

i=1

ri(θ)

∫

V

µi(v|c)viF (dv)−
N
∑

i=1

ti(θ)

]

.

As a result, by Lemma 1, an incentive compatible and individually rational mechanism

is efficient if and only if it is the solution to the following problem:

sup
(r,µ,t)

[ N
∑

i=1

∫

Θi

Πi(θi|r,µ, t)Λi(dθi) + Σ(r,µ, t)

]

, (2)

subject to (IC) and (IR), for some collection of nondecreasing and right-continuous functions

{Λi} with 0 ≤ Λi(θi) ≤ Gi(θi) for all θi ∈ Θi.

Meanwhile, using the standard envelope arguments, we can characterize incentive com-

patibility by a revenue equivalence formula and a monotonicity condition, as summarized by

the following lemma.

Lemma 2. A mechanism (r,µ, t) is incentive compatible if and only if, for all i, there exists

a constant t̄i ∈ R such that

1. For any i and for any θi ∈ Θi,

Eθ−i
[ti(θi, θ−i)]

=t̄i + Eθ−i

[

ri(θ)θi

(
∫

V

µi(v|θ)F (dv) + κi

)

+

∫ θi

θi

ri(x, θ−i)

(
∫

V

µi(v|x, θ−i)F (dv) + κi

)

dx

]

.

2. For any i, the function

θi 7→ Eθ−i

[

ri(θi, θ−i)

(
∫

V

µi(v|θi, θ−i)F (dv) + κi

)]

11



is nonincreasing.

From Lemma 2, for any incentive compatible mechanism (r,µ, t), and for all i,

The expected consumer surplus can be written as

Σ(r,µ, t) =Eθ

[

N
∑

i=1

ri(θi, θ−i)

∫

V

viµi(v|θi, θ−i)F (dv)

]

−
N
∑

i=1

∫

Θi

θiEθ−i

[

ri(θi, θ−i)

(
∫

V

µi(v|θ)F (dv) + κi

)]

Gi(dθi)

−
N
∑

i=1

∫

Θi

Gi(θi)ri(θi, θ−i)Eθ−i

[

ri(θi, θ−i)

(
∫

V

µi(v|θi, θ−i)F (dv) + κi

)]

dθi −
N
∑

i=1

t̄i.

Meanwhile, for each firm i,

∫

Θi

Πi(θi|r,µ, t)Λi(dθi) =

∫

Θi

Λi(θi)Eθ−i

[

ri(θi, θ−i)

(
∫

V

µi(v|θi, θ−i)F (dv) + κi

)]

dθi + Λi(θi)t̄i.

With the above expressions, we now consider a relaxed problem of (2). To this end, we

first introduce the following lemma summarizing the virtual cost functions {φΛi

i }.

Lemma 3. For any i and for any nondecreasing, right-continuous function Λi with 0 ≤

Λi(θi) ≤ Gi(θi), there exists a nondecreasing function φΛi

i : Θi → R+ such that

∫

Θi

θiQi(θi)G(dθi) +

∫

Θi

(Gi(θi)− Λi(θi))Qi(θi) dθi ≥

∫

Θi

φΛi

i (θi)Qi(θi)Gi(dθi)

for any nonincreasing function Qi : Θi → R+, and the equality holds whenever Qi is measur-

able with respect to the σ-algebra generated by φΛi

i .

Lemma 3 is essentially the “ironing” technique á la Myerson (1981), except that (i) the

type distribution does not necessarily have a density, and (ii) the function being “ironed”

is the Pareto-weight-adjusted virtual cost, rather than the virtual value. The proof of the

lemma follows from Monteiro and Svaiter (2010), who provide an extension (to even more

general settings than ours) of the Myersonian ironing technique that can accommodate these

two differences.8

8To better understand this lemma, consider the special case when Gi has a density gi and that gi(θi) > 0
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Combining Lemma 2 and Lemma 3, one can observe that the value of (2) is bounded

from above by the solution of

sup
r,µ

{

Eθ

[

N
∑

i=1

ri(θ)

(
∫

V

(

vi − φΛi

i (θi)
)

µi(v|θ)F (dv)− φΛi

i (θi)κi

)

]

−
N
∑

i=1

(1− Λi(θi))t̄i

}

,

(3)

subject to

θi 7→ Eθ−i

[

ri(θi, θ−i)

(
∫

V

µi(v|θi, θ−i)F (dv) + κi

)]

is nonincreasing. (4)

Moreover, by Lemma 2, any individually rational mechanism must have t̄i ≥ 0 for all i. Thus,

it is without loss to set t̄i = 0 for all i.

In what follows, we characterize the solution of (2) by finding a solution to (3) first and

then verifying that the objective of (2) equals the objective of (3) under this solution. To

this end, define (r∗,µ∗, t∗) as follows: For any θ ∈ Θ, let E∗(θ) be a solution of

max
E⊆{1,...,N}

(

∫

V

max
i∈E

(vi − φΛi

i (θi))
+F (dv)−

∑

i∈E

φΛ
i (θi)κi

)

.

Then, let

µ
∗
i (v|θ) :=







1
|M∗(v,θ)|

, if vi ≥ φΛi

i (θi) and i ∈ M
∗(v, θ)

0, otherwise
,

where M
∗(v, θ) := argmaxj∈E∗(θ){vj − φ

Λj

j (θj)}, for all i, for all v ∈ V , and for all θ ∈ Θ; and

r∗i (θ) = 1{i ∈ E∗(θ)}

for all θi ∈ Θi. Let ψi(θi) := θi+(Gi(θi)−Λi(θi))/gi(θi) for all θi ∈ Θi. Then, for any (measurable) function
Qi : Θi → R+,

∫

Θi

θiQi(θi)Gi(dθi) +

∫

Θi

(Gi(θi)− Λi(θi))Qi(θi) dθi =

∫

Θi

Qi(θi)

(

θi +
Gi(θi)− Λi(θi))

gi(θi)

)

Gi(dθi)

=

∫

Θi

Qi(θi)ψi(θi)Gi(θi).

The function ψi is the usual virtual cost function, but since the Pareto weight Λi is arbitrary, ψi is not
necessarily monotone. Applying the standard ironing technique to ψi, we would then obtain the (ironed)
virtual cost φΛi

i
as described in Lemma 3.
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for all i and for all θ ∈ Θ; and

t∗i (θ) = T ∗
i (θi)

:=Eθ−i

[

r∗i (θ)θi

(
∫

V

µ
∗
i (v|θ)F (dv) + κi

)

−

∫ θi

θi

r∗i (x, θ−i)

(
∫

V

µ
∗
i (v|x, θ−i)F (dv) + κi

)

dx

]

,

for all i and for all θ ∈ Θ.

Lemma 4. The mechanism (r∗,µ∗, t∗) solves (3). Furthermore,

N
∑

i=1

∫

Θi

Π(θi|r
∗,µ∗, t∗)Λi(dθi) + Σ(r∗,µ∗, t∗)

=Eθ

[

N
∑

i=1

r∗i (θ)

(
∫

V

(vi − φΛi

i (θi))µ
∗
i (v|θ)F (dv)− φΛi

i (θi)κi

)

]

.

Lemma 4 implies that the mechanism (r∗,µ∗, t∗) is a solution to (2). Furthermore,

Lemma 2 and Lemma 3 imply that any other solution of (2) must be outcome-equivalent

to (r∗,µ∗, t∗) with probability 1, save for the tie breaking rules that do not affect efficiency.

Now consider any efficient mechanism. As noted above, it is without loss to assume

that this mechanism is (r∗,µ∗, t∗). To see that (r∗,µ∗, t∗) is equivalent to a PRYCE CAP

mechanism, consider the mechanism (S, rP ,µP
i , t

P) as follows: Si := R+ for all i;

rPi (s) := 1{i ∈ EP(s)},

for all s ∈ S, where EP(s) is a solution of

max
E⊆{1,...,N}

(

∫

V

max
i∈E

(vi − si)
+F (dv)−

∑

i∈E

siκi

)

,

for all s ∈ S;

µ
P
i (v|s) =







1
|M(v,s)|

, if vi ≥ si and i ∈ M(v, s)

0, otherwise
,

14



where M(v, s) := argmaxj∈EP(s){vj − sj}; and

tPi (s) := siEθ−i

[

rPi (si, φ
Λ−i

−i (θ−i))

∫

V

µ
P
i (v|si, φ

Λ−i

−i (θ−i))F (dv)

]

− τ ∗i ((φ
Λi

i )−1(si)),

where

τ ∗i (θi) := φΛi

i (θi)Eθ−i

[

r∗i (θ)

∫

V

µ
∗
i (v|θ)F (dv)

]

− T ∗
i (θi),

and (φΛi

i )−1(si) := inf{θi ∈ Θi|φ
Λi

i (θi) ≥ si}, for all i and for all si ∈ Si.

Notice that for any i, any s−i ∈ S−i, and any si, s
′
i ∈ Si, if si > s′i and i ∈ EP(si, s−i), it

must be that i ∈ EP(s′i, s−i). Thus, for any i and for any s−i ∈ S−i, there exists p̄i(s−i) ∈

R+ ∪{∞} such that i ∈ EP(si, s−i) if and only if si ≤ p̄i(s−i). For this reason, (S, r
P ,µP , tP)

is indeed a PRYCE CAP mechanism.

The following lemma completes the proof.

Lemma 5. The PRYCE CAP mechanism (S, rP ,µP
i , t

P) has a pure-strategy Bayes-Nash

equilibrium σP that induces the same outcome as (r∗,µ∗, t∗).

5 PRYCE CAP Example and Properties

5.1 PRYCE CAP Example

Suppose that the number of potentially active firms N = 2 and that consumer values and

firm types v1, θ1, v2, θ2 ∈ [0, 1] are independently drawn from a uniform distribution. Suppose

further that the commonly known fixed cost parameters κ1 = κ2 = 1 and that the Pareto

weight functions Λ1(x) = Λ2(x) = x for all x ∈ [0, 1]. Then, the price cap functions p̄1 and

p̄2 and the set EP can be depicted by Figure I.

Figure I illustrates the tight link between the yardstick price caps and the sets of firms

optimally granted market entry. In the figure, the set of (undominated) prices [0, 1]2 is

partitioned into four regions, where each region of (s1, s2) is mapped into different values of

EP(s1, s2). As a result, the boundaries of the regions define the yardstick price caps. The

gold-orange curve represents firm 2’s price cap p̄2 as a function of s1, and the blue-green

curve represents firm 1’s price cap p̄1 as a function of s2.
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Values of EP

Given firm 1’s published price s1, firm 2 is excluded from the market if it posts a price

s2 > p̄2(s1). Similarly, given firm 2’s published price s2, firm 1 is excluded from the market

if it posts a price s1 > p̄1(s2). Notice that both firms operate in the market if both publish

relatively low prices, and both are restricted from entering if both publish relatively high

prices. If one firm posts too high a price relative to the second, the first firm is excluded,

whereas the second can enter.

Focusing on the behavior of the price caps in the figure, one can observe the two caps

initially increasing in the other firm’s price. As the competing firm publishes a higher price,

the restriction on the other firm’s price loosens, consistent with the yardstick nature of the

price ceiling. Once the competing firm’s price exceeds a certain value, though, the other

firm’s price cap flattens, becoming independent of the competing firm’s choice. This change

in pattern is from the competing firm no longer operating in the market precisely because its

high price denied it entry. At that point, the price cap of the other firm remains fixed and

its authorization for business depends only on its own published price.
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5.2 Yardstick Price Cap Properties

The properties of the yardstick price cap just described are not special to the assumptions

of two firms or uniformly distributed consumer values. Under the broader assumption that

consumers’ values {vi}
N
i=1 are i.i.d., the next proposition explains that a firm’s price ceiling

rises when competing firms submit higher prices. Moreover, a firm can guarantee itself entry

if it submits a price below a certain threshold; and it can guarantee itself no entry if it submits

a price above another threshold.

Proposition 1. Suppose that {vi}
N
i=1 are i.i.d. and that κi = κ for all i. Consider any

efficient PRYCE CAP mechanism and let p̄i : S−i → R+ ∪ {∞} denote the yardstick price

cap for firm i. Then,

1. For any price vector s ∈ R
N
+ , p̄i(s−i) ≤ p̄j(s−j) if and only if si ≥ sj, for all i, j ∈

{1, . . . , N}.

2. For any i ∈ {1, . . . , N} and for any s−i ∈ R
N−1
+ , p̄i(s−i) ∈ [s, s̄] for some 0 ≤ s ≤ s̄ <

∞.

An immediate consequence of Proposition 1 is that the firm publishing the lowest price

faces the highest price ceiling. This relation implies that the price a firm publishes has two

effects on its eligibility to operate in an efficient PRYCE CAP mechanism. The first is a

direct effect : A lower submitted price is more likely to be below the firm’s price ceiling and

grant the firm the right to sell. The second is a yardstick effect : A lower submitted price,

other things equal, means the firm will face a higher price ceiling compared to its competitors,

which can be more easily met.

6 Extensions

6.1 Efficient Mechanism under Capacity Constraints

The arguments in the baseline model can be readily extended to a setting where firms are

subject to (publicly known) capacity constraints. Specifically, suppose that, in addition to

facing a cost function Ci, each firm i faces a capacity constraint Li ≥ 0 such that firm i cannot
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produce more than Li ≥ 0 units. Namely, for any incentive compatible and individually

rational direct mechanism (r,µ, t), and for all i,

∫

V

µi(v|θ)F (dv) ≤ Li. (5)

Consequently, the maximization problem that characterizes efficient mechanisms would

simply be (2), but subject to (5), and (IC), (IR). The additional capacity constraints can

be incorporated into the arguments above via the duality theorem. Specifically, let λi ≥ 0

be the Lagrange multiplier of the capacity constraint (5) for firm i. The Lagrangian to the

relaxed problem (3) is simply

Eθ

[

N
∑

i=1

ri(θ)

(
∫

V

(

vi − φΛi

i (θi)− λi

)

µi(v|θ)F (dv)− φΛi

i (θi)κi

)

]

−
N
∑

i=1

(1− Λi(θi))t̄i.

As a result, since φΛi(θi)−λi remains nondecreasing in θi for each i, the arguments above

can still be applied even when there are additional capacity constraints. Thus, by properly

adjusting the transfers, the efficient mechanism can still be implemented by a PRYCE CAP

mechanism even when there are capacity constraints.

6.2 Consumers’ Ex-Post Individual Rationality Constraints

In the baseline model, monetary transfers are captured entirely by {ti}
N
i=1. In particular,

there is no distinction between prices that consumers pay to firms, taxes that firms pay to

a regulator, and subsidies the regulator pays to consumers. While convenient, this modeling

approach cannot incorporate consumers’ ex-post individual rationality constraints, and con-

sumers might be forced to purchase a product even if the price is higher than their values

under some indirect mechanisms. Nonetheless, the results above can be easily extended to a

setting where consumers’ ex-post individual rationality constraints are taken into account.

To see this, consider an alternative formulation of indirect mechanism (Si, ri,µi,pi, τi)
N
i=1,

where Si, ri, and µi are the same as defined in the baseline model, while pi(s) denotes firm

i’s transaction price when the strategy profile is s; and τi(s) denotes the amount of (lump-

sum) transfers paid by firm i when the strategy profile is s. Consumers’ ex-post individual
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rationality constraints are given by

N
∑

i=1

max{(pi(s))− vi), 0}µi(v|s) = 0, (6)

for all s ∈ S and for all v ∈ V . In other words, an indirect mechanism is ex-post individually

rational if, for any strategy profiles adopted by firms and for any realized consumer values, a

consumer with value v buys from firm i only if firm i’s price pi(s) is lower than the consumer’s

value vi.

Note that for any indirect mechanism (Si, ri,µi,pi, τi)
N
i=1 that is ex-post individually

rational for consumers, let

ti(s) := τi(s)− pi(s)

∫

V

µi(v|s)F (dv),

for all s ∈ S. The mechanism (Si, ri,µi, ti) then corresponds to a feasible indirect mechanism

in the baseline model. Moreover, any PRYCE CAP mechanism, by definition, is a mechanism

where consumers’ ex-post individually rational constraint (6) is satisfied. Therefore, PRYCE

CAP mechanisms remain optimal for the regulator even if consumers are required to be

ex-post individually rational.

7 Conclusion

We study the optimal regulation of oligopolistic competition where firms have private infor-

mation about their costs and consumers make discrete choices over goods. We search over a

broad class of mechanisms, covering a variety of ways in which firms compete, that implement

constrained Pareto efficient allocations. The socially efficient mechanisms are equivalent to

price competition, but with lump-sum transfers and yardstick price caps. We refer to these

mechanisms as PRYCE CAP mechanisms, and they can be implemented without knowledge

of individual consumer preferences, realized firm costs, or firm conduct.

To implement a PRYCE CAP mechanism, a regulator, we presume, has power to verify

and enforce competition exclusively on price, regardless of the kinds of complicated compet-

itive conduct that might already prevail in the market. But upholding price competition is
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not the unique way to achieve efficiency. For certain markets, a clever selection of lump-sum

transfers alone might convert an existing inefficient market setting into an efficient one. But

administering such creative transfers would likely be intractable, and the regulator would

need unearthly knowledge of the competitive game that firms engage. A significant contri-

bution of PRYCE CAP mechanisms is that they require no such awareness, and they apply

to a broad range of potential market environments.

Hence, if the regulator can verify and enforce price competition, the search for efficiency

ends with PRYCE CAP mechanisms. In practice, though, a regulator might lack such powers

entirely or wield them imperfectly. A natural implication of our result is that social efficiency

is more easily achieved in markets where a regulator can plausibly maintain price competi-

tion. Or rather, more realistically, markets where posting prices already drives the nature of

competition are better candidates for reaching efficiency.
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Appendix

A Omitted Proofs for Section 4

A.1 Proof of Lemma 3

Let νi be a signed measure on Θi := [θi, θi] defined by

ν(A) :=

∫

A

θiGi(dθi) +

∫

A

(Gi(θi)− Λi(θi)) dθi,

for all (Borel) subset A of Θi, and let Ni(θi) := ν([θi, θi]) for all θi ∈ Θi be its CDF.
By definition 3 and theorem 2 of Monteiro and Svaiter (2010), there exists a nondecrasing
function φΛi

i such that for any nonincreasing function Qi : Θi → R+,

∫

Θi

θiGi(θi)(−Qi(θi))Gi(dθi) +

∫

Θi

(Gi(θi)− Λi(θi))(−Qi(θi)) dθi

=

∫

Θi

(−Qi(θi))νi(dθi)

≤

∫

Θi

(−Qi(θi))φ
Λi

i (θi)Gi(dθi),

and hence
∫

Θi

θiGi(θi)Qi(θi)Gi(dθi) +

∫

Θi

(Gi(θi)− Λi(θi))Qi(θi) dθi ≥

∫

Θi

Qi(θi)φ
Λi

i (θi)Gi(dθi)

for any nonincreasing function Qi. Meanwhile, theorem 3 of Monteiro and Svaiter (2010)
implies that the inequality is binding whenever Qi is measurable with respect to the σ-algebra
generated by φΛi

i . This completes the proof. �

A.2 Proof of Lemma 4

Proof. We first show that, for all i,

θi 7→ Eθ−i

[

r∗i (θi, θ−i)

(
∫

V

µ
∗
i (v|θi, θ−i)F (dv) + κi

)]

(7)

is nonincreasing. To see this, notice that for any i and for any θ ∈ Θ,

∫

V

µ
∗
i (v|θ)F (dv) =

∫

V

1{φΛi

i (θi) ≤ φΛi

i (θj) + vi − vj, ∀j ∈ E∗(θ), j 6= i}F (dv). (8)

Moreover, notice that for any i, for any θ−i ∈ Θ−i, and for any θi, θ
′
i ∈ Θi with θ′i < θi,

i ∈ E∗(θi, θ−i) implies i ∈ E∗(θ′i, θ−i). Together with the fact that φΛi

i is nondecreasing,
it then follows that both (8) and r∗i are nonincreasing functions of θi for all θ−i ∈ Θ−i.
Therefore, (7) is indeed nonincreasing.
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Furthermore, by definition of (r∗,µ∗), for any (r,µ) such that the function

θi 7→ Eθ−i

[

ri(θi, θ−i)

(
∫

V

µi(v|θi, θ−i)F (dv) + κi

)]

is nonincreasing, it must be that

Eθ

[

N
∑

i=1

ri(θ)

(
∫

V

(vi − φΛi

i (θi))µi(v|θ)F (dv)− φΛi

i (θi)κi

)

]

≤Eθ

[

N
∑

i=1

r∗i (θ)

(
∫

V

(vi − φΛi

i (θi))µ
∗
i (v|θ)F (dv)− φΛi

i (θi)κi

)

]

.

Thus, (r∗,µ∗) is a solution to (3).
Lastly, by Lemma 3, since (7) is nonincreasing and is measurable with respect to φΛi

i for
all i, we have

∫

Θi

φΛi

i (θi)Eθ−i

[

r∗i (θ)

(
∫

V

µ
∗
i (v|θ)F (dv) + κi

)]

Gi(dθi)

=

∫

Θi

θiEθ−i

[

r∗i (θ)

(
∫

V

µ
∗
i (v|θ)F (dv) + κi

)]

Gi(dθi)

+

∫

Θi

(Gi(θi)− Λi(θi))Eθ−i

[

r∗i (θ)

(
∫

V

µ
∗
i (v|θ)F (dv) + κi

)]

dθi

Therefore,

Eθ

[

N
∑

i=1

r∗i (θ)

(
∫

V

(vi − φΛi

i (θi))µ
∗
i (v|θ)F (dv)− φΛi

i (θi)κi

)

]

=Eθ

[

N
∑

i=1

r∗i (θ)

∫

V

viµ
∗
i (v|θ)F (dv)

]

−
N
∑

i=1

{
∫

Θi

φΛi

i (θi)Eθ−i

[

r∗i (θ)

(
∫

V

µ
∗
i (v|θ)F (dv) + κi

)]

Gi(dθi)

}

=Eθ

[

N
∑

i=1

r∗i (θ)

∫

V

viµ
∗
i (v|θ)F (dv)

]

−

∫

Θi

θiEθ−i

[

r∗i (θ)

(
∫

V

µ
∗
i (v|θ)F (dv) + κi

)]

Gi(dθi)

−

∫

Θi

(Gi(θi)− Λi(θi))Eθ−i

[

r∗i (θ)

(
∫

V

µ
∗
i (v|θ)F (dv) + κi

)]

dθi

=Σ(r∗,µ∗, t∗) +

N
∑

i=1

∫

Θi

Π(θi|r
∗,µ∗, t∗)Λi(dθi),

as desired. �
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A.3 Proof of Lemma 5

Proof. Consider the mechanism (S, rP ,µP
i , t

P). First, notice that by definition of µP
i , for all

θ ∈ Θ and for all i,

µ
P
i (v|φ

Λ1

1 (θ1), . . . , φ
ΛN

N (θN )) = µ
∗
i (v|θ1, . . . , θN),

for all v ∈ V . Moreover, by Lemma 2, for each i and for any interval [θ1i , θ
2
i ] on which φΛi

i

is constant, T ∗
i is also constant. Therefore, for any i and for any θi ∈ Θi, if θi belongs to an

interval [θ1i , θ
2
i ] on which φΛi

i is a constant, then (φΛi

i )−1(φΛi

i (θi)) = θ2i = θi, Thus, for any i
and for any θ ∈ Θ,

tPi (φ
Λ1

1 (θ1), . . . , φ
ΛN

N (θN )) =Eθ−i

[

φΛi

i (θi)r
P
i (φ

Λi

i (θi), φ
Λ−i

−i θ−i)

∫

V

µ
P
i (v|φ

Λi

i (θi), φ
Λ−i

−i (θ−i))F (dv)

]

− τ ∗i (θi)

=Eθ−i

[

φΛi

i (θi)r
∗
i (θ)

∫

V

µ
∗
i (v|θ)F (dv)

]

− τ ∗i (θi)

=T ∗
i (θi)

=t∗i (θ1, . . . , θN ),

where φ
Λ−i

−i := (φΛ1

1 , . . . , φ
Λi−1

i−1 , φ
Λi+1

i+1 , . . . , φΛN

N ). Furthermore, by the definitions of EP and

E∗ given µP and tP , when each firm i with type θi chooses φΛi

i (θi), the induced welfare
outcomes (i.e., the weighted sum of consumer surplus and firms’ interim expected revenue)
under (r∗, µ∗, t∗) is the same as that under (S, rP , µP , tP).

It then remains to show that the strategy profile where each firm i with type θi chooses
φΛi

i (θi) is a Bayes-Nash equilibrium in the game induced by (S, rP ,µP
i , t

P). Indeed, for any
firm i, any type θi ∈ Θi, and for any si ∈ φΛi

i (Θi), given that all other firms follow the

strategy φ
Λ−i

−i = (φΛ1

1 , . . . , φ
Λi−1

i−1 , φ
Λi+1

i+1 , . . . , φΛN

N ), let θ′i ∈ Θi be such that φΛi

i (θ′i) = si. We
then have

Eθ−i

[

tPi (φ
Λi

i (θi), φ
Λ−i

−i (θ−i))− rPi (φ
Λi

i (θi), φ
Λ−i

−i (θ−i))θi

(
∫

V

µ
P
i (v|φ

Λi

i (θi), φ
Λ−i

−i (θ−i))F (dv) + κi

)]

=Eθ−i

[

t∗i (θi, θ−i)− r∗i (θi, θ−i)θi

(
∫

V

µ
∗
i (v|θi, θ−i)F (dv) + κi

)]

≥Eθ−i

[

t∗i (θ
′
i, θ−i)− r∗i (θ

′
i, θ−i)θi

(
∫

V

µ
∗
i (v|θ

′
i, θ−i)F (dv) + κi

)]

=Eθ−i

[

tPi (φ
Λi

i (θ′i), φ
Λ−i

−i (θ−i))− rPi (φ
Λi

i (θ′i), φ
Λ−i

−i (θ−i))θi

(
∫

V

µ
P
i (v|φ

Λi

i (θ′i), φ
Λ−i

−i (θ−i))F (dv) + κi

)

Eθ−i

[

tPi (si, φ
Λ−i

−i (θ−i))− rPi (si, φ
Λ−i

−i (θ−i))θi

(
∫

V

µ
P
i (v|si, φ

Λ−i

−i (θ−i))F (dv) + κi

)

,

where the inequality follows from the fact that (r∗,µ∗, t∗) is incentive compatible. Meanwhile,
it is easy to verify that for any firm i, any type θi ∈ Θi, and for any si /∈ φΛi

i (Θi), given that
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all other firms follow the strategy φ
Λ−i

−i ,

Eθ−i

[

tPi (φ
Λi

i (θ′i), φ
Λ−i

−i (θ−i))− rPi (φ
Λi

i (θi), φ
Λ−i

−i (θ−i))θi

(
∫

V

µ
P
i (v|φ

Λi

i (θi), φ
Λ−i

−i (θ−i))F (dv) + κi

)

≥Eθ−i

[

tPi (φ
Λi

i (θ′i), φ
Λ−i

−i (θ−i))− rPi (si, φ
Λ−i

−i (θ−i))θi

(
∫

V

µ
P
i (v|si, φ

Λ−i

−i (θ−i))F (dv) + κi

)

.

Together, it then follows that (φΛ1

1 , . . . , φΛN

N ) is indeed a Bayes-Nash equilibrium in the game
induced by (S, rP ,µP

i , t
P). This completes the proof. �

B Omitted Proof for Section 5

B.1 Proof of Proposition 1

Proof. From the proof of Theorem 1, for each i ∈ {1, . . . , N} and for any s ∈ R
N
+ , firm

i ∈ EP(si, s−i) if and only if si ≤ p̄i(s−i), where EP is a solution of

max
E⊆{1,...,N}

(

∫ ∞

0

· · ·

∫ ∞

0

max
i∈E

(vi − si)F (dv1) · · ·F (dvN)−
∑

i∈E

siκi

)

.

As a result, there must exists p̄ : R
N−1
+ → R+ ∪ {∞} such that p̄i(s−i) = p̄(s−i) for all i and

for all s ∈ R
N
+ . We claim that p̄ is nondecreasing in each argument. Indeed, for any i and

for any s, s′ ∈ R
N
+ , such that si = s′i and sj ≤ s′j for some j 6= i, if i ∈ EP(s), then it must

be that i ∈ EP(s′) as well. Therefore, it must be that p̄(s−i) ≤ p̄(s′−i), as desired. Since p̄ is
nondecreasing in every component, for any i, j ∈ {1, . . . , N} with i 6= j, and for any s ∈ R

N
+

with si ≥ sj, it must be that p̄(s−j) ≥ p̄(s−i), as desired.
Meanwhile, notice that for any i ∈ {1, . . . , N} and for any s−i ∈ R

N−1
+ , if si = 0, then it

must be that i ∈ EP(si, s−i). In contrast, since for any E ⊆ {1, . . . , N} such that i /∈ E ,

lim
si→∞

sup
s−i∈R

N
+

[
∫ ∞

0

· · ·

∫ ∞

0

[ max
j∈E∪{i}

(vj − sj)
+ −max

j∈E
(vj − sj)

+]F (dv1) · · ·F (dvN)− siκ

]

< 0,

there must exist s̄ such that i /∈ EP (s) whenever si ≤ s̄, for all s ∈ R
N
+ . This completes the

proof. �
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Online Appendix

Omitted Details for Section 2.3

Here we provide other example indirect mechanisms and provide further details on quantity
competition and entry deterrence.

Example 4 (Entry Deterrence). The following indirect mechanism describes a model where
an incumbent (firm 1) can use price to deter entry of potential entrants á la Von Stackelberg
(1934) sequential competition. Let firm 1’s strategy space be S1 = R+, and let all other firms’
strategy spaces be a tuple that consists of entry decisions and prices as functions of firm 1’s
price. The entry probability r1 of firm 1 is set to 1 regardless of the strategy profile, whereas
entry probabilities of all other firms i 6= 1 are given by their strategies. Lastly, revenues
{ti}

N
i=1 and good allocations {µi}

N
i=1 are determined by price competition among all firms

that enter.

Example 5 (Reverse Auction with Many Buyers). The following indirect mechanism
describes a type of reverse auction where firms bid their prices and those with the lowest
bid win and sell their goods to all consumers with values above that bid. Pharmacy Benefit
Managers (PBMs) are known to employ this kind of auction.9 Under this mechanism, S =
R
N
+ , ti(s) = si

∫

V
µi(v|s)F (dv), ri(s) = 1 for all s ∈ S and for all i, and

µi(v|s) =

{

1{si∈M(s)}
|M(s)|

, if si ≤ vi
0, if si > vi

,

for all i, for all v ∈ V , and for all s ∈ S, where M(s) := argmini{si}.

Details for the Quantity Competition Mechanism: Let the strategy space be S =
[0, 1]N , and let entry probabilities be ri(s) = 1 for all i and for all s ∈ S. Furthermore,
since F is atomless, the function (p1, . . . , pN) 7→

∫

V
1{vi ≥ pi, ∀i}F (dv) is continuous and

nondecreasing and has value 1 at p1 = . . . = pN = 0 and value 0 at p1 = . . . = pN =
maxi{max(projiV )}. Therefore, for any s ∈ S such that

∑

j sj ≤ 1, there exists {pi(s)}
N
i=1

such that
∫

V

1{vi ≥ pi(s), ∀i}F (dv) =

N
∑

j=1

sj.

Take any of such functions, and, for each i, extend pi to be defined on the entire S by letting
pi(s) = 0 for all s ∈ S such that

∑

j sj > 1.
Now let

µi(v|s) :=

{

si∑
j sj

, if vj ≥ pi(s), ∀j

0, otherwise
,

for all i, for all v ∈ V , and for all s ∈ S, and let the revenues be defined as ti(s) =
pi(s)

∫

V
µi(v|s)F (dv).

9The PBM holds an auction across drugs that treat a particular medical condition. The drugs of the
winning manufacturers (the sellers) with the lowest bids are put on the PBM’s formulary for doctors to
prescribe and patients (the consumers) to purchase.
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Details for the Entry Deterrence Mechanism: Let S1 := R+ and let Si := {ei :
S1 → {0, 1}} × {pi : S1 → R+}, so that a strategy si for firm i > 1 can be written as
si = (ei,pi). Define the revenues as ti(s1, (ei,pi)

N
i=2) = pi(s1)

∫

V
µi(v|s)F (dv), and let the

entry probabilities be r1(s1, (ei,pi)
N
i=2) = 1 and ri(s1, (ei,pi)

N
i=2) = ei(s1), for all s ∈ S and

for all i > 1. Finally, let µ be defined as

µi(v|s1, (ei,pi)
N
i=2) =

{ 1
|M(v,s1,(ei,pi)Ni=2

)|
, if vi − pi(s1) = maxj{(vj − pj(s1))

+} and ri(s1, (ei,pi)
N
i=1) = 1

0, otherwise
,

for all i ∈ {1, . . . , N} and (si, (ei,pi)
N
i=2) ∈ S, where M(v, s1, (ei,pi)

N
i=2) := argmaxi{(vi −

pi(s1))} and p1(s1) = s1.
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